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Lexical diversity (LD) refers to the range of differ-
ent words used in a text, with a greater range indicating 
a higher diversity. Easily applied to almost any type of 
text, LD has featured in a wide range of applications, pro-
ducing a rich history of textual assessment. Thus, LD has 
been used by researchers in fields as varied as stylistics, 
neuropathology, language acquisition, data mining, and 
forensics; and LD indices have been found to be indica-
tive of writing quality, vocabulary knowledge, speaker 
competence, Alzheimer’s onset, hearing variation, and 
even speaker socioeconomic status (see Malvern, Rich-
ards, Chipere, & Durán, 2004; McCarthy & Jarvis, 2007). 
Although there can be little doubt as to the application 
of LD, the identification of a robust index to represent 
it has proven to be problematic. The problem is that LD 
indices have tended to demonstrate sensitivity to varia-
tions in text length. As a result, researchers who have been 
aware of this problem (e.g., Biber, 1989) have been forced 
to restrict their analysis to narrow bands of text length; 
and researchers who appear not to have been aware of this 
problem (e.g., Ertmer et al., 2002; Miller, 1981) have pro-
duced findings that may be misleading. This problem of 
text length sensitivity is particularly the case for the best 
known LD index, type–token ratio (TTR: Templin, 1957), 

the use of which and problems with which have been ex-
tensively documented (e.g., Malvern et al., 2004).

Recent years have seen the emergence of more robust 
approaches to LD assessment—particularly, vocd-D and 
the measure of textual lexical diversity (MTLD).1 Each 
approach purports to assess LD, while having little or 
no effect of text length. But although vocd-D has been 
described frequently (Malvern et al., 2004; McCarthy & 
Jarvis, 2007; Owen & Leonard, 2002), MTLD has been 
used only as one variable among many in combinatorial 
engineering styled analyses (e.g., Crossley & McNamara, 
in press; McNamara, Crossley, & McCarthy, 2010) and, 
consequently, has yet to have its architecture described 
in detail. More important than a description, however, 
MTLD has yet to be validated or systematically compared 
with leading indices of LD. Thus, the foremost purpose of 
the present study is to fill these gaps in the research, par-
ticularly by addressing the following research question: To 
what degree can validity be attributed to MTLD as a form 
of LD assessment?

As was noted above, vocd-D has been used in numer-
ous studies (e.g., Harris Wright, Silverman, & Newhoff, 
2003; Malvern et al., 2004; Owen & Leonard, 2002; Sil-
verman & Bernstein Ratner, 2000). However, McCarthy 
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of a notion closely related to thematic saturation (see the 
Rationale for MTLD section). But despite such uses, in 
most corpus analyses, researchers are comparing LD lev-
els across a range of texts, and the LD text length problem 
means that the researchers are often unaware that their 
reported LD differences are (highly) confounded by the 
length of the individual texts.

Textual Homogeneity
A second major problem for LD indices can be de-

scribed as the assumption of textual homogeneity. In LD 
terms, we can view this homogeneity assumption as the 
distribution of types across a text. That is, different rhe-
torical purposes and strategies may necessitate that differ-
ent parts of a text have different diversity levels. Thus, if 
we consider Lincoln’s of the people, by the people, for the 
people, we must acknowledge that no one around at the 
time appears to have claimed (at least, successfully) that 
Lincoln was being insufficiently diverse—this, despite 
a type–token ratio of only .556. Moreover, we must also 
acknowledge that no one complained of an adverse ef-
fect on working memory when the nine preceding words 
(have a new birth of freedom and that government) were 
mentioned—this despite the fact that these words boasted 
a type–token ratio of 1.00.2

Of course, examining texts over short intervals is more 
useful for demonstration than for practical purposes. How-
ever, the issue of the homogeneity assumption remains. 
For example, McCarthy, Myers, Briner, Graesser, and 
McNamara (2009) demonstrated that nearly one fifth of 
an average text is composed of guest genres. Specifically, 
narrative texts tend to have a high number of history-like 
sentences; history texts tend to have guest narrative sen-
tences; and the guests for science texts appear to be an 
equal division of both narrative and history sentences. The 
point is that a text includes a structure. The structure is 
vital if readers/listeners are to form a coherent mental rep-
resentation of the text (Van Dijk & Kintsch, 1983). That is, 
the structure serves a rhetorical purpose, and this purpose 
may manifest itself across the text in a variety of rhetorical 
forms, none of which need necessarily reflect the totality 
of the text. Thus, as Jarvis (2002) argued, the assessment 
of LD through procedures that ignore this structure “treats 
texts as if they were composed of a vocabulary substance 
that has identifiable particles but no structure (such as 
a bucketful of colored corn kernels)” (p. 62). Thus, the 
concern here is ecological validity, which, for nonsequen-
tial textual assessment approaches, means that words are 
being assessed in a way that poorly relates to the context 
in which they were written.

Sequential and Nonsequential  
Analysis Processing

For computationally derived textual indices, the tokens 
that make up the text can be processed sequentially, non-
sequentially, or both ways. Sequential processing would 
appear to be the preferred system, because it maintains 
the integrity of a text. That is, the computational process-
ing of the text is akin to the human processing of the text. 
After all, a text is more than mere words and sentences 

and Jarvis (2007) demonstrated that the vocd-D approach 
suffered from two major shortcomings. First, it signifi-
cantly varied as a function of text length, which contra-
dicts the claims of Malvern et al. Second, McCarthy and 
Jarvis demonstrated that vocd-D merely replicates the hy-
pergeometric distribution function (HD-D; see Wu, 1993, 
for a discussion of hypergeometric distribution). As we 
shall see, this means that vocd-D is an approximation of a 
well-established probability function. Indeed, when tested 
on a corpus of 266 texts (see Jarvis, 2002, for details of 
the texts), the correlation between vocd-D and the value 
of HD-D was r  .971. These concerns over vocd-D led 
us to a second major research question: How does vocd-D 
compare with HD-D when assessed across a wide variety 
of registers?

CONSIDERATIONS IN THE ASSESSMENT 
OF LEXICAL DIVERSITY

Text Length
A major problem for indices of LD is sensitivity to text 

length. To better understand this problem, it is essential 
to understand two key terms: tokens and types. As a text 
becomes longer (i.e., by adding words to it), the number 
of overall words in the text (or tokens) increases. But al-
though the token increase is linear (one new word  one 
new token), the rate of increase of the number of different 
words in the text (or types) steadily slows. The slowing of 
the type increase occurs because, with each new instance 
of a token, there is a corresponding decrease in the likeli-
hood of a new type, because no text of more than a handful 
of words can be meaningful without some kind of repeti-
tion of tokens. Thus, we can say that as a text increases in 
length, there is a corresponding decrease in the value of 
diversity that is calculated to represent it. But, importantly, 
the increasing rate of lexical repetition does not entail that 
a reader would perceive the text as changing in diversity 
levels. Instead, the change in values may be merely a cal-
culation issue that is driving a misleading quantitative rep-
resentation. Not surprisingly, then, this calculation issue 
has resulted in many researchers’ reporting results that 
are highly confounded with text length (e.g., Ertmer et al., 
2002; Miller, 1981), and their reporting of the diversity 
levels associated with those texts has further led to consid-
erable confusion with regard to the characterization of the 
texts and the people who produced those texts.

Although generally problematic, the text length sensi-
tivity problem does have some positive uses. For instance, 
the gradual decrease in type count can be an indication 
of the thematic saturation of a text or corpus (Glaser & 
Strauss, 1967; Lincoln & Guba, 1985; Morse, 1995). That 
is, when a text reaches the point at which no new types are 
being encountered, we can say that the text is (fully) repre-
sentative of the word types that are indicative of that text’s 
theme (see also McEnery, 2003, for a discussion of “rep-
resentativeness and balance,” p. 449). Such an approach 
is useful because it allows researchers greater confidence 
that their corpora comprise texts of a sufficient length to 
represent suitably their linguistic function. Indeed, as we 
shall see, the calculation of the MTLD index makes use 
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The D coefficient (see Malvern et al., 2004, p. 51) is then 
used as part of a formula to produce a theoretical curve 
that most closely fits the empirical TTR curve formed 
from the random samples. The value of the best-fitting 
D is referred to as D. Because D is arrived at by random 
sampling, the value varies each time the assessment is run. 
Thus, to create a higher level of consistency, the procedure 
above is run three times, and an average D is the final out-
put. Final values tend to range from 10 to 100, with higher 
values indicating greater diversity.

HD-D
The calculation of vocd-D suggests that the D coeffi-

cient is an essential ingredient in determining the LD value 
of the text. But McCarthy and Jarvis (2007) demonstrated 
that the vocd-D value is actually based on probabilities of 
word occurrence and that D serves no purposes except to 
convert the LD value into a new scale. More specifically, 
McCarthy and Jarvis demonstrated that vocd-D is merely 
a complex way of approximating the hypergeometric dis-
tribution, and to demonstrate this, they described an index 
that we refer to here as HD-D.

The hypergeometric distribution represents the prob-
ability of drawing (without replacement) a certain number 
of tokens of a particular type from a sample of a particu-
lar size. The way we have used this distribution for our 
own HD-D index is to calculate, for each lexical type in 
a text, the probability of encountering any of its tokens in 
a random sample of 42 words drawn from the text.3 The 
probabilities for all lexical types in the text are then added 
together, and the sum is used as an index of the text’s LD.

As was previously mentioned, HD-D is what vocd-D 
approximates. Although vocd-D relies on random sam-
pling, instead of direct calculations of lexical probabilities, 
vocd-D’s output is nevertheless determined by those prob-
abilities. That is, when vocd-D calculates TTR for mul-
tiple random samples of 35–50 words drawn from a text, 
the results approximate what one would find if one calcu-
lated TTR for all possible combinations of 35–50 words 
drawn from the text. Of course, the number of possible 
combinations is so large that this would not be feasible to 
do, but it is possible to use the hypergeometric distribution 
to calculate these values directly without any sampling. 
This calculation is conducted by taking into consideration 
the mean contribution that each type makes to the TTR of 
all possible combinations of a sample of a certain size. If 
the sample size is 42, the mean contribution of any given 
type is 1/42 multiplied by the percentage of combina-
tions in which the type would be found. This percentage 
is exactly the same as the probability of encountering the 
type in a sample of 42 words drawn from the text, and 
this can be determined directly from the hypergeometric 
distribution.

For this reason, it is not surprising that McCarthy and 
Jarvis (2007) found correlations of r  .971 between 
vocd-D and HD-D (i.e., sums of probabilities) for sample 
sizes from 35 to 50 (i.e., the sizes of samples that vocd-D 
uses in its random-sampling procedures). The correlation 
would have been perfect had it not been for the slight im-
precision in vocd-D’s output brought about by its reliance 

strung together. A text includes a structure, and this struc-
ture binds together the textual components so as to allow 
a reader or listener to form a coherent mental represen-
tation (Van Dijk & Kintsch, 1983). On the other hand, 
nonsequential processing has a practical application. For 
example, it has the advantage of avoiding local cluster-
ing of content words, which Malvern et al. (2004) argued 
may lead to a distorted view of the overall text. Landauer, 
Laham, Rehder, and Schreiner (1997) went even further, 
claiming that there may be little benefit to word order 
when it comes to deriving meaning from texts. Ultimately, 
it may seem that designers of assessment systems defend 
the approach that works best for their own tool. After 
all, the designers of vocd-D admitted that their system’s 
performance is weaker when used sequentially (Malvern 
et al., 2004, p. 72), and systems such as latent semantic 
analysis (Landauer et al., 1997) struggle to include any as-
pect of word order because of the computational expense 
involved in the calculation of multiword phrases (Olney, 
2007). But this having been said, nonsequential process-
ing is still a common approach, and the results from non-
sequential analyses have undoubtedly been as useful as 
they have been ubiquitous. Consequently, we argue that 
textual analyses that incorporate both sequential and non-
sequential processing may well offer researchers valuable 
insights into the properties of a text.

Summary
In sum, all textual analyses are fraught with difficulty 

and disagreement, and LD is no exception. There is no 
agreement in the field as to the form of processing (se-
quential or nonsequential) or the composition of lexical 
terms (e.g., words, lemmas, bigrams, etc.); and even a 
common position with regard to the distinction between 
the terms lexical diversity, vocabulary diversity, and lexi-
cal richness remains unclear (Malvern et al., 2004). In this 
study, we do not attempt to remedy these issues. Instead, 
we argue that the field is sufficiently young to be still in 
need of exploring its potential to inform substantially. 
Thus, we include in our analyses the most sophisticated 
indices of LD that are currently available.

INDICES OF LEXICAL DIVERSITY

vocd-D
Because vocd-D has been extensively described else-

where, we offer here only a brief review of the approach 
and direct the interested reader to Malvern et al. (2004) 
and McCarthy and Jarvis (2007). Furthermore, we discuss 
vocd-D using its system’s default options—that is, those 
options selected by vocd-D’s creators as being the best 
working parameters and the parameters that are typically 
reported in vocd-D studies.

The calculation of vocd-D is the result of a series of ran-
dom text samplings. The approach begins its calculation 
by taking from the text 100 random samples of 35 tokens. 
The TTR for each of these samples is calculated, and the 
mean TTR is stored. The same procedure is then repeated 
for samples from 36 to 50 tokens. An empirical TTR curve 
is then created from the means of each of these samples. 
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the important point is that they form a continuum, both 
relying on the hypergeometric distribution, where K’s 
sample size is set to 2 words and vocd-D’s sample size is 
set to 35–50 words.

MTLD

Processing MTLD
MTLD is an index of a text’s LD, evaluated sequen-

tially. It is calculated as the mean length of sequential 
word strings in a text that maintain a given TTR value 
(here, .720). During the calculation process, each word of 
the text is evaluated sequentially for its TTR. For example, 
. . . of (1.00) the (1.00) people (1.00) by (1.00) the (.800) 
people (.667) for (.714) the (.625) people (.556) . . . and 
so forth. However, when the default TTR factor size value 
(here, .720) is reached, the factor count increases by a 
value of 1, and the TTR evaluations are reset. Thus, given 
the previous example, MTLD would execute . . . of (1.00) 
the (1.00) people (1.00) by (1.00) the (.800) people (.667) 
|||FACTORS  FACTORS  1||| for (1.00) the (1.00) peo-
ple (1.00) . . . and so forth.

Partial Factors
A partial factor value is calculated for the lexical re-

mainders of a text (i.e., the final words that do not form 
a full factor). For example, a TTR of .887 forms 40.4% 
of the range between 1.00 and the full factor of .720. If 
a text contains 4 full factors and a remainder that has a 
TTR of .887, then the final factor count is 4.00  0.404  
4.404.

Because a text rarely ends at exactly a completed fac-
tor, the question becomes how to evaluate an incomplete 
factor. Approaches such as sequentially applied vocd-D 
simply discard unused tokens, an action that reduces the 
integrity of the index. Apart from simplicity, the major 
reason for ignoring remaining data is that it is difficult to 
incorporate it into the index: Specifically, a smaller sec-
tion of text (in terms of tokens) will always have a higher 
TTR. Thus, adding (or fitting) this higher TTR to the aver-
age TTR will misleadingly increase the apparent diversity 
of the text.

As was previously discussed, MTLD does not discard 
any remaining data. Instead, the factor size attributed to 
the incomplete factor is calculated on the basis of how 
far the TTR value has progressed toward the designated 
default factor size of .720. Although including a value for 
textual remainders increases the integrity of the index, 
remainder values have a number of problems. First, re-
mainder values are only approximations, and therefore, 
their values are more open to question and to error. Sec-
ond, the shorter the text, the greater will be the part of its 
value that is composed of a remainder. That is, the 0.25 of 
1.25 is greater than the 0.25 of 2.25. Therefore, the shorter 
the text, the more likely it is to be composed of an ap-
proximation of the average number of words needed to 
form a factor. Consequently, shorter texts will be more 
difficult to evaluate with confidence. In testing the tool 
during the development process, we found that texts as 
short as 100 tokens can be used. Texts shorter than this 

on both random (nonexhaustive) sampling and curve fit-
ting. It is worth pointing out that vocd-D and HD-D output 
are also on a different scale. The HD-D output is literally 
sums of probabilities, whereas vocd-D output is essen-
tially sums of probabilities converted to type–token ratios 
and, then again, from type–token ratios to a D value.

Other LD Indices Used in This Study
Log correction. Because the text length problem of 

LD is related to frequency, log values have long been used 
as an LD corrective factor (e.g., Herdan, 1964). Over the 
years, a steady trickle of variations of log approaches were 
introduced, such as Somers (1966), Maas (1972), Dugast 
(1978), and Tuldava (1993). In turn, these approaches be-
came the subject of a number of studies (e.g., Hess, Sefton, 
& Landry, 1986; Tweedie & Baayen, 1998), none of which 
reported positive evidence for the corrective approaches. 
However, such studies were quite limited in terms of the 
range of registers analyzed, and when McCarthy and 
Jarvis (2007) assessed log-corrected indices against 16 
written registers, they found the effect of text length to 
be just 1.5%. Furthermore, McCarthy and Jarvis reported 
that Maas4 showed no effect of text length if analyses were 
limited to the following ranges of text length: 100–154, 
154–333, 200–666, and 250–2,000. As such, we include 
Maas in the present analysis as the most representative LD 
index from the log correction approach.

Frequency correction. A second approach to correct-
ing for the text length effect is the frequency distribution 
of types. That is, Text A and Text B may contain exactly 
the same overall number of types and tokens; however, the 
number of tokens for each type may differ. For example, 
consider the sentence The friendly man liked both the big 
dog and the little dog, which contains nine types and 12 
tokens, and then consider the sentence The friendly man, 
whom the big dog liked, liked a little dog, which also con-
tains nine types and 12 tokens. Note that the first sentence 
contains 3 tokens of the type the, whereas the second sen-
tence contains only 2 tokens of the type the; however, for 
the second sentence, the word liked has a frequency of 2, 
whereas it is just 1 in the first sentence. The concern for 
frequency variation resulted in the introduction of many 
new LD indices (e.g., Honore, 1979; Orlov, 1983; Yule, 
1944), and, like the log corrections, each of these indices 
was extensively tested (e.g., Tweedie & Baayen, 1998) and 
was found to be confounded by text length. Yet, as with 
the Maas index, McCarthy and Jarvis (2007) showed that 
one frequency index, K, was reasonably effective. Indeed, 
K showed no effect of text length if analyses were limited 
to the following ranges: 100–500, 154–666, 250–1,000, 
and 400–2,000. Given these results, our study includes 
K as the best representative LD index of the frequency-
correction type.

Regarding K, one further point of interest is highly rel-
evant to the vocd-D calculation. Whereas vocd-D is deter-
mined by the sums of probabilities of encountering each 
type in the text in sample sizes from 35 to 50 tokens, K is 
determined by the sums of probabilities of encountering 
each type in the text when the sample size is set to just 
2 words. Both indices also involve a scale conversion, but 
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Note that a randomized version of the segment (e.g., the 
the of index integrity) also forms a final TTR of .800, 
seemingly calling into question the sequential nature of 
the MTLD approach. However, the randomized version is 
quite different from the left–right and right–left versions, 
because words of the same type are much more likely to 
be clumped together, allowing for quite different quanti-
ties of factors to be formed. As such, any randomization 
of the text has the potential to cause significant changes 
in the MTLD values.

Calculation of MTLD Value
The total number of words in the text is divided by the 

total factor count. For example, if the text  340 words 
and the factor count  4.404, then the MTLD value is 
77.203. Two such MTLD values are calculated, one for 
forward processing and one for reverse processing. The 
mean of the two values is the final MTLD value.

Factor Size
MTLD uses a default factor size of .720. This default 

factor size is used in the MTLD prototype that features in 
the Coh-Metrix suite of textual analysis indices and is the 
factor size used in the engineering studies that have in-
corporated MTLD (e.g., Crossley & McNamara, in press; 
McNamara et al., 2010).

The value of .720 was reached following a series of 
tests, using narratives and expository texts from sources 
such as the Project Gutenburg Text Archives (www 
.archive.org/details/gutenberg). Evidence from this testing 
suggested that TTR trajectories tended to reach a point of 
stabilization at around .720 ( .03). At higher TTR values 
(e.g., .760), sudden fluctuations in TTR values could 
still occur,5 caused by what Malvern et al. (2004) de-
scribed as “lexical clusters.” At lower values (e.g., .650), 
stabilization is strongly established in the TTR trajectory. 
Thus, potential index sensitivity risks being lost through 
the unnecessary use of token processing; instead, these 
tokens could be used to form a new factor, increasing the 
numbers of factors for the text and forming a potentially 
more accurate LD value.

Our initial testing suggested that there were no signifi-
cant differences between TTRs within the range from .660 
to .750. The value of .720 was selected because it fell on 
the higher side of the middle of this range. That is, the 
middle point in a safe range suggests the most conserva-
tive selection. However, the fewer the number of tokens 
needed, the greater the number of factors that can be gen-
erated, allowing for greater accuracy in the final index. 
Hence, .720 was selected.

The Rationale for MTLD
To better understand the rationale of the factors that 

form the MTLD value, we must first consider the LD 
index known as mean segmental TTR (MSTTR; John-
son, 1944). The MSTTR approach divides a text into seg-
ments of a set length (typically, 100 words). The remain-
ing words are discarded. The TTR for each full segment 
is calculated, and the final TTR value is the mean of all 
full segments. Such an approach works well enough for 

are often made up of only a partial factor (i.e., no full 
factors, but only a single remainder), and their accuracy 
is questionable.

Forward and Reverse Processing
The primary purpose of the reverse-processing phase 

is to provide a second MTLD value for the assessment. 
During development testing, we found that two processing 
runs, one forward and one reverse, were sufficient for pro-
ducing MTLD values of the desired consistency and ac-
curacy. That is, we found that a single processing run (e.g., 
forward) sometimes generated results with large varia-
tions, relative to the segmentation sizes (see the internal 
validation analysis), presumably resulting from the partial 
factors issues described above. Such variations had the 
potential to cause interpretational difficulties, and there-
fore, two processing runs were instantiated. Testing dem-
onstrated that a dual-processing sequence was sufficient 
to counteract this occasional variational problem, because 
the remainder factor calculated in reverse sequencing was 
not the same as the remainder of the initial run and the av-
erage of the two processing runs was sufficient to smooth 
the result.

The choice of running the second sequencing as a re-
verse sequence is not without its problems, even though 
the action is computationally parsimonious and the result 
is favorable. To better understand this problem, recall that 
a factor is a sequential section of the text that has reached 
a TTR value of .720. However, which area of text actu-
ally forms a factor primarily depends on where in the text 
the sequencing begins, meaning that the MTLD approach 
could process the text repeatedly, starting its sequencing 
at each new token in the text, and subsequently produce as 
many MTLD evaluations as there are words in the text. In 
practice, conducting such a high number of evaluations is 
computationally expensive. But, more important, develop-
mental testing suggested that it was not necessary, because 
the MTLD approach required only two processing runs 
(one forward and one reverse) to become what Malvern 
et al. (2004) termed “sufficiently consistent” (Malvern 
et al., 2004, p. 51).

The decision to make the second evaluation a reverse 
sequence might appear to reduce the integrity of the index. 
After all, people do not read a text backward, so com-
putationally processing it backward seems problematic. 
However, whether the final x number of words of a text 
are computationally processed left to right or right to left 
does not affect the TTR value of that factor, that is, a set 
sequence of words will reach the same TTR value (and 
therefore, the same factor) whichever direction is taken, 
meaning that the computational parsimony of reverse pro-
cessing does not affect the psychological consistency of 
word order. For example, the final five words of the first 
sentence of this paragraph are the integrity of the index, 
producing a TTR of .800. Reversing those words gives us 
index the of integrity the, still producing a TTR of .800. 
Thus, what is important is the identification of a sequential 
within-the-text segment of tokens of a target TTR factor 
size (i.e., .720), and not the right–left or left–right order 
with which those tokens are computationally processed. 
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in Figure 1 as a gradual and relatively smooth descent that 
the trajectory ultimately takes.

For MTLD, the key element is how many words it takes 
to reach the area prior to the point of stabilization. Clearly, 
the fewer words it takes, the less diverse is the text (in 
terms of sequential lexical deployment). Thus, the MTLD 
value is simply the average number of words required for 
the text to reach a point of stabilization.

The identification of the point of stabilization dis-
tinguishes the problem of MSTTR from the solution of 
MTLD. By dividing the text into factors (the number of 
words needed to reach a point of saturation), we are re-
placing an arbitrary segment size (typically, 100) with an 
empirically driven textual factor size. This replacement is 
useful because the MTLD factor sizes are generally much 
smaller than 100 words (as in our example in Figure 1), 
meaning that many more factors can be generated, and 
thus the derived MTLD value is more likely to be a sensi-
tive evaluation of the diversity of the text. More specifi-
cally, the area of the text after the point of stabilization 
does not inform us any further as to the diversity of the 
text. In essence, whereof the TTR trajectory is smooth, 
thereof the tokens are being wasted. Thus, the argument is 
that a preplanned segment of 100 words might (and often 
does) form a TTR value that could be calculated with 
far fewer tokens. And similarly, a segment of 100 words 
might be too short, meaning that it has not yet reached a 
point where the diversity has worked itself out. The goal, 
then, is to make the segments optimally sized, and the 
approach taken by MTLD allows for just that. Of course, 
although the factor sizes are typically small with MTLD 
(i.e., fewer than 100 words), there is not the concern of 
lack of sensitivity associated with these small segment 
sizes (such as we have with MSTTR). The sensitivity 
problem for MSTTR occurs because small predetermined 
segments remain high in TTR values, making it hard to 
distinguish LD values across a range of texts. However, 
with MTLD, all factors, regardless of number of words, 

texts that are very long (e.g., over 1,000 words). How-
ever, MSTTR has several problems for shorter texts. 
First, discarding any amount of text reduces the text’s 
integrity and, therefore, reduces the validity of the eval-
uation. Second, the choice of segment size is problem-
atic: Using smaller segments (e.g., 10 words) results in 
a smaller size of discarded text. However, the smaller 
the segment, the lower the sensitivity of the index. That 
is, having relatively few words in a segment allows for 
relatively few word types, meaning that the TTR val-
ues are very high, regardless of the text analyzed. On 
the other hand, larger segments make for a more sensi-
tive value, but including larger segments requires larger 
texts, which may not be available. Furthermore, the 
larger the segment, the larger the size of the discarded 
text is likely to be.

The MTLD approach replaces word segments with 
TTR factors. At first blush, such an approach would seem 
to be simply swapping out one version of a problem with 
another. However, the MTLD approach is different be-
cause it makes use of a notion closely related to thematic 
saturation, an aspect of text that we refer to as the point of 
stabilization (see Figure 1).

To understand the importance of the point of stabiliza-
tion, recall that a sequentially assessed text first encoun-
ters almost nothing but new types. In Figure 1, this area 
can be seen as a continuous horizontal trajectory (marked 
as a). Upon encountering the first repeated type, the TTR 
value drops dramatically (b). Next, the sequence returns 
to entirely new types, resulting in a rise in the TTR trajec-
tory, before a second repeated type causes another sharp 
drop (c). This area of sharp rises and falls continues until 
one reaches what we refer to as the point of stabilization. 
It is at this point that neither the introduction of repeated 
types nor even a considerable string of new types can 
markedly affect the TTR trajectory. Thus, we can consider 
the area of the sequence following the point of stabiliza-
tion as type saturated, and we can view this manifestation 

Figure 1. The type–token ratio (TTR) and point of stabilization as formed from the first 
200 words of the first chapter of The Red Badge of Courage.
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corpus was needed to provide evidence of incremental validity (see 
the Results and Discussion section). Each of the 23 original texts 
was manipulated once; thus, we have two versions of 23 texts. As 
such, one version of the text is described as high in cohesion, and 
one version is described as low in cohesion. All the texts featured 
in independent experiments show learning gains from the higher 
cohesion version.

Whereas we argue that the MJ corpus offers the size and range of 
texts necessary to assess convergent, divergent, and internal validity 
type tests, the M&C corpus offers a task assessment not previously 
conducted in LD research: distinguishing low- and high-cohesion 
texts. The higher cohesion texts are likely to feature greater lexical 
overlap and, therefore, lower levels of LD. The point of importance 
here is that LD approaches that can distinguish the text types offer an 
incremental advantage over those that do not. Thus, the M&C corpus 
forms part of the incremental validity assessment.

Procedure
Following common practice in LD assessment (e.g., Hess et al., 

1986; McCarthy & Jarvis, 2007; McKee, Malvern, & Richards, 
2000; Tweedie & Baayen, 1998), each text of each register was di-
vided into ever smaller sections (i.e., one section of 2,000, two sec-
tions of 1,000, etc.). This sectioning allowed each text to be repre-
sented in 11 different size forms for 99 data points per register; more 
specifically, the sectioning was necessary to establish the sensitivity 
of the LD indices when texts of varying lengths were assessed (see 
the discussion of internal validity, below). Thus, a total of 1,584 
textual units were included in the study (see Table 1).

The final value for each of the section sizes was calculated by the 
mean value across each processing. For example, Text T of Regis-
ter R, processed for 2,000 words, as evaluated by LD index LD-I, 
might receive a value of 78.88. However, the same text, evaluated 
by the same index, for 1,000 words would have two results, because 
there were two sections (i.e., the first 1,000 words and the second 
1,000 words). As such, those two values (e.g., 79.43 and 73.03) were 
averaged; so, in this hypothetical example, the final value would 
be 76.23. In theory, the ideal index would show the same value for 
each division of the text; however, perfection was not the goal here. 
Instead, we sought to assess the degree to which there would be a 
significant change in the value of the index, because such a change 
would suggest a confound caused by the length of the text.

RESULTS AND DISCUSSION

Preliminary Analyses
The primary goals of this study were to assess the valid-

ity of sophisticated LD indices, particularly the MTLD and 
HD-D indices. However, as has been discussed, these in-
dices have various possible settings. For example, MTLD 
can set its TTR factor value anywhere between .001 and 

have reached a TTR of .720; therefore, we know that the 
values are sufficiently sensitive.

Various studies have shown MTLD to be at least as ef-
fective as the industry standard vocd-D index, and even 
one of the most informative and distinguishing variables 
in the entire arsenal of several hundred Coh-Metrix indi-
ces (see Crossley & McNamara, 2009; Crossley, Salsbury, 
& McNamara, 2009; McNamara et al., 2010). Such suc-
cesses do not mean that all the settings of the MTLD ap-
proach are optimal. However, such results in conjunction 
with the present validation study do offer confidence that 
MTLD is a valuable resource for researchers using LD.

CONSTRUCT VALIDITY

Construct validation requires a well-developed theo-
retical framework that explains the nature of the target 
construct, its observable properties, and its interrelation-
ship with other constructs and concepts. Although con-
struct validation necessarily involves the presentation of 
logical arguments and even qualitative evidence linking 
the theoretical construct to the measure, it also requires 
comparing and contrasting the approach in question with 
approaches of both similar and dissimilar constructs in 
order to demonstrate that it assesses that which it is de-
signed to assess (Ong & van Dulmen, 2006, p. 66). The 
types of comparison and contrast that are used can be de-
scribed as ways of establishing various types of validity 
(see American Educational Research Association, Ameri-
can Psychological Association, & National Council on 
Measurement in Education, 1999) that contribute to the 
overall construct validity of the measure. In this study, 
we assessed MTLD (along with the more established LD 
indices: vocd-D, HD-D, Maas, K, and TTR) in relation to 
the following four types of validity: convergent, divergent, 
internal, and incremental.

METHOD

Corpora
We used two corpora in this study. For the first three assessments, 

we used the same texts as McCarthy and Jarvis (2007) and will refer 
to this collection as the MJ corpus. The texts of the MJ corpus com-
prise 16 registers: 15 taken from the Lancaster–Oslo–Bergen corpus 
(LOB, Johansson, Leech, & Goodluck, 1978), and the remaining 1 
extracted from Glencoe Science (Biggs et al., 2003). The registers 
are press reportage, editorials, press reviews, religion, skills and 
hobbies, popular lore, biographies, official documents, academic 
prose, general fiction, mystery fiction, science fiction, adventure 
fiction, romantic fiction, humor, and textbooks. Each register con-
tains nine individual texts,6 with each text originally composed of 
approximately 2,000 words to the nearest end of sentence. All texts 
over 2,000 words are trimmed to a total of 2,000 words. This col-
lection of texts is well established and has featured in the studies 
of Biber (1988), Louwerse, McCarthy, McNamara, and Graesser 
(2004), Dempsey, McCarthy, and McNamara (2007), and McCarthy 
and Jarvis (2007).

The fourth assessment in this study was based on texts manipu-
lated for cohesion The majority of the texts (19) are described in 
McNamara, Louwerse, McCarthy, and Graesser (in press). The 
remaining 4 texts are described in Best, Ozuru, Floyd, and Mc-
Namara (2006). We will refer to the entire 23-text collection from 
McNamara and colleagues as the M&C corpus. This additional 

Table 1 
Text Lengths (in Words) Used in the Analyses  

and Number of Sections for Each Length

 Text Lengths  Number of Sections  

2,000  1
1,000  2

666  3 (two texts of 667 tokens)
500  4
400  5
333  6 (two texts of 334 tokens)
286  7 (two texts of 285 tokens)
250  8
200 10
154 13 (two texts of 153 tokens)

 100  20  
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the texts under examination are likely to be lengthy and/
or high in diversity levels.

Validation Results
Convergent validity is the evaluation of how well an 

index agrees with other indices that are widely accepted 
as a standard against which to measure a given construct 
(here, LD); thus, our primary interest is the degree to 
which MTLD approximates vocd-D, HD-D, K, and Maas. 
Interindex correlations (see Table 2) demonstrate that 
MTLD correlates highly with all the established LD in-
dices (minimum, K, r  .694; maximum, vocd-D, r  
.848, effect size [r2]  .719). The average MTLD correla-
tion against a combination of vocd-D, K, and Maas is r  
.795. And, if we replace vocd-D with HD-D, the average 
MTLD correlation against a combination of HD-D, K, and 
Maas is similar (r  .768). The result suggests that MTLD 
satisfies convergent validity to at least the same degree as 
other sophisticated and established LD indices.

Divergent validity is the evaluation of how well an 
index does not agree with indices that are considered to be 
flawed or misleading. In this case, we consider the flawed 
index to be TTR. The results (see Table 1) suggest that 
MTLD (like Maas, K, vocd-D, and HD-D) demonstrates 
greater differences from TTR than similarities (i.e., if r  
.710, then the effect size [r2]  .500 and, therefore, dem-
onstrates greater difference than similarity). The MTLD 
and TTR correlation of r  .322 (r2  .104) is high, as 
compared with vocd-D, HD-D, and K, although Maas is 
higher (r  .501). One view of this result is to recall that 
although TTR is clearly a flawed index of LD, it is none-
theless still an index of LD. As such, divergent validity 
may best be achieved in this instance by avoiding a high 
correlation. To this end, Cohen (1988) suggested that r  
.10 to r  .29 is a low correlation and r  .30 to r  .49 
is a medium correlation. In these terms, none of the LD 
indices can be described as highly correlating with TTR. 
Taken as a whole, the results suggest that each of the LD 
indices satisfies divergent validity.

Internal validity is used here to evaluate the sensitivity 
of the LD indices to variations in text length (as evaluated 
by correlation analyses). In a textual analysis study, we 
can establish the degree of internal validity by manipulat-
ing one variable (i.e., text length) and assessing it against 
the measuring variable (i.e., each LD index). In this way, 
we can make a causal inference as to whether different 
lengths of text produce different outcomes. According to 

.999, although the prototype tool is set at .720. Similarly, 
McCarthy and Jarvis (2007) set HD-D at 42, arguing that 
any level between 35 and 50 would be just as suitable. 
To better establish confidence in these prototype settings, 
two preliminary assessments were conducted.

In the first preliminary analysis, a range of potential 
MTLD factor default values were compared across the 16 
registers of the MJ corpus. In total, 10 versions of MTLD 
were used, ranging from a factor size of .660 to .750. In-
terindex correlation averages for the range were very high 
(average, r  .970; minimum, factor size of .66 at r  
.953; maximum, factor size of .70 at r  .979). On the 
basis of these results, we could presume that any factor 
size within the hypothesized range would be suitable and 
that averaging results across this range (or parts of this 
range) would not add to the usefulness of the index. We 
saw no benefit at that time for changing the MTLD value 
from that used in the previously published engineering 
studies (e.g., Crossley & McNamara, 2009) and opted to 
set our default value for MTLD at the factor size of .720 
(average correlation, r  .976)

In the second preliminary analysis, HD-D values were 
compared with vocd-D values across the same 16 regis-
ters of the MJ corpus. Four versions of HD-D were used, 
with each index different only in the start and end sample 
sizes used in the calculation of the sum of probabilities 
that formed the index. Thus, HD-D (35–35) used 35 as the 
sample size, HD-D (42–42) used 42, HD-D (50–50), used 
50, and HD-D (35–50) used sample sizes of 35, 36, 37, . . . 
up to 50 and then averaged the results. The results for each 
of the four HD-D indices correlated highly with vocd-D: 
HD-D (35–35), r  .912; HD-D (42–42), r  .913; HD-D 
(50–50), r  .911; and HD-D (35–50), r  .913. The 
high consistency supported the findings of  McCarthy and 
Jarvis (2007), and thus, we followed McCarthy and Jarvis 
by using the median sample size value of HD-D (42–42) 
as the standard index for the remainder of the study.

Although the correlations between HD-D and vocd-D 
were high (r  .910), they were not as high as the cor-
relations reported in McCarthy and Jarvis (2007) for 266 
narrative texts (r  .971). Closer examination revealed 
that 10 of the 16 registers correlated at r  .950, 4 of the 
16 registers correlated at r  .910, but 2 of the 16 registers 
correlated at r  .600. Examining the individual texts, we 
found that some low differences might be the result of a 
narrow band of extremely high LD. Using one such very 
high diversity text, we created 30 values for vocd-D (M  
215.210, SD  2.369, minimum  211.41, maximum  
219.5, range  8.09). The result suggests a problem for 
vocd-D. Specifically, if a text is sufficiently long and has 
a much higher diversity level than is typical, randomly 
sampling as few as 35 tokens can lead to misleadingly 
high vocd-D values. It appears that even the multiple itera-
tions of the vocd-D process does not always account for 
this issue. In contrast, the result for HD-D is the same no 
matter how many times the process is calculated, because, 
unlike vocd-D, HD-D is not stochastic. Thus, the results 
of this initial analysis suggest that using HD-D, instead 
of vocd-D, is a viable option for researchers, especially if 

Table 2 
Correlations Between Lexical Diversity Indices, Including 

MTLD, vocd-D, HD-D, K, Maas, and TTR (N  1,584)

  vocd-D  HD-D  K  Maas  TTR

MTLD .848 .800 .694 .843 .322
vocd-D .913 .833 .669 .088
HD-D .825 .642 .051*

K .601 .086**

Maas .501

Note—All correlations significant at p  .001, except *p .043 and 
**p  .001.
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beyond other variables (i.e., incremental validity), we con-
ducted a discriminant analysis. Because each index was 
significant in the ANOVA, we entered all the variables 
into the analysis; and because we did not want to bias the 
results, we used the stepwise method. The results of the 
discriminant analysis (see Table 4) suggest that only two 
LD indices significantly contribute to the prediction model 
(MTLD, followed by vocd-D; total accuracy  36.9%; 
cross-validated accuracy  36.1%; random chance  
6.25%; see Analysis 1 in Table 4). Although Maas pro-
duced the second highest effect size in the ANOVA, the 
second position in the model was taken by vocd-D. The 
result suggests that vocd-D contributes uniquely to the 
prediction model, whereas the contribution of Maas is 
subsumed by either MTLD or a combination of MTLD 
and vocd-D.

To better understand this issue, we removed vocd-D 
(although we retained HD-D) and reran the discriminant 
analysis (see Analysis 2 in Table 4). The result yielded a 
highly similar accuracy (total accuracy  36.9%; cross-
validated accuracy  36.1%; random chance  6.25%) 
and demonstrated that Maas becomes a significant con-
tributor. The result suggests that MTLD does not com-
pletely subsume Maas. Note that by replacing vocd-D 
with HD-D, the total reported accuracy value was lower at 
34.2% (cross-validated accuracy: 33.0%).

We then reintroduced vocd-D and removed MTLD (see 
Analysis 3 in Table 4). The result was weaker in terms 
of reported accuracy (total accuracy  32.7%; cross-
 validated accuracy  31.7%; random chance  6.25%); 
however, it showed that Maas and vocd-D become sig-
nificant contributors if MTLD is not present. The result 
suggests that Maas and vocd-D identify unique LD infor-
mation as it applies to a diverse set of registers such as the 
MJ corpus.

Taken as a whole, our first incremental validity analysis 
suggests that at least three LD variables (MTLD,  vocd-D, 
and Maas) contain valuable (i.e., unique) information. 
However, the results should not be interpreted to mean 
that the remaining LD indices do not contain unique infor-
mation. Over different corpora, it is possible that the other 
variables would be significant contributors. As such, the 
main conclusion for this analysis is that LD indices cannot 
be assumed to be assessing the same latent trait, and each 

this approach, the mean of the LD evaluations for the 11 
size forms will approximate the LD of the original 2,000-
word text if the index is not a function of text length. The 
more the evaluations of the size forms trend (upward or 
downward) with text length, the more we can say that the 
LD index varies as a function of text length and, conse-
quently, the lower is its internal validity. The results sug-
gest that MTLD has no correlation with text length; all the 
other indices do correlate with text length: TTR (r  .811, 
p  .001); HD-D (r  .282, p  .001); vocd-D (r  .190, 
p  .001); Maas (r  .125, p  .001); K (r  .112, p  
.001); MTLD (r  .016, p  .530). The results suggest 
that MTLD satisfies internal validity.

Incremental validity is used in this study to assess the 
degree to which a given index is informative above and 
beyond another (presumably similar) index. To assess in-
cremental validity, we assessed the LD indices using the 
MJ corpus (a between-texts analysis) and also using the 
M&C corpus (a within-text analysis).

As has been discussed, the MJ corpus is composed of 
16 individual registers. We used these registers as a group-
ing variable to assess which LD indices best distinguish 
the groups. More important for an assessment of incre-
mental validity, we combined the variables into a model 
to ascertain which variables contributed most to the cat-
egorization. To begin, we conducted an ANOVA. Register 
was used as the grouping variable, and the individual LD 
indices were the dependent variables. The results of the 
ANOVA (see Table 3) suggest that all the variables distin-
guish the registers.

The ANOVA results are informative as to the potential 
power of the LD indices to discriminate registers. How-
ever, to better assess which variables contribute above and 

Table 3 
ANOVA Results for the Six Lexical Diversity Indices

    F  2
p  

MTLD 124.804 .544
Maas 93.410 .472
vocd-D 91.418 .467
HD-D 80.360 .435
K 56.346 .350
TTR 9.046 .080

Note—All significant at p  .001.

Table 4 
Results of Three Discriminant Analyses Featuring the Lexical Diversity 

Indices MTLD, vocd-D, and Maas

Wilks’s Lambda

Exact F

Analysis  Step  Entered  Statistic  df (1)  Statistic  df (1)  df (2)

1 1 MTLD 0.456 1 124.804 15 1,568
2 vocd-D 0.347 2 72.973 30 3,134

2 1 MTLD 0.456 1 124.804 15 1,568
2 Maas 0.347 2 72.840 30 3,134

3 1 Maas 0.528 1 93.410 15 1,568
2 vocd-D 0.357 2 70.282 30 3,134

Note—All significant at p  .001; df (2)  15, df (3)  1,568; lower Wilks’s 
Lambda indicates a stronger model.
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Maas produced the second highest effect size ( 2
p  

.344). Our divergent validity results suggest that Maas 
and TTR correlated relatively highly (r  .501), which 
is a concern for forming confidence in the Maas index. 
However, the lengths of the text in this particular analysis 
fall within McCarthy and Jarvis’s (2007) guidelines for 
safe use of Maas. As such, the results suggest that Maas is 
a useful assessment of cohesion.

MTLD produced the third and final significant distinc-
tion ( 2

p  .208); neither vocd-D nor HD-D was signifi-
cant. The result suggests that Maas and MTLD satisfy 
incremental validity, because they are able to perform 
(at least one kind of) an assessment task that cannot be 
achieved by the industry standard index of vocd-D.

Finally, although we used the M&C corpus to provide 
evidence of incremental validity, the corpus can also pro-
vide further evidence of divergent validity. Recall that we 
argued that LD (differences in the composition of a text) 
is the opposite evaluation of cohesion (overlap in a text). 
Indeed, this was the basis for choosing the M&C corpus 
for validation material. To substantiate this claim, we con-
ducted a correlation analysis of MTLD with the most pow-
erful cohesion index used in McNamara and colleagues’ 
studies (noun overlap; Best et al., 2006; McNamara et al., 
in press). The result (r  .366, p  .012) suggests that 
there is an inverse relationship between cohesion and lexi-
cal diversity, and as a consequence, this analysis further 
supports MTLD in terms of divergent validity.

GENERAL DISCUSSION

The primary purpose of this study was to assess the va-
lidity of MTLD. Our results provide compelling evidence 
in its favor. In terms of convergent validity, MTLD values 
correlate highly with well-established sophisticated ap-
proaches. In terms of divergent validity, MTLD does not 
correlate highly with flawed LD approaches (e.g., TTR) 
and correlates negatively with approaches that assess the 
opposite of LD, such as cohesion. In terms of internal 
validity, MTLD results are consistent, regardless of the 
text length under analysis. And in terms of incremental 
validity, MTLD explains textual information that similar 
approaches do not account for. This study demonstrates 
that MTLD is a powerful index; however, further research 
is needed to fully explore the many possible variations in 
its settings. For example, variations in the default .720 
may account for LD differences better in one kind of genre 
than in another. In addition, settings are needed for such 
features as LD for content words only and LD using lem-
matized tokens.

Our study was also concerned with the LD index HD-D. 
Specifically, we sought to compare vocd-D and HD-D 
across a wide variety of registers. Our results suggest that 
the two indices measure the same latent trait. The major 
difference between the variables in practice may be only 
that the random sampling of the vocd-D approach leads 
to greater fluctuations when texts of very high diversity 
are evaluated.

A third finding, and arguably the most important, is that 
at least three of the sophisticated LD indices used in this 

index might contribute to a better understanding of the 
characteristics of a text.

Our second assessment for incremental validity used 
the M&C corpus. Recall that the M&C corpus comprises 
two versions of 23 texts collected from 13 independent 
studies. All the texts featured in those experiments showed 
learning gains from the higher cohesion versions. In those 
experiments, cohesion referred to explicit lexical cues that 
linked one element of the text with another. The issue here 
is that higher cohesion texts will feature greater overlap 
than will their lower cohesion counterparts. Of course, 
some of that overlap will be in the form of semantic relat-
edness (e.g., chairs and tables approximate to furniture), 
and other examples will demonstrate grammatical differ-
ences (e.g., help, helps, helped, helping). Nevertheless, we 
still predict that a high-cohesion text will feature greater 
levels of simple word repetition than will a low-cohesion 
version, and it is this element that we assess here. To date, 
a variety a computational textual indices have assessed 
these texts, including string overlap, latent semantic anal-
ysis, and given/new span (see McCarthy et al., in press; 
McNamara et al., in press). The corpus is of interest to 
LD assessment because overlap can be regarded as the 
opposite of diversity. That is, because LD indices assess 
rates of diversity, rather than rates of overlap, we can pre-
dict that those LD indices that are able to assess cohesion 
differences will show significant decreases in their values. 
The contribution of LD assessment to cohesion evalua-
tion is useful because validated cohesion indices (e.g., 
string overlap and LSA) typically assess cohesion on a 
sentence-to-sentence basis (see McCarthy et al., in press; 
McNamara et al., in press), and sentence-to-sentence as-
sessment approaches have to consider variations in text 
length. Thus, a validated LD assessment of the M&C cor-
pus offers an incremental advancement and a useful per-
spective for discourse psychologists conducting research 
in cohesion.

To assess the M&C corpus, we conducted a repeated 
measures ANOVA. The results (see Table 5) suggest that 
TTR, Maas, and MTLD significantly distinguish the high- 
and low-cohesion versions of the texts. TTR produced the 
highest effect size ( 2

p  .603); however, the TTR result 
can be explained by differences in text length between 
the low- and high-cohesion versions of the texts [low, 
M  498.522 words per text, SD  299.188; high, M  
659.783 words per text, SD  389.903; F(1,22)  23.122, 
p  .001, 2

p  .512]. Given our previous internal validity 
results concerning TTR, we cannot argue that the index is 
a useful assessment of cohesion distinction.

Table 5 
ANOVA Results for Lexical Diversity Indices  

Assessing Low- and High-Cohesion Texts

 LD Index  F  p  2
p  

TTR 33.432 .001 .603
Maas 11.517 .003 .344
MTLD 5.775 .025 .208
K 0.744 .398 .033
HD-D 0.668 .423 .029

 vocd-D  0.474  .498  .021  
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puter menus. In Proceedings of the Human Factors Society 25th An-
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study do not appear to assess exactly the same latent trait. 
That is, MTLD, vocd-D (or HD-D), and Maas all appear 
to be able to capture unique LD information. Future work 
is needed to better determine the degree to which that in-
formation is captured and whether that information varies 
as a result of register.

The overarching construct of LD requires theoretical 
and empirical evidence (including qualitative) that goes 
beyond the kind of word range assessment provided here. 
As such, researchers need to be well informed as to LD 
indices, particularly their limitations, and must be respon-
sible for the decisions they take in selecting them. With 
this caveat in mind, we advise those interested in LD to 
consider using MTLD, vocd-D (or HD-D), and Maas 
in their studies, rather than any single index, reminding 
researchers that LD can be assessed in many ways and 
that each approach may be informative as to the construct 
under investigation.
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