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Multi-Access Interference Suppression in Canonical
Space—Time Coordinates: A Decentralized Approach

Eko N. OnggosanusMember, IEEEAkbar M. SayeedMember, IEEEand Barry D. Van Veerfellow, IEEE

Abstract—\We propose a decentralized space-time multiuser for multipath effects in a satisfactory fashion—multipath dis-
detection scheme based on the notion of canonical space—timepersion is often treated as uncertainty in the knowledge of the
coordinates (CSTCs) for representing the received signal. The desired user’s signature waveform (see, e.g., [2]). Second, many
CSTC representation provides a natural framework for decen- - . . . N : L
tralized multi-access interference (MAI) suppression in lower existing techniques either ignore the ISSUE O,f complexity or pro-
dimensional subspaces that results in complexity reduction Posead hocmethods for complexity reduction. For example,
relative to existing chip rate filtering schemes. The framework multipath dispersion effects are addressed in an elegant fashion
is based on a partitioning of the signal space into active and in [6] but the proposed receivers operate in the full-dimensional
inactive CSTCs. The active CSTCs contain the signal of the signal space thereby offering no mechanism for complexity re-

desired user, facilitate maximal diversity exploitation and minimal ducti Di . i duction is critical in d tralized
complexity interference suppression. The inactive CSTCs only uction. Dimensionality reduction is critical in decentralized re-

contain MAI and can be included progressively to attain a desired C€ivers since they often have limited computational capability
level of MAI suppression at the cost of increased complexity. We and need rapid and reliable estimates of required statistics. In-

develop CSTC-based linear coherent multiuser detectors using deed, full-dimensional receivers based on chip-domain filtering
the linearly constrained minimum variance (LCMV) criterion. suffer significant degradation in performance in mobile sce-

We characterize the set of inactive coordinates and analyze the i0s due t ; timati f ired statisti f
performance of the LCMV receiver as a function of the number harios due to errors in estimation of required statistics (see, for

of inactive CSTCs. Channel estimation and detector sensitivity €xample, [7]). Some rank reduction techniques have been re-
to channel estimation errors are discussed. We demonstrate that cently proposed to reduce complexity (see, e.g., [8]-[11]). How-

the low-complexity adaptive receivers designed via the CSTC ever, these techniques generally require additional computation
framework are more robust to channel estimation errors than 4,4 gata to determine the subspace used for adaptation. Further
existing chip-domain filtering schemes. . Lo - .
complexity reduction is possible when the interference suppres-
Index Terms—Antenna arrays, interference suppression, multi- - sjon in spatial and temporal domains is separated. Examples of
path, multiuser detectors, space—time signal processing. such schemes can be found in [12]-[15]. However, such sepa-
ration may lead to significant performance loss.
|. INTRODUCTION In this paper, we introduce a framework for decentralized
multiuser detection based on notion of canonical space-time
Roordinates (CSTCs) [16]. The CSTC representation provides a
] trsimonious characterization of the received signal in terms of
t'lriked basis signals corresponding to certdiacretemultipath
aelays and directions-of-arrival (DOAS) of the signaling wave-

. . : i . The use of fixed basis functions inherently eliminates
array and space—time processing techniques has been motivgt

. &%eed for estimating arbitrary delays and DOAs. As we
by the need to SUPpress MAI_' There has been Cpns'deraple(fgr'nonstrate in this paper, the CSTC framework fully accounts
cent research into decentralized MAI suppression technqu

. _ F‘multipath propagation effects and provides a systematic
that only require knowledge of the spreading code of the dﬁé\mework for controlling receiver complexity to attain a

§ir§d user apd are thus applicable.to mobilg h'and.sets. Most §&ired level of MAI suppression. Compared to the existing
isting techniques are based on chip-domain filtering (see, e. ip-domain filtering approaches, significant complexity

[1]-{5]) that employ receiver processing inthefull-dimensionq duction can be obtained, especially in channels with dense

S'g_Pr?l space.t in drawbacks of existing techni b gﬁdltipath and relatively small delay and angular spread. Such
ere are two main drawbacks ot existing techniques basge, ,ne|s often occur in practice for wide-band communication

on chip-domain filtering. First, most techniques do not accoultenarios. While the focus of this paper is on decentralized
receivers, the CSTC framework can be leveraged in centralized
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centralized space-time multiuser detectors using the lineadyd Hy (¢, 7) is the angle-dependent impulse response of the
constrained minimum variance (LCMV) criterion [18], whichchannel. The symbolg,(¢), [S;, S;], and[0, 7] denote the
facilitates adaptive receiver implementation. While the actisgnaling waveform, angular spread, and delay spread for the
CSTCs capture the essential diversity and energy of the desikgl user, respectively. We initially assume binary antipodal sig-
user’s signal, they only provide limited MAI suppression. Praaaling withb;, € {£1}. The vectom(¢) is zero-mean complex
gressively improved MAI suppression can be attained at the c@dussian noise with'[n(+)n*! (#)] = o?Igs(t — ¢') and is in-

of increased complexity by using a subset of inactive coordiependent ofi; }.

nates in conjunction with active coordinates. We note that theDue to the essentially band-limited naturegaft), the kth
notion of active and inactive coordinates is implicitly used inser signal admits a representation [16]

the decentralized detectors based on aperiodic spreading codes

: ; T EARNP R
proposed in [19] and [20]. However, our focus is on systems N -
employing periodic codes. si(t — ) & : > Hipaen(?) )
CSTC-based multiuser detectors are also advantageous from p=ry 1=
the viewpoint of adaptive implementation. First, the number of l
. . pllt) = At— = 0<t<T (4
CSTC channel parameters that need to be estimated is smaller ak, pi(t) =alep)a ’ shs “)

than that in existing chip-domain filtering approaches, espgnere is the effective (two-sided) bandwidth and tRefixed
cially for limited multipath and angular spreads. Furthermorgm}'es‘P1 <y < -+ < g, are chosen such thfa(p,) 12,

. . 1 p:
the systematic control of the degrees of freedom (active agd jinearly independent. The number of terms in (3) represents

inactive coordinates) in the receiver afforded by the CST{ie |eyel of spatio—temporal diversity provided by the channel
framework facilitates accurate estimation of statistics requiredly is determined by, = |%B|, Ly = [1xB], P =

in adaptive receivers, particularly in fast fading scenario;hini {¢: > S}, PT = max;{¢: < Sy} Without loss of
Finally, the CSTC framework also suggests a serial MAJanerality,q,.(t) anda(¢) are chosen as unit-enerdyser Lis
suppression scheme, not possible in chip-domain filtering<,med to be the desired user with= 1 and; = 0; that is,

schemes, which greatly reduces the receiver sensitivity §@ect timing acquisition is assumed for the desired user.

channel estimation errors. , _ Define the array response matrix and temporal basis vector,
The rest of this paper is organized as follows. Section Haspectively as

describes the multiuser CSTC representation. Section |l

discusses the design of LCMV-based decentralized detectors, Ay def [a (<ppf) L., a (<pp+)} (5)
followed by performance analysis in Section IV. Extension to : : T
gengral binary sjgnaling_ and noncqherent detectiop is given N o, (4) def [qk <t — ﬁ) ey Gk <t _dt L")} (6)
Section V. Section VI discusses blind channel estimation and B B

sensitivity to channel estimation errors. A concrete comparisand letH;,, be the channel coefficient matrix with, 7) element
between CSTC-based receivers and chip-domain filterir}gkypl_ The received signalt) in (1) is sampled at ratB to en-
schemes in Section VII highlights the advantages of the pragble discrete-time processing without loss of information. Thus,
posed framework. Examples are given in Section VI, followeghere arevf = | TB| samples per symbol. Define the matrix
by conclusions in Section IX. T

The following notation is used throughout the paper. Super- Qx el {1/;,“(0), P, <l> N <M _ 1)} 7
script?” and H indicate matrix transpose and conjugate trans- B B
pose, respectively. Uppercase boldface letters denote matrig@®se rows are time-delayed versions of the code ofithe
while lowercase boldface letters indicate column vecloysle-  yser. Sampling the received signal (1) generatesihe A
notes theV x N identity matrix. A complex circular Gaussianmatrix
vectorx with meanm and covariance matriR is denoted as

K
x ~ N¢[m, R]. The statistical expectation operator is Writter{r(o)7 r <l> ., T <M — 1)} - Z b/ PR AL HLQF
k=1

asE[] and Euclidean norm of vectaris denoted a§x||. B B
R
[I. CSTC REPRESENTATION FORMULTIUSER SYSTEMS 1 M-1
+(n(0),n|l=},...,n . (8)
Consider a frequency-selective, slow fading channel \iith B B

users. The baseband signéd) € C* received at ak-element

def def . .
o ; . Letr = R) andh;, = H;) be the RAM-dimensional
array within one symbol duratidh’ can be written as r = veo(R) k= vec(Hy)

vectorized received signal and channel coefficients, respec-

K tively. Here,vec(X) denotes a vector formed by stacking the
r(t) = Z bi/prsk(t — ) + n(t) (1) columns of matrixX into a vector [21]. Using the identity
k=1 vec(AXB) = (BT @ A)vec(X) where® denotes the Kro-
SE Ty necker matrix product [21], we may writeas
st) = [ [ m@ na@at-ndrds @)
k
r= 0Bihy +Y  byy/prBihg+n. (9)

wherely, p;. and; are the symbol, power, and delay of the desired signal  *=2
kth user. Herea(¢) is the array response vector for DGA MAT
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Qr and A, have full column rank and the columns ofited MAI suppression can be obtained by utilizing tNg <

B, & Qi ® A, form thecanonical space—time basier the KM active coordinates. Additional MAI suppression can be ob-
received signal of usek. Note that the basis functions aretained by incorporating a set d¥; inactive coordinates that
separable in space and time. These basis functions correspepifain only MAI componentsnactive coordinates can either
to the CSTCs of thekth user. The number of columns isbe directly obtained from the CSTCs of the desired user by con-
N, = (P,j — P + 1) x (L + 1) < RM, whereRM is sidering the coordinates outside the channel spreaffom a

the dimension of the space—time signal space. We note that $téspace of theRM — N 4)-dimensional orthogonal comple-
space—time basis functions are fix@griori and do not depend ment of B;. Correlation between the MAI components in the

on channel parameters—all information about the channeldstive and inactive coordinates is exploited to improve the MAI

contained in the coefficients;. suppression by progressively adding inactive coordinates.
Assume thatV; active coordinates are employed and denote
A. Active and Inactive Coordinates the matrix containing théV; basis vectors corresponding to

The canonical signal representation (9) states that the sigitgse inactive coordinates & . Furthermore, defin®8,, =
of thekth user belongs to a.-dimensional subspace 6f*/ ~ B1. Analogous to (10), the mapping onto active and inactive
determined by the space—time channel spread seen by the (f&&gtdinates is given as
The CSTCs of each user provide a natural partitioning of the Va
signal space int@ctive and inactive coordinates. Thective y= [
coordinates correspond to the space—time basis functions that yI
lie within the user’s channel spread and carry all the energy lBkpressions foy ., andy; can be obtained as follows. Define
the user’s signal as well as MAI. Theactivecoordinates cor- Qus Q] o (BB, BIB;
respond to basis functions that lie outside the channel spread £ = [QH Q } = [BHB BEB, |-
and thus contain mostly MAI. As we will see, this CSTC par- Al I 124 BPr 2T
titioning into active/inactive coordinates provides a natural andse the block matrix inverse formula and the matrix inversion
systematic framework for controlling receiver complexity anttmma [22]

} =[Bs B;]'r. (14)

(15)

performance. N | _1 C1h—1 1
The focus in this paper is on decentralized detection assumirgé&JrBCD) =A ATB(DATB+C)" DA
that only the signature code of the desired uger=f 1) is (16)

available at the receiver. L&t < (X#X)~1XH denote the 1o show from (9) and (14) that

Moore—Penrose pseudoinverse of ma¥Xi{22]. The mapping X

of the received signal in (9) onto theN,y = N; active coordi- .
nates of the desired user is given by ya =bby + kZ_Q bie/ P Ko, i 414 (17)
def - K
y1 £ Blr =bihi + Y bi/pr(BYBy) T B Byhy 1, yr =2 bev/ouKi b+ (18)
k=2 k=2
(10) where
m ~Ne[0, o*(Bi'B1) '], (11)

Kaix =44 — Q49,07 )" 'BIB,
— Q4 (Q — Q0 Q4) BBy
K =(Q - Q4,097.Q4,)"'BYB,

Using the identitiesX @ Y) ' =X '@ Y !andX;Y; ®
X2Y: = (X1 @ X2)(Y1 @Y2), it can be shown that

K

H —1 —-10H —1nH
yi=bihi+ Y beyp(QIQue AlAh+9, (12) — (= 0 ar) 2B B
k=2 M4 ~ N[0, 0 (R4 — QarQ Q)7
m ~Ne[0, 02(QI Q1) @ (ATA) (13) nr ~Nc(0, o (Qrr — QU0 Qan)
which clearly reveals the dependenceyafon the canonical E[mani’] = -0’ Q3 Qar (0 — Q,Q7,Q40)7 (19)

spact;a —tlmef basej of eachtulse_r. Mapping odmt(') th?;‘;\é_e_csﬁa mapping ot onto the active and inactive canonical coor-
can be performed separalely In space and lime, 195 dinates is illustrated in Fig. 1. This mapping essentially decom-

space-time separe}ble. This property also influenceg the str Gses the received signaihto two components, one which con-
ture of MAI corrupting the desired user’s active coordinates, ins the desired user signal, and the other with no desired user

we discuss shortly. Note that space-time separability in CS nal. The absence of desired signal in inactive coordifaes

mapping does not result in space—nme separablllty (.)f decefQ'evident from (18). “Leakage” of the desired user signal into
tralized interference suppression (see Section I, unlike somf

existing work [12]-[15]) _ch'?r\]/(?lc;(;ordmates is prevented by the pseudoinverse opera:
In the absence of MAI, the active coordinates provide sutf'— Note tha.tyA is notequal toy; in (10) unlessB¥B 4 = 0

ficient statistics for detection—the maximal ratio combining_e_ B, is chosen from the orthogonal complenﬁenf&;j. Ir;

(MRC) receiver can be implemented by correlatingwith h; this, case, (19) can be simplified as follows:

[16]. While the active coordinates completely capture the de- ' i

sired user signal, it will be demonstrated in Section Ill that lim- Kar= BLBk, Krn= B}Bk (20)
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YA sin( ¢1)
n/B ]
) - Mapping =P
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) : : RM esTe + N 6/9 O 0O O O O o |© MAlonly
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y
! 2/9 e o 0 0 © o

Fig. 1. Mapping theR N -dimensional received signal onto actiye4() and 0
inactive (y;) CSTCs.

7 M-1y/B T

(
2/9 [ ]
with m,  ~  Nc[00*BEBa)™Y, m, ~ Noo e
[0, o2(BEB;)1], andE[n4n¥] = 0. ChoosingB; from the
CSTCs of the desired user outside its channel spread is perhi
most natural, although this choice does not generally satis 8/9
B?BA = 0 because time-shifted versions of the desired user _
code are generally not orthogonal. Note thBty B;]' may ()
be computed off-line once the channel spreads are known.  gin( ¢, )

o O O @
o O O ©
O O O @&
© O O @
O O O ©

O
6/9 O
©)

B. Structure of Interference in the Desired User's CSTCs "
@ Desired Signal + MAI

@ MAI only
O nosignal

We now study how MAI is distributed throughout the desirec
user's canonical coordinates. Consider the noise-free receiv %°
signal vectorr in (9). Denote thefull RM-dimensional 4/9
space-time basis generated froménéireset of desired user's g
CSTCS{(d)v 7_) € {9017 LR <PR}X{07 1/37 (RS M_]-/B}}
asB = Q ® A. Note thatQ and A are M x M and
R x R nonsingular matrices, respectively. For illustra-2/ °
tlye purposes, we assume a linear equally spaced arri,, o
with A/2 element spacing, and choosgp,}it, = °

O

®@ & O O
e @ O O

O
O
@]
4]

® © O O

@)
O
@
@]

7 (M-1y/B U

{

sin"'{—(R—1)/R, —(R-3)/R, ..., (R-3)/R, (R—1)/R} -6/9
in (3) so that{a(¢,)}t, form a set of orthonormal spatial - g/
basis vectors.

Definey = Bfr = y, + y;, wherey, andy; are the de- (b)
sired S'Q”a' and MAI mapped 0’“9 the full dimensional basis efg 2. Distribution of signaly, and interferencey; within the desired
the desired user, respectively. Similar to (19),has at most user CSTC for uplink assuming = 9, L, = 1, sing, 1 = 2/9,
N4 nonzero components corresponding to the desired US%[}ﬁpP, = —2/9. (a) Nine-sensor, downlink. (b) Nine-sensor, uplink:
channel vectoh; . The interference componeyt takes the fol- wax; -, . K (sing 1) =4/9 andming—s, ., x(sinp ) = —6/9.
lowing form: . .

o © 6 ©
O & o ©
O & e @
O & & ©
O & & ©

K . .
= bi/on(Q QL @ AYA L, 21y generally contain MAI. The columns ok can be viewed as
v Z /(@ )b @D beamformers, so the only spatial coordinates containing sig-
Some insight about the MAI distribution throughout thenificant MAI correspond to beams pointed within the angular

CSTCs of the desired user can be gained from (21). Tﬁgread of the interferers. When the number of interfering users

MAI distribution in the temporal direction is dictated by!S reasonaply large a_md users are widely distributed spatially, as
. . . : ~is the case in the uplink of a cellular system, most of the angular
the correlation properties of the desired and interferi

user spreading codes (as measured @y'Qy). Due to n(%mponents would contain MAI. In the downlink, the signals
P g y k). om all users share the same channel spread and coefficients.

the pseudorandom characteristics of the spreading co ;
P P 9 us, in the spatial direction the MAI is confined only to the ac-

P .
.Q Qy, s not sparse, in general. H?”Ce* the MA| COMPONERYe coordinates. While there is no distinction between the active
is generally nonzero along the entire temporal (delay) axis

. : . . and inactive coordinates spatially, the MAI is distributed all over
While the spreading codes are different for different user% . . .
. tie temporal axis due to the different signature codes of users.
the same array response vecta(i) applies to all users. Hence, in the downlink of a cellular system, only the temporal
This implies thatA, is a submatrix ofA, and by the or- ' y - Ny P

) i . inactive coordinates within the spatial spread of the desired user
thonormality condition, the components pf are zerooutside : )
can be exploited for MAI suppression.

k=2

P | .

¢ € sin” {mitges  xc(@p) o mem2 i (Ppe)l T e filustrate the distribution of MAI throughout the desired

Thus, inactive coordinates corresponding to user angle-delay plane in Fig. 2(a) and (b) for downlink and
.1 . uplink scenarios, respectively. A nine-sensor receiver with no

(¢, 7) € sin {k:gnln K (‘p”{) Ty kzgnx K ((ppf)} background noise present is used with the desired user channel

x{0,1/B, ..., (M —1)1/B} (22) spreadl; = 1, sinppy = 2/9, andsimppf = —(2/9).
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For the uplink, maxg—s _ (sin <ppk+) = 4/9 and PARALLEL
ming—z, . kx(singp,-) = —(6/9). The above examples Yo Na " Za
are merely for illustrative purposes. For current cellular sys- > 2 +l
tems, the angular spread in the downlink scenario is typically Z
close ton due to the presence of scatterers all around the C)
mobile handsets. In the uplink scenario, the angular spreads Y, H +T
tend to be fairly small due to the elevated position of the base > g V4
station array. N, |
(@

Ill. COHERENTDECENTRALIZED MULTIUSER DETECTION SERIAL

In this section, we discuss linear decentralized multiuser de- Ya Na  + ¥r A
tectors for antipodal signaling. For simplicity, we assume+ *’@"" Ba—
T1) < T. Hence intersymbol interference (ISl) is negligible ‘1
and a one-symbol detector suffices. The detector takes the form M > C

by = sign(Re{Z}), where the decision statistié = gy.
The combineg is designed to perform MAI-resistant coherent
combining of V4 active coordinates, while utilizing/; inac- ®)

tive coordinates to enhance MAI suppression. The choige ofFig. 3. (a) Parallel and (b) serial MAI canceler.

is based on minimizing the mean squared error (MSE) in esti-

matingb,. The set of inactive coordinates is chosen from thoske desired signal componentynwhile suppressing the MAI

containing MAI components. using the remainingv s + N; — 1 dimensions. An equivalent

Before proceeding, define data covariance maRiy, = formulation of (28) that directly provides explicit forms fgn
E[yy*]. We employ two distinct partitions &.,,,: andgy is given by

R'z y = Rss + Rnn 23 /
andJJ 23) [g,a} =arg min Ewlys +wly;? st.whh =1

gr Wa, Wr
B [E[YAYQI] Elyayf } B |:RAA RAI:| (24) (29)
Y LByl Ebyiy? RY, Rp _ { Ly, } (Raa — Ru/RyRED 'y

In (23), R,, is partitioned into the desired signal component ~R;7RY, | hi{(Ras — RayR/RY)"1h;
R, and MAI-plus-noise componei.,,,,, whereas (24) parti- (30)

tions R, in terms of active and inactive coordinates. In addi- ) . . ) ) )
tion. define The solution given in (30) can be easily derived using the La-

grangian of (29) with respect ter,;, andw;. We term this the
¢ = [hl} (25) parallel structure since the active and inactive coordinates are
0 processed in parallel, as depicted in Fig. 3(a). Noticegiat=
|:GA:| [\/p?ijBQhQ e \/WB{;’BKhK} (26) giIy, — C], whereC = R,4/R;}. This suggests aerial

G BZBohs - -- . /o~ BEBrhw structure for implementing the detector depicted in Fig. 3(b).
! VP2 B7 By _2 _ PR DICIK In the serial structureCC uses the inactive coordinates to sup-
whereB 4, By, andBy, are defined in (14) and (9). press the MAI components in the active coordinates by forming

Let 7, denote the duration over whid,, is estimated. We |, _ y4 — Cy;, and then the remaining MAI i is further
assume thdr, is smaller than the coherence time of the des"%djppressed by 1. Equivalently,C andg 4 solve the sequential
user's channel which implies that the channel coefficient vectgpiimization problems
h, is approximately constant over the duratidpn It follows

from (17) to (26) that C = argminEllys — Wyil|> = RarR;; (31)
R, = Clc{fv R, = Q_IE[GGH]Q_I + 029_1 (27) 84 = argw: s.t?r\lni;%h1=1 E|WHyr|2 = szrl'yT hl/h{{RZ;rlyrhl
where E[GG"] = [B, B;]” (X1, BiEMh)/|Bf) (32)

[Bs Bj]andQis defined in (15). ) H
The LCMV technique can be applied to design the Mmsihere it can be shown th&, , = Ely,y;’] = Raa -

. -1pH
combinerg = [g} gf]*: RarRpy Ry _
o . The equivalence between serial and parallel structures
g = arg H};HE|W Y| st.wicp =1 applies even when the true covariance matrices are replaced
R-! -1 by estimated covariance matrices. Hence, the adaptive conver-
Yy C1 Rnncl

=T = oy (28) gence properties of serial and parallel structures are identical

cr'Ryyer  e'Rancy for any adaptive algorithm based on estimated covariance
wherec; is defined in (25) and the second equality in (28) imatrices. However, as discussed later, the serial structure is
obtained by applying (16) to (23). Note thatutilizes one of advantageous for blind channel estimation and noncoherent
Ny = N, + Ny available dimensions to coherently combineletection.
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IV. PERFORMANCEANALYSIS The above results imply that, whén < Ny, the combinerg
converges to the decorrelating detectopas= - -- = px T <.
That is, the output interference signal goes to zero while the
desired user sees unit gain, as shown by

We assume that; is perfectly known ang is given by (30).
The test statisti¢Z can be decomposed &s= 7, + Z;,,, where
Z, contains the desired signal ard,, contains the MAI and
noise. This leads to the definition of signal-to-interference-and-

noise ratio (SINR) as lim HO-11 = C{ILI/QPLQ—WI‘ =of
BZP &R A | 2 e B
s g 558 Ho—1 -101/2pLlOl/2
SINR = = =cf'Rte;.  (33) . " SR L B L
2 H 1 nn <1 1 — =1 40
ElZinl” 8" Rung pommprios® T T PO 2|2 o)

Define D < Ny to be theeffectiverank of the interference
portion of R,,,, in (27), which isQ~1E[GG”]Q~!. Consider where2~I' andc; represent the MAI subspace and the de-
the factorization sired signal component i, respectively. It is important to
note that, althouglg completely cancels the MAI component
E[GG"] =1T" (34) asps, ..., px T oo, the component of the desired signal in

) ) ) the MAI subspace is also cancelled. This can be seen from (38)
whereI is anNy x D full column rank matrix. Applying (16) gjnce

toR,,, in (27), we obtain
R, =IT" +,°Q)7'Q (35) ,, lim  SINR=o7*|PFQ!/ e < 0720 %y
=0 2[Q-TT7Q7'r + )7 'r"].  (36) _ _ (41)
whereo—2||2Y/2c,]||? is the SINR in the absence of MAI. This
It follows from (33) and (36) that the SINR of the detector camequality follows from the contraction property of projection

be written as follows: matrices [22].

e, HT(IQ'T 4 621" 'T ¢, Anoth_er metric of interest imear—far resistancewhich is

SINR = 5 1-— 7 defined in [23] as follows:
o ci' Qcy
(37)
. . . NFR= inf sup<0<r <1: lim P.(0) /

Observe that the first product term in (32! €2c; /02, is the P2y s PR T—0
SINR when MAI is absent. The second term, in brackets, rep- T
resents a loss factor due to the presence of MAI which depends Q < ! 2c1 ) = 0} (42)
on the overlap between the desired signal and MAI subspaces, g

as well as the interference and noise power. The use of inac- . 3 _

tive coordinates facilitates suppression of MAI within the advhere P.(o) is the probability of error as a function ef.

tive coordinates and thus improves SINR. In fact, as shown lNear—far resistance measures how well the detector performs in

the Appendix, the SINR increases monotonically as the numbBBe presence of MAI relative to its performance in the absence

of inactive coordinates is increased. of MAI, evaluated for the worst-case interference power.
We now investigate the behavior of SINR in varAnalogous to [1], it can be computed from (42) and (38) to be

ious asymptotic regimes. First of allg reduces to the

single-user MRC detector in the absence of MAI since NFR - HQVIPEQY 2¢; /el Qey, Np > D 43
R,;! = Q in this case. Another case of interest is when - Ny <D (43)

the interferer powers increase without bound. Define 5 B

P = I - Q20@PQ ') r7Q -2, which is :Ha_ % lim  SINR (44)
the projection matrix orthogonal to the MAI space. Let all SRR

interferer powers increase at the same r . . . I
Define T P — T/,/p, which is the MAlmrrfaf[:rixprithO?%e where (44) follows from (38). That is, near—far resistance in this

pse is completely characterized by the asymptotic properties of

commorinterfering user power term factored out, and note th
the SINR. Hence, we have

P = Pt. The following results can be derived using (16):

lim SINR D<Npy—-1<& NFR>O0. (45)
pa=--=px Too
0, D =Ny It is particularly instructive to study the two-user case (as-
38 i , —1=
o2 |[PL @ 2%e)|P, D < Ny (38) suming thatV.y > K — 1 = 1) where
I BB 2
P2="'1=H/71KTOOg c{-f |: 2 2:| hy
Q(I‘“’I‘ﬂ{)_lﬂcl/C{{Q(I‘“’I‘ﬂ{)_lﬂcl’ D= NT: NFR=1— BI B2
2 (h;’Jghg)(Cfﬂcl)
91/2P%u91/2c1/HP%HQMCIH ; D < Ny. . [BY
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If inactive coordinates are not utilized] 'R can be written as +>+( : i y7(0)
sfissl? > (BT W g
NFR=1-—12 — =1 cos? s r ~~ C
[[s1]* [|s2]| - )
—1/2 —1/2 RM + 1
S1 :QAA/ QAAhb So = QAA/ BgBQhQ (47) [B(1)]1_ T»@ZAL» ylg )
wherea ; is the angle between the desired signal and MAI com- | C (1)

ponent within the active coordinates. Hend&,'R depends on N

the angle between th_e des_ired sigﬂahnd the interferencﬁz' Fig. 4. Front-end decentralized receiver structure for general binary signaling.
WhenN; > 0 so that inactive coordinates are incorporated, we

have . upon the knowledge of the desired user channel. Coherent
NFR=1_ _1°1 Sa =1—cos® g detection can be used whoen an estimatehpfis available:
[SYRIENE
> .
1 |sH sy |? Re{gff)Hyﬁo) - gfj)Hy,(,l)} < 7., whereZ, is a threshold. The
lIscl*(lls2lI* + G1) combinersg’ andg!{’ are chosen as discussed previously. If

BHB . y . . . . ;-
5, =0-12Qc,. gy = Q12 [ A 2} hy the desired user’s channel is rapidly fading and a reliable esti

BYB, mate ofh; is difficult to obtain, one may resort to noncoherent
0
Gr =|(Q4,2,BYB, - BIB,)

>
detection:y MR, gV — yOHTR-L yO 27 where
x (Q7 — Q7L Qa) V|2 (48) il L

hihy

Ry, = E[h;h¥]. WhenR;,,;, is unknown, a square-law
Note that(Z; is the gain in near—far resistance due to the use @étector can be used.
inactive coordinates.

We conclude from the above results that the detector is MAI- VI. CHANNEL ESTIMATION
resistant (near—far resistant) as long/as< Ny — 1, where i i , i
we recall thatD is the effective rank of the interference com- 1€ desired user's channie| needs to be estimated for im-
ponent ofR,,,. This makes intuitive sense sindé represents Plementation of the proposed CSTC receiver. Various MAI-re-
the number of available dimensions that the receiver can usetfant channel estimation techniques described in the literature
suppress the MAL. Since the MAI component lies iRadimen-  ¢8" Pe applied within the CS_TC framgwork (see, €.g., [24], [7])_'
sional space, the receiver needs at Iéastl dimensions to sup- In this paper, we present a blind technique that exploits the serial

press the MAI component, while simultaneously preserving ffgyucture in Fig. 3 [24], [25]. It is straightforward to see that an

desired user’s signal. The value Bfdepends on the coherence®Stimate oty can be obtained from the most dominant eigen-
times of the interfering users relative to the duratiinover VECtor ofRy, . The accuracy of this estimate depends on the
which R,, is estimated. For simplicity, assume that all interaumber of inactive coordinates used. Deflf¢] = @~*[{].
fering users have the same channel coherence time. If the cotlten, it can be shown from (24) and (27) that as the noise vari-
ence time is larger thafi,, each interferer spans a one-dimerances? | 0,
sional subspace resultingin = K —1. On the other hand, if the

coherence time of interfering users is significantly smaller than

T,, each interferer spans a subspace with dimension as large 8, — { hh + I, [I 3 f‘f (f‘zf‘ 5{) -1 f‘z} P "
N4, resulting inD as large ad) = (K — 1)N4. ’

h;h! N;>D

Ny < D.
V. EXTENSION TO GENERAL BINARY SIGNALING (49)
Hence, as long ad; > D ando? is small compared to the

Glesired user power, an accurate estimati;ofan be obtained
up to a phase ambiguity. The phase ambiguity can be removed
with the use of differential signaling, or otherwise estimated via

binary signaling, i.e.q1(t) € {#(t), #)(¢)}. One solution

is to mapr in (9) onto two CSTC baseB® = [BY) B]
1 1 H )

a(nlc)i BL = [B;) B(f)]’ correspondlg)g tod 0>((1t)) and pilot-based techniques.

61)(#). Note that the difference betwed(® andB™) only ™ hractice R, ,. is not known exactly and must be esti-

lies in the temporal structure. For each of the two signalirmated’ so only a noisy estiméfie — hy +eis available, where
waveforms, inactive coordinates ar(g) used t%)suppress M@ldenotes the estimation error. It is well known that the LCMV
as shown in Fig. 4. Provided th@,” and B ;" are close |eceiver is sensitive to errors in the constraints [2], [26]. In our
to being orthogonal, the desired signal componentrifs  ase the constraintis//h, = 1. Such errors result in desired
suppressed in the branch corresponding to the incorrect Rysna| cancellation since the constraint no longer ensures that
pothesis. In this case, the number of linearly independef gesired user experiences unit gain. This is also observed in
bases used |r(10)the rec?{\)/erz(sNA + Nop). Alte([)r;atlvely, ON€ 12] due to the presence of multipath. The serial receiver struc-
can chooseB;” = B;’ = Bj with BB}’ = 0 and {yre offers a solution to this problem: choasg = h;. That
B?BS) = 0, which amounts to usingN 4 + Ny linearly s, g, is used to implement an MRC without performing any
independent bases. After MAI suppressiqn(,o) and y,(,l) MAI suppression. We term this structudRC with cancella-

as shown in Fig. 4 are processed to detkgct depending tion (C-MRC). In this case, only the inactive coordinates are
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utilized for MAI suppression and sind® = R, R} isin- smaller number of desired user channel parameters compared
dependent oh,, cancellation of desired signal does not occuto chip-domain filtering. In the worst case, when the angular
However,N; > D is required to achieve near—far resistancespread isr, we haveV,, = R(L; +1) and chip-domain filtering
It is clear that when the channel estimation error is sufficienthequires a factor oM /(L; 4+ 1) more channel parameters than
small, selectings 4 as in (30) results in better performance. the CSTC-based approach. This is a significant difference since
When the error statistid®... = E[ee’!] are known, one may L; < M typically. Consequently, the CSTC-based channel
use penalized least square (PLS) methods [27], [26] to redwesdimation requires less data or yields more accurate estimates
the sensitivity to channel estimation errors. That is, for a given amount of data. Furthermore, it is well known that
estimation error in a parametric model tends to increase with
the number of parameters (see, e.g., [22]).
st whh =1, wHR..wy <62 (50) The second advantage of CSTC-based receivers stems from
the dimension of the data covariance matrix. While the chip-do-
The quadratic constraint is added to prevent excessive desifgsin LCMV receiver in (53) requires estimation and inversion
signal cancellation [27]. It is easy to show that the solution @f an RA/ x RM covariance matrix, the CSTC-based receiver

g = argminE|wy 4 + wiy;|?
w

(50) is in (30) requires estimation of &V, + Ny) x (N4 + N;) co-
(Ruaa + Ree — RAIR;IIREI)_Ifll varia_nce matrix and inversion of @W; x Ny and anV 4 x N4
g , matrix. Since usualyNy = N4 + Ny < RM, the CSTC-

T LhH _ —lp H \—11 . .
hi' (Raa + pRee —RaR R )™y based approach has reduced computational requirements and
gr =R/ Rz (51) requires less data for covariance matrix estimation. This is a

. B Y . critical advantage since errors in covariance matrix estimation
wherep > 0 is a “penalty” parameter chosen to satisfy the

: - L . ih conventional chip-domain filtering can significantly degrade
quadratic constraint in (50) and is inversely proportionaPtdt LCMV receiver performance in mobile scenarios (see, e.g., [7]).

T3 appreciate this difference, consider the concrete example

_monoto_nlcally asu is mcrease_d. Increa_swyg is equwalent _to of a wide-band CDMA (WCDMA) system [28] with — 1,
increasing the background noise level in the active coordinates

so the results in Section IV apply. When the acfRal is un- spreading gain/ = .128’ "’Y“d Doppler spread ofy Hz. .It IS
. ._known that for anV-dimensional random vector, approximately
known, one may choo®R.. = I, . This reduces the quadratic

constraint in (50) to a norm constraint. More detailed discussib)nN independent snapshots are needed to obtain a reasonably

of PLS and quadratic constraints can be found in [26] and [2 (Ecurate estimate (.)f th_e covariance matrix (se_e, 9., [29])'_ In
this case, the receiver in (53) requires approximately 640 in-

dependent snapshots to obtain a reliable estimai, of The
CSTC-based receiver needs estimateRagfi, R a7, andR ;.
Most existing space—time receivers employ chip-domain telAissumeN,4 < D + 1. Using the minimum required number
poral processing (see, e.g., [1], [2]). The received signal is saafcoordinatesNy = D + 1, the CSTC-based scheme requires
pled atratel /B to yield A/ = |T'B] temporal samples for eachat most5(D + 1) snapshots. In WCDMA, 1 slot (containing

VII. COMPARISONWITH CHIP-DOMAIN FILTERING

symbol 15 symbols) is 625%:s. Hence, the number of symbols within
X channel coherence time2g 000/ /4 which is approximately the
— bors 5p) Mmaximum number of snapshots _avallable for covariance matrix
r=hr ; KTk (52) estimation. Forf, = 100 Hz (mobile speed of 32 mi/h at center

frequency 2.15 GHz), about 240 snapshots are available—not
wherer;, € CEM s the effective received signature vector foenough for chip-domain filtering to yield an accurate covari-
userk and includes the effect of multipath and spatial dispeance matrix estimate. The CSTC-based receiver can obtain ac-
sion. The corresponding LCMV receiver in this case is [1], [2Eurate estimates of all the required covariance matrices as long
R-1r asD < 47, which is possible if on average the number of dom-

g=arg min Elwr?= = ””_11 (53) inantinterferers is less than half the spreading gain.
Wi W =1 1y Rovry The third advantage of CSTC framework is related to the
whereR,.,. = E[rr”] and the length of the combiner equals C-MRC receiver structure introduced in Section VI. The
the dimensiorRM of the signal space. In contrast, in the CST€-MRC structure provides robustness against channel estima-
framework, the signal space partitioning into active and ination errors since the MAI suppression does not depend on the
tive coordinates facilitates lower dimensional processing—tié8annel coefficients. There is no natural analog of C-MRC
receiver signal is projected onfé; = N4 + Ny < RM coor- Structure in chip-domain filtering schemes since they do not
dinates and processed with a lengfla combiner. exploit the notion of active and inactive coordinates.

There are three main advantages of CSTC framework over
conventional chip-domain filtering. First, in chip-domain
filtering, the RM -dimensional the constraint signature vector
r; heeds to be estimated either blindly or from pilot data. In We consider a direct-sequence CDMA system with eight
contrast, the CSTC-based LCMV receiver requires estimatiosers communicating over a slow multipath fading channel.
of the N-dimensional channel coefficient vecthr. Since We consider reception within a coherence time of all users so
N4 < RM, CSTC-based receiver requires estimation of that the channel coefficients of all users are fixed. The power

VIIl. N UMERICAL RESULTS
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TABLE | ¢1
MULTIPATH DELAYS AND ANGLES OF ARRIVAL FOR
INTERFERINGUSERS INEXAMPLES

sin! 6/7/ ®---©----0 — T~ INACTIVE2
‘ T

User | Delays(xT,) DOA’s (rad) ACTIVE,, N 1 | \
2 | {01234} [ sin”'{0,42/7} sin' 4/7 |®t{{0---0] INACTIVE 1
3 {01234} | sin”'{0,+2/7} , ; :
4 {01234} | sin 1{0,£2/7} sin'o7 @l o0
5 |{123456} | sin 1{0,+2/7} f | T
——T — PN & >
6 %1,2,3,4,5,6% sin 1% gﬁiﬁ;}t 0 o O,
7 1,2,3,4,5,6 sin” . -1 ‘ ;
YT Y —sin’ 2/7 (@ 11O---©
8 | {1,23456} |sin1{0,2/7,4/7} ‘ , INACTIVE
1 ; : 712
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A ) =

—sin! 670 -0
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sin'27 ¢ @O0

! ; (@)
——o—o—5 T
of T 2T 3| 3 :
—sin 27| O 00 29 ]
| ! I I
Ph ! - 28 -
1 L INACTIVE 1-2
—sin ' 4/7 Caﬁ-:fiﬁr’**@—"ﬂ o7t \ £ £ £ B—E
A
INACTIVE 2 ol 3 TTWRC |
1 @ ' —— ACTIVE-ONLY
25t N ~A~ ACTIVE + INACTIVE 1 i
(€Y =z | -o- ACTIVE + INACTIVE 2
B oal \ 5 ACTIVE + INACTIVE 1-2 | |
30 T T T 3
23+ i p
1
22+ v 1
1= £3 £ £1 H] \‘ |
-~ MRC 2 \
251 — ACTIVE-ONLY 20 ‘ L . ; . ‘
& : —— ACTIVE + INACTIVE 1 230 -20 -10 0 10 20 30 40 50
S \ -~ ACTIVE + INACTIVE 2 ¥ (dB)
o« | —5- ACTIVE + INACTIVE 1-2
Z . 1 (b)
v R
o0t Fig. 6. Example 2. A seven-sensor eight-user uplink system. (a) Active and
inactive coordinate sets. (b) SINR as a function of interference powers.
in Section 1I-B. The first example is depicted in Fig. 5. Note
that Inactive 1-2 in Fig. 5 is the union ofinactive
B 20 10 o 10 20 30 40 50 1 and2, plus (71, ¢1) € {37, 4T.} x sin~1{-2/7, 4/7}.
7(dB) Thus, Ny = N = N® = 4, and Ny = 16 for Active
@ + Inactive 1-2 . In this exampleD = K —1 = 7. As

Fig. 5. Example 1. A seven-sensor eight-user uplink system. (a) Active ag¥fident from Fig. 5, the receiver is near—far resistant when
inactive coordinate sets. (b) SINR as a function of interference powers. Np > 8, consistent with the results of Section IV.

Fig. 6 depicts a second example with a different seVgf=
of kth user ispr, = |/hx|/* with p; = 1. The SNR of the 5 active coordinates for user 1. When only active coordinates are
desired user is 30 dB. We assume= p3 = --- = pg = 7. Used, itcan be shown thét =4 < min(N4, K —1) = 5. The
Gold codes of lengtid = 31 are used signature waveformsrank deficiency is due to the absence of MAl in the active CSTC
Chip-domain sampling is used, i.€3, = 1/7 in (3), where correspondingtg, = —sin~*(4/7). Hence, the five active co-
T. denotes the chip duration. This correspondsifo= 31 ordinates are sufficientto provide near—far resistance. Also, note
samples per symbol. The SINRs of the MRC receiver and titeat inactive coordinates correspondingfto € sin™!{+6/7}
LCMV multiuser receivers are compared for different numbeto not affect the performance since they contain no MAI.
of inactive coordinates. In all the examples, the number of To demonstrate the effect of channel estimation errors on re-
interfering users is fixed{ — 1 = 7) and the multipath delays ceiver performance, a single sensfir£ 1), eight-user system
and angles of arrival for the interfering users are given is simulated. The multipath delays for the interfering users are
Table I. The active coordinates of the desired user vary betwebe same as in Table |. The desired user’'s multipath delays
different examples. A seven-elemen®2-spaced uniform linear (active coordinates) ar€0, 7., 27, 3T., 47.}. The inactive
array is simulated. The seven spatial basis angles are choseordinates correspond to the del&y&7., 97, ..., 157.}.
to obtain a set of orthogonal spatial basis vectors, as discusbedhis case,N; = 8 > D. Estimation errofe is modeled
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choices ofg 4 for different values of estimation error variance
o2: the LCMV solution in (30), C-MRC, and PLS-LCMV
solution using the norm constraint with the penalty parameters
i = 0.01 and 0.05. The results for the receiver (53) based on
chip-domain filtering (CDF) also provided for comparison. The
estimation error forr; in (53) is modeled asV¢[0, 0215 ].
Note that for a given number of samples and signal energy, the
error variance per parameter for chip rate filtering should be
larger than that for the CSTC-based receiver due to the larger
number of parameters in the former. Thus, the use of same
error variances? provides an upper bound on the performance
of chip-domain filtering schemes.

Fig. 7(a)—(c) depicts the SINR averaged over 2000 realiza-
tions ofe for 2 = 0, 10~%, 10-2. Observe that the CSTC-based
LCMV solution is superior to other CSTC-based schemes when
o2 is small, yet inferior to others ag’ increases. SINR degra-
dation in LCMV and PLS-LCMV as? increases is a result of
desired signal cancellation due to channel estimation error. The
SINR of the C-MRC approach is largely invarianttb because
it does not usé; for MAI suppression. Itis clearly superior for
relatively larges?, but wheno? is small, C-MRC inferior to
LCMV and PLS-LCMV as it utilizes fewer dimensions to sup-
press MAL. In the absence of channel estimation error, the CDF
LCMV receiver offers better performance because 30 degrees
of freedom are available for MAI suppression. However, its per-
formance degrades rapidly as the error variance increases. This
increase in sensitivity to? is due to the 31 channel parameters
as opposed to only 5 channel parameters in the CSTC-based
receiver.

IX. CONCLUSION

The CSTC framework introduced in [16] offers a natural
platform for designing low-complexity multiuser receivers.
The signal space patrtitioning into active coordinates containing
the desired user’s signal, and inactive coordinates containing
only MAI provides a systematic approach to trade receiver
complexity for MAI suppression capability. LCMV-based
decentralized multiuser detectors are designed and analyzed.
Extensions to general binary signaling with either coherent
or noncoherent reception are also discussed. It is shown that
the receiver is near—far resistant as long as the total number of
active and inactive coordinates is greater than the effective rank
of the MAI. A channel estimation technique that utilizes only
inactive coordinates to suppress MAI is proposed. In the pres-
ence of channel estimation error, desired signal cancellation
may occur. Two means are suggested to alleviate the resulting
loss in performance. It is demonstrated that CSTC-based
receivers promise superior performance compared to conven-
tional chip-domain filtering schemes due to three main factors:
reliable channel estimation, reliable data covariance matrix
estimation, and robustness to channel estimation errors.

Fig. 7. Performance of different receivers in the presence of channel

estimation error for 1-sensor system. For CSTC-based receivVerss 5 and

Ny =8.(@oc2=0.(b)o2 =10"*.(c)o2 = 1072,

APPENDIX
Let B,y be the active coordinates basis matrix of size

as N¢[0, o21;]. The estimation error variance is assumed/.i. Let B{" be an inactive coordinate basis matrix of
unknown to the receiver. A serial structure receiver is used witize N}l), and B?) be another such matrix of sizé’f).
C = R.;R;;'. We compare the performance of three differetassume [B, B! B{®] is full column-rank and
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(Qan — QQ Q4!

Q=
—(Qur - Q0 Q) T Q0
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-1 H o-1 _1
—Q 7 Qar(Qrr — QG Q. Q4r1) } B {Wn W12:| (55)
Q- QL) Wi, Wo,

Ni+ NV + N® < RM. Define SINRX) to be the  [6]
SINR obtained by using the coordinates induced by the basis
matrix X. We prove in this appendix that

[7]
) [8]

SINR(B.1) <SINR([B., B;”])
<SINR(B, B{Y BPD. 64

We only prove the first inequality since the second inequalitle]
can be proved in a similar way. From (37), it suffices to show tha{
(TIQ T4 + o)~ —(TYQ7'T + o2T)~! is nonnegative
definite. LetD = T'#Q7 T4 + o’TandM = THQ-'T -
rIQ LT 4. Then,itsuffices to showth@d ! —(D4+M)~* =
D~ }{(D~!+M~1)~!D~!is nonnegative definite. Sind@ .4 4
is positive definite,D and henceD~! is positive definite. It
follows from the definition of positive definiteness that for any
full column-rank matrixX, X PX is positive definite ifP is
positive definite. To show thaVl is nonnegative definite, we
define (55), shown at the top of the page. Applying (55) andis)
(16), we have

(12]

[13]

(14]

[16]
M =TH (W, —Q )Ty +THWI;

+ I‘IIL’WEI‘A + I‘IIL’W22I‘17
Wi — Q7L =740, W Q7.

(17]
(56) g
Notice thatW ;" is the Schur-complement &2, hence it is [19]
nonnegative definite [22], and so W .. Cholesky factoring
Wy = SS* and definingU = Qf, Q7" , we haveW; —

Q. = U”SSHU, Wy, = —U”SSH andw,, = sst. 0
Hence
[21]
M = (Ur, - T)ss(ur, —1y) BN by
which implies thafM is nonnegative definite, and solM~*. [23]
Thus, (D~! + M~1)~! is positive definite Hence, we have "
proved the first inequality. o [
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