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Abstract—We propose a decentralized space–time multiuser
detection scheme based on the notion of canonical space–time
coordinates (CSTCs) for representing the received signal. The
CSTC representation provides a natural framework for decen-
tralized multi-access interference (MAI) suppression in lower
dimensional subspaces that results in complexity reduction
relative to existing chip rate filtering schemes. The framework
is based on a partitioning of the signal space into active and
inactive CSTCs. The active CSTCs contain the signal of the
desired user, facilitate maximal diversity exploitation and minimal
complexity interference suppression. The inactive CSTCs only
contain MAI and can be included progressively to attain a desired
level of MAI suppression at the cost of increased complexity. We
develop CSTC-based linear coherent multiuser detectors using
the linearly constrained minimum variance (LCMV) criterion.
We characterize the set of inactive coordinates and analyze the
performance of the LCMV receiver as a function of the number
of inactive CSTCs. Channel estimation and detector sensitivity
to channel estimation errors are discussed. We demonstrate that
the low-complexity adaptive receivers designed via the CSTC
framework are more robust to channel estimation errors than
existing chip-domain filtering schemes.

Index Terms—Antenna arrays, interference suppression, multi-
path, multiuser detectors, space–time signal processing.

I. INTRODUCTION

CODE–DIVISION multiple–access (CDMA) systems have
emerged as a prominent wireless technology as evident

from their prevalence in emerging standards. Multi-access in-
terference (MAI) is one of the most important factors that limits
the performance of CDMA systems. Recent interest in antenna
array and space–time processing techniques has been motivated
by the need to suppress MAI. There has been considerable re-
cent research into decentralized MAI suppression techniques
that only require knowledge of the spreading code of the de-
sired user and are thus applicable to mobile handsets. Most ex-
isting techniques are based on chip-domain filtering (see, e.g.,
[1]–[5]) that employ receiver processing in the full-dimensional
signal space.

There are two main drawbacks of existing techniques based
on chip-domain filtering. First, most techniques do not account
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for multipath effects in a satisfactory fashion—multipath dis-
persion is often treated as uncertainty in the knowledge of the
desired user’s signature waveform (see, e.g., [2]). Second, many
existing techniques either ignore the issue of complexity or pro-
posead hocmethods for complexity reduction. For example,
multipath dispersion effects are addressed in an elegant fashion
in [6] but the proposed receivers operate in the full-dimensional
signal space thereby offering no mechanism for complexity re-
duction. Dimensionality reduction is critical in decentralized re-
ceivers since they often have limited computational capability
and need rapid and reliable estimates of required statistics. In-
deed, full-dimensional receivers based on chip-domain filtering
suffer significant degradation in performance in mobile sce-
narios due to errors in estimation of required statistics (see, for
example, [7]). Some rank reduction techniques have been re-
cently proposed to reduce complexity (see, e.g., [8]–[11]). How-
ever, these techniques generally require additional computation
and data to determine the subspace used for adaptation. Further
complexity reduction is possible when the interference suppres-
sion in spatial and temporal domains is separated. Examples of
such schemes can be found in [12]–[15]. However, such sepa-
ration may lead to significant performance loss.

In this paper, we introduce a framework for decentralized
multiuser detection based on notion of canonical space–time
coordinates (CSTCs) [16]. The CSTC representation provides a
parsimonious characterization of the received signal in terms of
fixed basis signals corresponding to certaindiscretemultipath
delays and directions-of-arrival (DOAs) of the signaling wave-
form. The use of fixed basis functions inherently eliminates
the need for estimating arbitrary delays and DOAs. As we
demonstrate in this paper, the CSTC framework fully accounts
for multipath propagation effects and provides a systematic
framework for controlling receiver complexity to attain a
desired level of MAI suppression. Compared to the existing
chip-domain filtering approaches, significant complexity
reduction can be obtained, especially in channels with dense
multipath and relatively small delay and angular spread. Such
channels often occur in practice for wide-band communication
scenarios. While the focus of this paper is on decentralized
receivers, the CSTC framework can be leveraged in centralized
scenarios as well [17].

At the heart of our MAI suppression framework is a par-
titioning of the signal space into active and inactive CSTCs.
The desired user’s signal is concentrated in the active coordi-
nates that depend on its delay and angle spreads. The inactive
coordinates are outside the channel spread of the user and do
not contain the desired signal. MAI generally occupies both
active and inactive coordinates. We develop CSTC-based de-
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centralized space–time multiuser detectors using the linearly
constrained minimum variance (LCMV) criterion [18], which
facilitates adaptive receiver implementation. While the active
CSTCs capture the essential diversity and energy of the desired
user’s signal, they only provide limited MAI suppression. Pro-
gressively improved MAI suppression can be attained at the cost
of increased complexity by using a subset of inactive coordi-
nates in conjunction with active coordinates. We note that the
notion of active and inactive coordinates is implicitly used in
the decentralized detectors based on aperiodic spreading codes
proposed in [19] and [20]. However, our focus is on systems
employing periodic codes.

CSTC-based multiuser detectors are also advantageous from
the viewpoint of adaptive implementation. First, the number of
CSTC channel parameters that need to be estimated is smaller
than that in existing chip-domain filtering approaches, espe-
cially for limited multipath and angular spreads. Furthermore,
the systematic control of the degrees of freedom (active and
inactive coordinates) in the receiver afforded by the CSTC
framework facilitates accurate estimation of statistics required
in adaptive receivers, particularly in fast fading scenarios.
Finally, the CSTC framework also suggests a serial MAI
suppression scheme, not possible in chip-domain filtering
schemes, which greatly reduces the receiver sensitivity to
channel estimation errors.

The rest of this paper is organized as follows. Section II
describes the multiuser CSTC representation. Section III
discusses the design of LCMV-based decentralized detectors,
followed by performance analysis in Section IV. Extension to
general binary signaling and noncoherent detection is given in
Section V. Section VI discusses blind channel estimation and
sensitivity to channel estimation errors. A concrete comparison
between CSTC-based receivers and chip-domain filtering
schemes in Section VII highlights the advantages of the pro-
posed framework. Examples are given in Section VIII, followed
by conclusions in Section IX.

The following notation is used throughout the paper. Super-
script and indicate matrix transpose and conjugate trans-
pose, respectively. Uppercase boldface letters denote matrices
while lowercase boldface letters indicate column vectors.de-
notes the identity matrix. A complex circular Gaussian
vector with mean and covariance matrix is denoted as

. The statistical expectation operator is written
as and Euclidean norm of vector is denoted as .

II. CSTC REPRESENTATION FORMULTIUSER SYSTEMS

Consider a frequency-selective, slow fading channel with
users. The baseband signal received at an -element
array within one symbol duration can be written as

(1)

(2)

where and are the symbol, power, and delay of the
th user. Here, is the array response vector for DOA,

and is the angle-dependent impulse response of the
channel. The symbols , , and denote the
signaling waveform, angular spread, and delay spread for the

th user, respectively. We initially assume binary antipodal sig-
naling with . The vector is zero-mean complex
Gaussian noise with and is in-
dependent of .

Due to the essentially band-limited nature of , the th
user signal admits a representation [16]

(3)

(4)

where is the effective (two-sided) bandwidth and thefixed
angles, , are chosen such that
are linearly independent. The number of terms in (3) represents
the level of spatio–temporal diversity provided by the channel
and is determined by , ,

, . Without loss of
generality, and are chosen as unit-energy.User 1is
assumed to be the desired user with and ; that is,
perfect timing acquisition is assumed for the desired user.

Define the array response matrix and temporal basis vector,
respectively, as

(5)

(6)

and let be the channel coefficient matrix with element
. The received signal in (1) is sampled at rate to en-

able discrete-time processing without loss of information. Thus,
there are samples per symbol. Define the matrix

(7)

whose rows are time-delayed versions of the code of theth
user. Sampling the received signal (1) generates the
matrix

(8)

Let and be the -dimensional
vectorized received signal and channel coefficients, respec-
tively. Here, denotes a vector formed by stacking the
columns of matrix into a vector [21]. Using the identity

where denotes the Kro-
necker matrix product [21], we may writeas

(9)
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and have full column rank and the columns of
form thecanonical space–time basisfor the

received signal of user . Note that the basis functions are
separable in space and time. These basis functions correspond
to the CSTCs of the th user. The number of columns is

, where is
the dimension of the space–time signal space. We note that the
space–time basis functions are fixeda priori and do not depend
on channel parameters—all information about the channel is
contained in the coefficients .

A. Active and Inactive Coordinates

The canonical signal representation (9) states that the signal
of the th user belongs to an -dimensional subspace of
determined by the space–time channel spread seen by the user.
The CSTCs of each user provide a natural partitioning of the
signal space intoactive and inactive coordinates. Theactive
coordinates correspond to the space–time basis functions that
lie within the user’s channel spread and carry all the energy of
the user’s signal as well as MAI. Theinactivecoordinates cor-
respond to basis functions that lie outside the channel spread
and thus contain mostly MAI. As we will see, this CSTC par-
titioning into active/inactive coordinates provides a natural and
systematic framework for controlling receiver complexity and
performance.

The focus in this paper is on decentralized detection assuming
that only the signature code of the desired user ( ) is
available at the receiver. Let denote the
Moore–Penrose pseudoinverse of matrix[22]. The mapping
of the received signal in (9) onto the active coordi-
nates of the desired user is given by

(10)

(11)

Using the identities and
, it can be shown that

(12)

(13)

which clearly reveals the dependence of on the canonical
space–time bases of each user. Mapping onto the active CSTCs
can be performed separately in space and time; that is,is
space–time separable. This property also influences the struc-
ture of MAI corrupting the desired user’s active coordinates, as
we discuss shortly. Note that space–time separability in CSTC
mapping does not result in space–time separability of decen-
tralized interference suppression (see Section III, unlike some
existing work [12]–[15]).

In the absence of MAI, the active coordinates provide suf-
ficient statistics for detection—the maximal ratio combining
(MRC) receiver can be implemented by correlatingwith
[16]. While the active coordinates completely capture the de-
sired user signal, it will be demonstrated in Section III that lim-

ited MAI suppression can be obtained by utilizing the
active coordinates. Additional MAI suppression can be ob-

tained by incorporating a set of inactive coordinates that
contain only MAI components. Inactive coordinates can either
be directly obtained from the CSTCs of the desired user by con-
sidering the coordinates outside the channel spread,or from a
subspace of the -dimensional orthogonal comple-
ment of . Correlation between the MAI components in the
active and inactive coordinates is exploited to improve the MAI
suppression by progressively adding inactive coordinates.

Assume that active coordinates are employed and denote
the matrix containing the basis vectors corresponding to
these inactive coordinates as . Furthermore, define

. Analogous to (10), the mapping onto active and inactive
coordinates is given as

(14)

Expressions for and can be obtained as follows. Define

(15)

Use the block matrix inverse formula and the matrix inversion
lemma [22]

(16)

to show from (9) and (14) that

(17)

(18)

where

(19)

The mapping of onto the active and inactive canonical coor-
dinates is illustrated in Fig. 1. This mapping essentially decom-
poses the received signalinto two components, one which con-
tains the desired user signal, and the other with no desired user
signal. The absence of desired signal in inactive coordinates
is evident from (18). “Leakage” of the desired user signal into
inactive coordinates is prevented by the pseudoinverse opera-
tion in (14).

Note that is not equal to in (10) unless ,
i.e., is chosen from the orthogonal complement of . In
this case, (19) can be simplified as follows:

(20)
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Fig. 1. Mapping theRN -dimensional received signal onto active (y ) and
inactive (y ) CSTCs.

with ,
, and . Choosing from the

CSTCs of the desired user outside its channel spread is perhaps
most natural, although this choice does not generally satisfy

because time-shifted versions of the desired user’s
code are generally not orthogonal. Note that may
be computed off-line once the channel spreads are known.

B. Structure of Interference in the Desired User’s CSTCs

We now study how MAI is distributed throughout the desired
user’s canonical coordinates. Consider the noise-free received
signal vector in (9). Denote thefull -dimensional
space–time basis generated from theentireset of desired user’s
CSTCs
as . Note that and are and

nonsingular matrices, respectively. For illustra-
tive purposes, we assume a linear equally spaced array,
with element spacing, and choose

in (3) so that form a set of orthonormal spatial
basis vectors.

Define , where and are the de-
sired signal and MAI mapped onto the full dimensional basis of
the desired user, respectively. Similar to (10),has at most

nonzero components corresponding to the desired user’s
channel vector . The interference component takes the fol-
lowing form:

(21)

Some insight about the MAI distribution throughout the
CSTCs of the desired user can be gained from (21). The
MAI distribution in the temporal direction is dictated by
the correlation properties of the desired and interfering
user spreading codes (as measured by ). Due to
the pseudorandom characteristics of the spreading codes,

is not sparse, in general. Hence, the MAI component
is generally nonzero along the entire temporal (delay) axis.
While the spreading codes are different for different users,
the same array response vector applies to all users.
This implies that is a submatrix of , and by the or-
thonormality condition, the components of are zerooutside

.
Thus, inactive coordinates corresponding to

(22)

(a)

(b)

Fig. 2. Distribution of signaly and interferencey within the desired
user CSTC for uplink assumingR = 9, L = 1, sin' = 2=9,

sin' = �2=9. (a) Nine-sensor, downlink. (b) Nine-sensor, uplink:

max (sin' ) = 4=9 andmin (sin' ) = �6=9.

generally contain MAI. The columns of can be viewed as
beamformers, so the only spatial coordinates containing sig-
nificant MAI correspond to beams pointed within the angular
spread of the interferers. When the number of interfering users
is reasonably large and users are widely distributed spatially, as
is the case in the uplink of a cellular system, most of the angular
components would contain MAI. In the downlink, the signals
from all users share the same channel spread and coefficients.
Thus, in the spatial direction the MAI is confined only to the ac-
tive coordinates. While there is no distinction between the active
and inactive coordinates spatially, the MAI is distributed all over
the temporal axis due to the different signature codes of users.
Hence, in the downlink of a cellular system, only the temporal
inactive coordinates within the spatial spread of the desired user
can be exploited for MAI suppression.

We illustrate the distribution of MAI throughout the desired
user angle-delay plane in Fig. 2(a) and (b) for downlink and
uplink scenarios, respectively. A nine-sensor receiver with no
background noise present is used with the desired user channel
spread , , and .
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For the uplink, and
. The above examples

are merely for illustrative purposes. For current cellular sys-
tems, the angular spread in the downlink scenario is typically
close to due to the presence of scatterers all around the
mobile handsets. In the uplink scenario, the angular spreads
tend to be fairly small due to the elevated position of the base
station array.

III. COHERENTDECENTRALIZED MULTIUSER DETECTION

In this section, we discuss linear decentralized multiuser de-
tectors for antipodal signaling. For simplicity, we assume

. Hence intersymbol interference (ISI) is negligible
and a one-symbol detector suffices. The detector takes the form

, where the decision statistic .
The combiner is designed to perform MAI-resistant coherent
combining of active coordinates, while utilizing inac-
tive coordinates to enhance MAI suppression. The choice of
is based on minimizing the mean squared error (MSE) in esti-
mating . The set of inactive coordinates is chosen from those
containing MAI components.

Before proceeding, define data covariance matrix
. We employ two distinct partitions of :

(23)

and

(24)

In (23), is partitioned into the desired signal component
and MAI-plus-noise component , whereas (24) parti-

tions in terms of active and inactive coordinates. In addi-
tion, define

(25)

(26)

where , , and are defined in (14) and (9).
Let denote the duration over which is estimated. We

assume that is smaller than the coherence time of the desired
user’s channel which implies that the channel coefficient vector

is approximately constant over the duration. It follows
from (17) to (26) that

(27)

where
and is defined in (15).

The LCMV technique can be applied to design the MMSE
combiner :

(28)

where is defined in (25) and the second equality in (28) is
obtained by applying (16) to (23). Note thatutilizes one of

available dimensions to coherently combine

(a)

(b)

Fig. 3. (a) Parallel and (b) serial MAI canceler.

the desired signal component inwhile suppressing the MAI
using the remaining dimensions. An equivalent
formulation of (28) that directly provides explicit forms for
and is given by

(29)

(30)

The solution given in (30) can be easily derived using the La-
grangian of (29) with respect to and . We term this the
parallel structure since the active and inactive coordinates are
processed in parallel, as depicted in Fig. 3(a). Notice that

, where . This suggests aserial
structure for implementing the detector depicted in Fig. 3(b).
In the serial structure, uses the inactive coordinates to sup-
press the MAI components in the active coordinates by forming

, and then the remaining MAI in is further
suppressed by . Equivalently, and solve the sequential
optimization problems

(31)

(32)

where it can be shown that
.

The equivalence between serial and parallel structures
applies even when the true covariance matrices are replaced
by estimated covariance matrices. Hence, the adaptive conver-
gence properties of serial and parallel structures are identical
for any adaptive algorithm based on estimated covariance
matrices. However, as discussed later, the serial structure is
advantageous for blind channel estimation and noncoherent
detection.
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IV. PERFORMANCEANALYSIS

We assume that is perfectly known and is given by (30).
The test statistic can be decomposed as , where

contains the desired signal and contains the MAI and
noise. This leads to the definition of signal-to-interference-and-
noise ratio (SINR) as

SINR (33)

Define to be theeffectiverank of the interference
portion of in (27), which is . Consider
the factorization

(34)

where is an full column rank matrix. Applying (16)
to in (27), we obtain

(35)

(36)

It follows from (33) and (36) that the SINR of the detector can
be written as follows:

SINR

(37)

Observe that the first product term in (37), , is the
SINR when MAI is absent. The second term, in brackets, rep-
resents a loss factor due to the presence of MAI which depends
on the overlap between the desired signal and MAI subspaces,
as well as the interference and noise power. The use of inac-
tive coordinates facilitates suppression of MAI within the ac-
tive coordinates and thus improves SINR. In fact, as shown in
the Appendix, the SINR increases monotonically as the number
of inactive coordinates is increased.

We now investigate the behavior of SINR in var-
ious asymptotic regimes. First of all, reduces to the
single-user MRC detector in the absence of MAI since

in this case. Another case of interest is when
the interferer powers increase without bound. Define

, which is
the projection matrix orthogonal to the MAI space. Let all
interferer powers increase at the same rate ( ).
Define , which is the MAI matrix with the
commoninterfering user power term factored out, and note that

. The following results can be derived using (16):

SINR

(38)

,

.

(39)

The above results imply that, when , the combiner
converges to the decorrelating detector as .
That is, the output interference signal goes to zero while the
desired user sees unit gain, as shown by

(40)

where and represent the MAI subspace and the de-
sired signal component in, respectively. It is important to
note that, although completely cancels the MAI component
as , the component of the desired signal in
the MAI subspace is also cancelled. This can be seen from (38)
since

SINR

(41)
where is the SINR in the absence of MAI. This
inequality follows from the contraction property of projection
matrices [22].

Another metric of interest isnear–far resistance, which is
defined in [23] as follows:

(42)

where is the probability of error as a function of.
Near–far resistance measures how well the detector performs in
the presence of MAI relative to its performance in the absence
of MAI, evaluated for the worst-case interference power.
Analogous to [1], it can be computed from (42) and (38) to be

(43)

SINR (44)

where (44) follows from (38). That is, near–far resistance in this
case is completely characterized by the asymptotic properties of
the SINR. Hence, we have

(45)

It is particularly instructive to study the two-user case (as-
suming that ) where

(46)
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If inactive coordinates are not utilized, can be written as

(47)

where is the angle between the desired signal and MAI com-
ponent within the active coordinates. Hence, depends on
the angle between the desired signaland the interference .
When so that inactive coordinates are incorporated, we
have

(48)

Note that is the gain in near–far resistance due to the use of
inactive coordinates.

We conclude from the above results that the detector is MAI-
resistant (near–far resistant) as long as , where
we recall that is the effective rank of the interference com-
ponent of . This makes intuitive sense since represents
the number of available dimensions that the receiver can use to
suppress the MAI. Since the MAI component lies in a-dimen-
sional space, the receiver needs at least dimensions to sup-
press the MAI component, while simultaneously preserving the
desired user’s signal. The value ofdepends on the coherence
times of the interfering users relative to the durationover
which is estimated. For simplicity, assume that all inter-
fering users have the same channel coherence time. If the coher-
ence time is larger than , each interferer spans a one-dimen-
sional subspace resulting in . On the other hand, if the
coherence time of interfering users is significantly smaller than

, each interferer spans a subspace with dimension as large as
, resulting in as large as .

V. EXTENSION TO GENERAL BINARY SIGNALING

It is straightforward to extend the CSTC receiver to general
binary signaling, i.e., . One solution
is to map in (9) onto two CSTC bases
and , corresponding to and

. Note that the difference between and only
lies in the temporal structure. For each of the two signaling
waveforms, inactive coordinates are used to suppress MAI,
as shown in Fig. 4. Provided that and are close
to being orthogonal, the desired signal component inis
suppressed in the branch corresponding to the incorrect hy-
pothesis. In this case, the number of linearly independent
bases used in the receiver is . Alternatively, one
can choose with and

, which amounts to using linearly
independent bases. After MAI suppression, and
as shown in Fig. 4 are processed to detect, depending

Fig. 4. Front-end decentralized receiver structure for general binary signaling.

upon the knowledge of the desired user channel. Coherent
detection can be used when an estimate ofis available:

, where is a threshold. The

combiners and are chosen as discussed previously. If
the desired user’s channel is rapidly fading and a reliable esti-
mate of is difficult to obtain, one may resort to noncoherent

detection: , where

. When is unknown, a square-law
detector can be used.

VI. CHANNEL ESTIMATION

The desired user’s channel needs to be estimated for im-
plementation of the proposed CSTC receiver. Various MAI-re-
sistant channel estimation techniques described in the literature
can be applied within the CSTC framework (see, e.g., [24], [7]).
In this paper, we present a blind technique that exploits the serial
structure in Fig. 3 [24], [25]. It is straightforward to see that an
estimate of can be obtained from the most dominant eigen-
vector of . The accuracy of this estimate depends on the

number of inactive coordinates used. Define .
Then, it can be shown from (24) and (27) that as the noise vari-
ance ,

(49)
Hence, as long as and is small compared to the
desired user power, an accurate estimate ofcan be obtained
up to a phase ambiguity. The phase ambiguity can be removed
with the use of differential signaling, or otherwise estimated via
pilot-based techniques.

In practice, is not known exactly and must be esti-
mated, so only a noisy estimate is available, where

denotes the estimation error. It is well known that the LCMV
receiver is sensitive to errors in the constraints [2], [26]. In our
case, the constraint is . Such errors result in desired
signal cancellation since the constraint no longer ensures that
the desired user experiences unit gain. This is also observed in
[2] due to the presence of multipath. The serial receiver struc-
ture offers a solution to this problem: choose . That
is, is used to implement an MRC without performing any
MAI suppression. We term this structureMRC with cancella-
tion (C-MRC). In this case, only the inactive coordinates are



840 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 50, NO. 5, MAY 2002

utilized for MAI suppression and since is in-
dependent of , cancellation of desired signal does not occur.
However, is required to achieve near–far resistance.
It is clear that when the channel estimation error is sufficiently
small, selecting as in (30) results in better performance.

When the error statistics are known, one may
use penalized least square (PLS) methods [27], [26] to reduce
the sensitivity to channel estimation errors. That is,

(50)

The quadratic constraint is added to prevent excessive desired
signal cancellation [27]. It is easy to show that the solution of
(50) is

(51)

where is a “penalty” parameter chosen to satisfy the
quadratic constraint in (50) and is inversely proportional to. It
is shown in [26] that the sensitivity to estimation error decreases
monotonically as is increased. Increasing is equivalent to
increasing the background noise level in the active coordinates,
so the results in Section IV apply. When the actual is un-
known, one may choose . This reduces the quadratic
constraint in (50) to a norm constraint. More detailed discussion
of PLS and quadratic constraints can be found in [26] and [27].

VII. COMPARISONWITH CHIP-DOMAIN FILTERING

Most existing space–time receivers employ chip-domain tem-
poral processing (see, e.g., [1], [2]). The received signal is sam-
pled at rate to yield temporal samples for each
symbol

(52)

where is the effective received signature vector for
user and includes the effect of multipath and spatial disper-
sion. The corresponding LCMV receiver in this case is [1], [2]

(53)

where and the length of the combiner equals
the dimension of the signal space. In contrast, in the CSTC
framework, the signal space partitioning into active and inac-
tive coordinates facilitates lower dimensional processing—the
receiver signal is projected onto coor-
dinates and processed with a length combiner.

There are three main advantages of CSTC framework over
conventional chip-domain filtering. First, in chip-domain
filtering, the -dimensional the constraint signature vector

needs to be estimated either blindly or from pilot data. In
contrast, the CSTC-based LCMV receiver requires estimation
of the -dimensional channel coefficient vector . Since

, CSTC-based receiver requires estimation of a

smaller number of desired user channel parameters compared
to chip-domain filtering. In the worst case, when the angular
spread is , we have and chip-domain filtering
requires a factor of more channel parameters than
the CSTC-based approach. This is a significant difference since

typically. Consequently, the CSTC-based channel
estimation requires less data or yields more accurate estimates
for a given amount of data. Furthermore, it is well known that
estimation error in a parametric model tends to increase with
the number of parameters (see, e.g., [22]).

The second advantage of CSTC-based receivers stems from
the dimension of the data covariance matrix. While the chip-do-
main LCMV receiver in (53) requires estimation and inversion
of an covariance matrix, the CSTC-based receiver
in (30) requires estimation of an co-
variance matrix and inversion of an and an
matrix. Since usually , the CSTC-
based approach has reduced computational requirements and
requires less data for covariance matrix estimation. This is a
critical advantage since errors in covariance matrix estimation
in conventional chip-domain filtering can significantly degrade
LCMV receiver performance in mobile scenarios (see, e.g., [7]).
To appreciate this difference, consider the concrete example
of a wide-band CDMA (WCDMA) system [28] with ,
spreading gain , and Doppler spread of Hz. It is
known that for an -dimensional random vector, approximately

independent snapshots are needed to obtain a reasonably
accurate estimate of the covariance matrix (see, e.g., [29]). In
this case, the receiver in (53) requires approximately 640 in-
dependent snapshots to obtain a reliable estimate of. The
CSTC-based receiver needs estimates of , , and .
Assume . Using the minimum required number
of coordinates, , the CSTC-based scheme requires
at most snapshots. In WCDMA, 1 slot (containing
15 symbols) is 625 s. Hence, the number of symbols within
channel coherence time is which is approximately the
maximum number of snapshots available for covariance matrix
estimation. For Hz (mobile speed of 32 mi/h at center
frequency 2.15 GHz), about 240 snapshots are available—not
enough for chip-domain filtering to yield an accurate covari-
ance matrix estimate. The CSTC-based receiver can obtain ac-
curate estimates of all the required covariance matrices as long
as , which is possible if on average the number of dom-
inant interferers is less than half the spreading gain.

The third advantage of CSTC framework is related to the
C-MRC receiver structure introduced in Section VI. The
C-MRC structure provides robustness against channel estima-
tion errors since the MAI suppression does not depend on the
channel coefficients. There is no natural analog of C-MRC
structure in chip-domain filtering schemes since they do not
exploit the notion of active and inactive coordinates.

VIII. N UMERICAL RESULTS

We consider a direct-sequence CDMA system with eight
users communicating over a slow multipath fading channel.
We consider reception within a coherence time of all users so
that the channel coefficients of all users are fixed. The power
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TABLE I
MULTIPATH DELAYS AND ANGLES OFARRIVAL FOR

INTERFERINGUSERS INEXAMPLES

(a)

(a)

Fig. 5. Example 1. A seven-sensor eight-user uplink system. (a) Active and
inactive coordinate sets. (b) SINR as a function of interference powers.

of th user is with . The SNR of the
desired user is 30 dB. We assume .
Gold codes of length are used signature waveforms.
Chip-domain sampling is used, i.e., in (3), where

denotes the chip duration. This corresponds to
samples per symbol. The SINRs of the MRC receiver and the
LCMV multiuser receivers are compared for different number
of inactive coordinates. In all the examples, the number of
interfering users is fixed ( ) and the multipath delays
and angles of arrival for the interfering users are given in
Table I. The active coordinates of the desired user vary between
different examples. A seven-element -spaced uniform linear
array is simulated. The seven spatial basis angles are chosen
to obtain a set of orthogonal spatial basis vectors, as discussed

(a)

(b)

Fig. 6. Example 2. A seven-sensor eight-user uplink system. (a) Active and
inactive coordinate sets. (b) SINR as a function of interference powers.

in Section II-B. The first example is depicted in Fig. 5. Note
that Inactive 1–2 in Fig. 5 is the union ofInactive
1 and 2, plus .
Thus, , and for Active

Inactive 1–2 . In this example, . As
evident from Fig. 5, the receiver is near–far resistant when

, consistent with the results of Section IV.
Fig. 6 depicts a second example with a different set of

active coordinates for user 1. When only active coordinates are
used, it can be shown that . The
rank deficiency is due to the absence of MAI in the active CSTC
corresponding to . Hence, the five active co-
ordinates are sufficient to provide near–far resistance. Also, note
that inactive coordinates corresponding to
do not affect the performance since they contain no MAI.

To demonstrate the effect of channel estimation errors on re-
ceiver performance, a single sensor ( ), eight-user system
is simulated. The multipath delays for the interfering users are
the same as in Table I. The desired user’s multipath delays
(active coordinates) are . The inactive
coordinates correspond to the delays .
In this case, . Estimation error is modeled
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(a)

(b)

(c)

Fig. 7. Performance of different receivers in the presence of channel
estimation error for 1-sensor system. For CSTC-based receivers,N = 5 and
N = 8. (a)� = 0. (b)� = 10 . (c) � = 10 .

as . The estimation error variance is assumed
unknown to the receiver. A serial structure receiver is used with

. We compare the performance of three different

choices of for different values of estimation error variance
: the LCMV solution in (30), C-MRC, and PLS-LCMV

solution using the norm constraint with the penalty parameters
0.01 and 0.05. The results for the receiver (53) based on

chip-domain filtering (CDF) also provided for comparison. The
estimation error for in (53) is modeled as .
Note that for a given number of samples and signal energy, the
error variance per parameter for chip rate filtering should be
larger than that for the CSTC-based receiver due to the larger
number of parameters in the former. Thus, the use of same
error variance provides an upper bound on the performance
of chip-domain filtering schemes.

Fig. 7(a)–(c) depicts the SINR averaged over 2000 realiza-
tions of for 0, 10 , 10 . Observe that the CSTC-based
LCMV solution is superior to other CSTC-based schemes when

is small, yet inferior to others as increases. SINR degra-
dation in LCMV and PLS-LCMV as increases is a result of
desired signal cancellation due to channel estimation error. The
SINR of the C-MRC approach is largely invariant tobecause
it does not use for MAI suppression. It is clearly superior for
relatively large , but when is small, C-MRC inferior to
LCMV and PLS-LCMV as it utilizes fewer dimensions to sup-
press MAI. In the absence of channel estimation error, the CDF
LCMV receiver offers better performance because 30 degrees
of freedom are available for MAI suppression. However, its per-
formance degrades rapidly as the error variance increases. This
increase in sensitivity to is due to the 31 channel parameters
as opposed to only 5 channel parameters in the CSTC-based
receiver.

IX. CONCLUSION

The CSTC framework introduced in [16] offers a natural
platform for designing low-complexity multiuser receivers.
The signal space partitioning into active coordinates containing
the desired user’s signal, and inactive coordinates containing
only MAI provides a systematic approach to trade receiver
complexity for MAI suppression capability. LCMV-based
decentralized multiuser detectors are designed and analyzed.
Extensions to general binary signaling with either coherent
or noncoherent reception are also discussed. It is shown that
the receiver is near–far resistant as long as the total number of
active and inactive coordinates is greater than the effective rank
of the MAI. A channel estimation technique that utilizes only
inactive coordinates to suppress MAI is proposed. In the pres-
ence of channel estimation error, desired signal cancellation
may occur. Two means are suggested to alleviate the resulting
loss in performance. It is demonstrated that CSTC-based
receivers promise superior performance compared to conven-
tional chip-domain filtering schemes due to three main factors:
reliable channel estimation, reliable data covariance matrix
estimation, and robustness to channel estimation errors.

APPENDIX

Let be the active coordinates basis matrix of size
. Let be an inactive coordinate basis matrix of

size , and be another such matrix of size .
Assume is full column-rank and



ONGGOSANUSIet al.: MAI SUPPRESSION IN CANONICAL SPACE–TIME COORDINATES: A DECENTRALIZED APPROACH 843

(55)

. Define SINR to be the
SINR obtained by using the coordinates induced by the basis
matrix . We prove in this appendix that

SINR SINR

SINR (54)

We only prove the first inequality since the second inequality
can be proved in a similar way. From (37), it suffices to show that

is nonnegative
definite. Let and

. Then, it suffices to show that
is nonnegative definite. Since

is positive definite, and hence is positive definite. It
follows from the definition of positive definiteness that for any
full column-rank matrix , is positive definite if is
positive definite. To show that is nonnegative definite, we
define (55), shown at the top of the page. Applying (55) and
(16), we have

(56)

Notice that is the Schur-complement of , hence it is
nonnegative definite [22], and so is . Cholesky factoring

and defining , we have
, , and .

Hence

(57)

which implies that is nonnegative definite, and so is .
Thus, is positive definite. Hence, we have
proved the first inequality.
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