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Abstract—This paper proposes the novel use of multi-agent

sliding mode control for state of charge balancing between

distributed DC microgrid battery energy storage systems. Unlike

existing control strategies based on linear multi-agent consensus

protocols, the proposed nonlinear state of charge balancing

strategy (i) ensures the battery energy storage systems are

either all charging or all discharging, thus eliminating circulating

currents, increasing efficiency and reducing battery lifetime

degradation, (ii) achieves faster state of charge balancing, (iii)

avoids overloading the battery energy storage systems during

periods of high load and (iv) provides plug and play capability.

The proposed control strategy can be readily integrated with

existing multi-agent controllers for secondary voltage regulation

and accurate current sharing. The performance of the proposed

control strategy was verified with an RTDS Technologies real-

time digital simulator, using switching converter models and

nonlinear lead-acid battery models.

Index Terms—Battery energy storage systems, DC microgrid,

distributed energy storage, distributed sliding mode control,

hybrid systems, multi-agent control, secondary control, state of

charge balancing.

I. INTRODUCTION

T
HE rapid adoption of distributed renewable sources is

being driven by the potential for increased efficiency,

increased reliability and reduced pollution compared to the tra-

ditional model of centralised power generation [1]. However,

the intermittent nature of these sources introduces challenges

for network power quality and stability. At the same time,

technological developments and increased scales of production

have driven down the price of battery energy storage technolo-

gies, making them viable for power network applications [2].

Microgrids have been proposed for organising future power

networks made up of distributed renewable sources and en-

ergy storage systems [3]. A microgrid is a collocated set of

generation sources, energy storage systems and loads that are

able to operate autonomously [4]. In particular, DC microgrids

have the advantage of requiring fewer power conversion stages

when integrating modern DC-based sources (e.g. Photovolatic
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(PV), variable speed wind, batteries), increasing efficiency [5].

Also, DC microgrids have been shown to provide reliability

an order of magnitude higher than AC microgrids [6].

To achieve autonomous operation, a primary load sharing

control strategy is required between microgrid sources. Decen-

tralised V-I droop control is the standard primary control strat-

egy used in DC microgrids [7]. However, V-I droop control

has several limitations when used to coordinate load sharing

between battery energy storage systems (BESSs). Voltage

drops across the microgrid lines will cause each battery to

operate at a different charging/discharging current. This will

cause the state of charge (SoC) levels of the BESSs to diverge.

This is undesirable, since BESSs that have run out of charge

cannot contribute their current capacities to the microgrid.

Also, batteries suffer significant lifetime deterioration when

overcharged or undercharged [8].

SoC balancing has been proposed as a means of fully

utilising the combined power and energy capacities of dis-

tributed microgrid BESSs [9]. Under a SoC balancing control

strategy, the BESSs share the microgrid load, while using

their excess current capacities to move towards a balanced

SoC. Once a balanced SoC is achieved, the combined current

capacity of the BESSs is available to balance the microgrid

load. None of the BESSs prematurely run out of energy. Also,

the maximum depth of discharge reached by the BESSs is

reduced, improving lifetime and efficiency.

A centralised control strategy can be used to provide SoC

balancing between microgrid BESSs [10], [11]. However, a

central controller introduces a single point of failure, and the

communications and processing infrastructure for centralised

SoC estimation and control may be impractical for microgrids

with many small distributed BESSs [12]. Also, data centrali-

sation introduces privacy and security concerns [13].

Multi-agent control provides a scalable means of organis-

ing cooperation between microgrid BESSs, without requiring

a central controller. Under a multi-agent control strategy,

autonomous agents use local information and neighbour-to-

neighbour communication to cooperatively achieve common

objectives [14].

Multi-agent control strategies have been proposed for a

range of microgrid applications, including secondary control

[15]–[17] and economic dispatch [18]–[20]. In [21], a control

strategy is presented to coordinate the operating modes of

renewable sources and BESSs in an islanded DC microgrid.

When the batteries approach full charge, renewable sources use
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Fig. 1. Microgrid with two 2kWh, 1kW rated BESSs operating under a linear SoC balancing strategy with high gain. Initially BESS 1 is overloaded. Also,
BESS 2 is charged, resulting in circulating currents.
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Fig. 2. Microgrid with two 2kWh, 1kW rated BESSs operating under a linear SoC balancing strategy, with the maximum gain possible without overloading
battery 1. Since only a fraction of the battery power capacity is used for most of the operating time, SoC balancing is very slow.
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Fig. 3. Microgrid with two 2kWh, 1kW rated BESSs operating under the proposed desirable nonlinear SoC balancing strategy.

curtailment to regulate the microgrid voltage. Communication

between the BESSs is provided by a power line signalling

method, which entails all-to-all (rather than neighbour-to-

neighbour) communication. A review of DC microgrid con-

trol strategies, including distributed multi-agent approaches,

is presented in [22]. The rigorous mathematical analysis of

multi-agent control strategies is identified as a key research

challenge.

Multi-agent SoC balancing control strategies for distributed

microgrid BESSs are presented in [9], [23]–[28]. For DC

microgrids, multi-agent SoC balancing has been combined

with multi-agent secondary voltage control [23] and extended

to coordinate heterogeneous energy storage technologies [24].

Existing multi-agent SoC balancing strategies [9], [23]–[28]

use linear consensus protocols. This introduces an undesirable

trade-off between the rate of SoC balancing and the utilisation

of the BESS current capacities. To demonstrate the limitations

of a linear consensus strategy, consider the idealised example

of a microgrid with two 2kWh, 1kW rated BESSs and a 1kW

load. Fig. 1(a) and Fig. 1(b) show the battery output powers

and SoC levels, under a linear consensus strategy with high

gain. Initially, BESS 1 is overloaded and BESS 2 operates in

charging mode. The circulating currents between the BESSs

will result in lower efficiency, and lifetime degradation due to

unnecessary cycling of the batteries. Fig. 2(a) and Fig. 2(b)

show the battery output powers and SoC levels when the gain

is reduced to ensure the BESSs are not overloaded. In this

case, the rate of SoC balancing is very slow since the full

power capacities of the batteries are not utilised.

The desirable operation shown in Fig. 3(a) and Fig. 3(b)

requires a nonlinear control strategy. BESS 1 operates at its

maximum output power to supply the full microgrid load until

a balanced SoC is reached. During this time, BESS 2 operates

at zero output power, so there are no circulating currents. This

paper proposes a nonlinear control strategy that achieves this

desired operation.

This paper proposes the novel use of multi-agent sliding

mode control for SoC balancing between distributed DC

microgrid BESSs. The proposed multi-agent sliding mode con-

trol strategy provides qualitative improvements over existing

SoC balancing strategies based on linear consensus protocols,

namely:

(i) No Circulating Currents: The microgrid batteries are

either all charging, or all discharging, depending on the

net microgrid load. This prevents circulating currents

and unnecessary charge/discharge cycles, improving ef-

ficiency and battery lifetime.

(ii) Fast SoC Balancing: During periods of low load, BESSs

with low SoC do not participate in the droop control.

This provides fast SoC balancing without introducing

circulating currents.

(iii) No Overload: During periods of high load, all of the

BESSs share the microgrid load within their current ca-

pacities, so that none are overloaded. The BESSs continue
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Fig. 4. Islanded 100V DC microgrid, with four lead-acid BESSs, five resistive
loads and a PV generation source, connected together by RL lines. The BESSs
are connected by a sparse communication network, allowing neighbour-to-
neighbour communication.

to move towards a balanced SoC at a reduced rate.

(iv) Plug and Play: The distributed sliding mode controllers

used for SoC balancing do not need system parameter in-

formation, and do not need information on the number of

BESSs. This provides plug and play capability, i.e. proper

operation is maintained when BESSs connect/disconnect

from the communication network and microgrid.

The SoC balancing control is integrated with existing multi-

agent secondary control strategies for secondary voltage reg-

ulation and accurate current sharing. Once a battery’s SoC

reaches a boundary layer around the average of its neighbours’

SoC levels, its nonlinear sliding mode controller swaps to a

linear interpolation that prevents chattering. The performance

of the proposed control strategy was verified with an RTDS

Technologies real-time digital simulator for a DC microgrid

with PV generation and lead-acid BESSs, using switching

converter models and nonlinear lead-acid battery models.

The rest of this paper is organised as follows. Section II

presents the proposed multi-agent sliding mode control strat-

egy. Section III provides real-time digital simulation results

verifying the performance of the proposed control strategy.

Section IV concludes the paper. In the appendix, the conditions

for SoC synchronisation between BESSs operating under the

proposed control strategy are rigorously analysed.

II. PRINCIPLE OF OPERATION

This study considers a DC microgrid with distributed BESSs

V = {1, . . . , N}, each consisting of a battery connected to

the microgrid through a controllable bidirectional DC–DC

converter. The BESSs are connected by a sparse communi-

cation network allowing bidirectional neighbour-to-neighbour

communication between them. In particular, Fig. 4 shows the

islanded DC microgrid considered in this study, which has

a PV generation source and four BESSs. Fig. 5 shows the

topology of the individual BESSs.

On the primary control level, the standard V-I droop control

is used for decentralised load sharing to maintain the microgrid

power balance. A secondary control level is introduced to

regulate the average BESS output voltage to the nominal

Li Ci

Battery
voi

iLi

pbatti

vbatti

pi

ioi

Fig. 5. BESS consisting of a battery and bidirectional DC–DC boost converter.
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Fig. 6. Block diagram of the proposed control strategy for one of the
BESSs. The proposed control strategy includes a distributed sliding mode
controller for SoC balancing, added to distributed secondary voltage and
current controllers. V-I droop control generates the voltage reference for the
lower level voltage/current controllers.

microgrid voltage on a slower time-scale, while providing

accurate current sharing between the BESSs. In particular,

the multi-agent implementation of the secondary control level

from [17] is used. This paper proposes a modification to the

multi-agent secondary control level, with distributed sliding

mode controllers introduced to provide SoC balancing between

the BESSs.

Fig. 6 shows a block diagram of the proposed control

strategy for one of the BESSs.

A. Decentralised Primary Control

Decentralised load sharing between the BESSs is provided

by the standard V-I droop control,

v∗oi(t) = v′mgi(t)− rdiioi(t). (1)

v∗oi is the BESS output voltage reference, ioi is the output

current and rdi is the droop coefficient. v′mgi is a modified

version of the nominal microgrid voltage vmg. v′mgi is set

by the multi-agent secondary level control strategy to achieve

secondary voltage control and SoC balancing between the

BESSs.

The output voltage reference v∗oi is sent to the lower level

cascaded voltage and current controllers from [29], which

generate the duty cycle for pulse width modulation of the

bidirectional DC–DC converter switches.



4

The decentralised droop control only provides approximate

current sharing between the BESSs, and will introduce steady

state voltage offsets. Although voltage differences between the

BESSs are inevitable due to line resistances, the voltage levels

should vary around the nominal microgrid voltage.

This motivates the introduction of a DC microgrid sec-

ondary control level. On a slower time-scale than the primary

control, the secondary control level strategy restores the av-

erage voltage to the nominal microgrid voltage and modifies

the BESSs output currents for accurate current sharing, by

adjusting the modified nominal microgrid voltage v′mgi. This

is described in detail in Section II-B. Section II-C describes the

proposed multi-agent sliding mode control strategy, which is

added to the secondary control level to provide SoC balancing

between the BESSs.

B. Multi-Agent Secondary Control for Average Voltage Regu-

lation and Accurate Current Sharing

In this study, the proposed multi-agent sliding mode control

strategy for SoC balancing between the BESSs is integrated

with the multi-agent secondary control strategy from [17], for

accurate current sharing and voltage restoration.

Let the communication network between the BESSs be

represented by a connected undirected graph G(V, E). E is

the set of graph edges, where the unordered pair {i, j} ∈ E if

there is a communication link between BESSs i and j. Let Ni

be the neighbour set of BESS i, where j ∈ Ni if {i, j} ∈ E .

Each BESS implements the distributed dynamic average

consensus protocol from [30], using local information and

information from their neighbours to update a local estimate

of the average output voltage v̄oi,

v̄oi(t) = voi(t) +
av̄
|Ni|

∫ t

0

∑

j∈Ni

(

v̄oj(τ)− v̄oi(τ)
)

dτ. (2)

|Ni| is the number of neighbours of BESS i and av̄ is

the average voltage consensus gain. Under this protocol, for

step changes in the BESS output voltages, limt→∞(v̄oi −
1
N

∑N

j=1 voj) = 0, ∀i ∈ V .

The BESSs also keep estimates of the average per-unit

battery current of the BESSs that are fully participating in the

droop control īpuLi . To achieve SoC balancing, the local sliding

mode controller generates a control signal ui ∈ [0, 1] which

sets the BESS’s level of participation in the droop control (the

mechanism for this is described in detail in Section II-C). Full

participation is given by ui = 1. The dynamic average current

consensus protocol is designed so that BESSs which are not

fully participating in the droop control (ui < 1) pass through

the average of their neighbours’ estimates, rather than using

their own battery current as an input.

The distributed dynamic average current consensus protocol

is given by,

īpuLi(t) = zi(t) +
aī
|Ni|

∫ t

0

∑

j∈Ni

(

īpuLj(τ)− īpuLi(τ)
)

dτ,

zi(t) =

{

ipuLi(t), ui(t) = 1,
1

|Ni|

∑

j∈Ni
īpuLj(t), ui(t) < 1.

(3)

aī is the average current consensus gain. The per-unit battery

current ipuLi = iLi/Cbatti (i.e. the battery current divided

by the charge capacity) is used, to account for BESSs with

different charge capacities. Let the set of BESSs that are

fully participating in the droop control be given by P =
{i ∈ V|ui = 1}. For step changes in the battery currents,

limt→∞(̄ipuLi −
1

|P|

∑

j∈P ipuLj) = 0, ∀i ∈ V .

The nominal microgrid voltage used by the droop control

v′mgi is modified by PI controllers for secondary voltage and

current control.

v′mgi(t) = vmg + kv̄pe
v̄
i (t) + kīpe

ī
i(t) +

∫ t

0

kv̄i e
v̄
i (τ) + kīie

ī
i(τ) dτ,

ev̄i (t) = vmg − v̄oi(t), eīi(t) = ui(t)̄i
pu
Li(t)− ipuLi(t). (4)

kv̄p and kv̄i are the secondary voltage control proportional and

integral gains. kīp and kīi are the secondary current control

proportional and integral gains.

Under the secondary control strategy (4), v′mgi is increased

if the local estimate of the average BESS output voltage v̄oi is

below the nominal microgrid voltage vmg, and decreased if v̄oi
is above vmg. This regulates the average of the BESS output

voltages 1
N

∑N

i=1 voi to the nominal microgrid voltage vmg

[17]. v′mgi is also adjusted for secondary current control. When

a BESS is fully participating in the droop control (ui = 1), its

per-unit battery current ipuLi is regulated to the local estimate

of the average per-unit current of the participating batteries

īpuLi . When a BESS is not participating in the droop control

(ui = 0), its battery current is regulated to zero.

C. Multi-Agent Sliding Mode Control for State of Charge

Balancing

The BESS’s local sliding mode controller generates a con-

trol signal ui that determines its level of participation in the

droop control to achieve SoC balancing, based on the local

SoC si, and the average SoC of its neighbours. The average

SoC of the neighbours of BESS i at time t is defined as

Ai(t) :=
1

|Ni|

∑

j∈Ni

sj(t). (5)

First, the following (idealised) sliding mode control function

is proposed,

ui(t) =











1, si(t) ≥ Ai(t) and īpuLi(t) > 0,

1, si(t) ≤ Ai(t) and īpuLi(t) < 0,

0, otherwise.

(6)

The BESS will fully participate in the droop control (ui = 1)

if, (a) the microgrid has a net load (̄ipuLi > 0) and the local

SoC is greater than, or equal to, the average of the neighbours’

SoC levels, or (b) the microgrid has net generation (̄ipuLi < 0)

and the local SoC is less than, or equal to, the average of the

neighbours’ SoC levels.

The key idea behind the design of the sliding mode control

function is that the BESSs always move closer to the average

SoC of their neighbours, or keep the same SoC. The appendix

provides a rigorous analysis of the conditions under which the

proposed multi-agent sliding mode control strategy provides

SoC synchronisation.
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A direct implementation of the sliding mode control func-

tion (6) would have two problems. First, only a subset of

the BESSs participate in the droop control. During high load

conditions, these BESSs could be overloaded. Second, as a

BESS’s SoC approaches the average SoC of its neighbours,

the sliding mode control signal switches rapidly, resulting in

chattering and excessive battery current variations.

Fig. 7 shows a modified implementation of the sliding

mode control function (6). The sliding mode control prioritises

overload prevention over SoC balancing. This is done by

ensuring that all of the batteries participate in the droop control

if the average per-unit current of the participating BESSs

exceeds a common maximum per-unit charge/discharge rate

ipumax
L = imax

Li /Cbatti, ∀i ∈ V , i.e. ui = 1 if |̄ipuLi | > ipumax
L .

To prevent chattering, boundary layers are introduced to

smooth out the discontinuities in the distributed sliding mode

controllers. In the boundary layers, the sliding mode control

signal is given by a linear interpolation between the values it

would otherwise take [31]. Boundary layers are included for

the transitions from si < Ai to si > Ai, ī
pu
Li < 0 to īpuLi > 0

and |̄ipuLi | < ipumax
L to |̄ipuLi | > ipumax

L . The boundary layers

prevent rapid battery current variations, but at the cost of SoC

synchronisation accuracy.

The distributed dynamic average consensus protocols (2),

(3) and multi-agent sliding mode control (6), only require

that a sparse undirected communication network is maintained

between the microgrid BESSs. As shown in Fig. 4, the

BESSs use neighbour-to-neighbour communication to share

their SoC, their estimates of the average output voltage, and

their estimates of the average per-unit battery current of the

BESSs fully participating in the droop control. In particular,

the BESSs do not require information on the number of BESSs

in the microgrid, or the microgrid topology. When a BESS

disconnects/connects to the microgrid and communication

network, only its direct neighbours need to update their local

control strategies. This provides plug-and-play capability.

III. RESULTS

To verify the performance of the proposed control strategy,

it was implemented for the 100V islanded DC microgrid

shown in Fig. 4, using an RTDS Technologies real-time digital

simulator, with switching converter models and nonlinear

battery models from [32]. Using switching converter models

TABLE I
CASE STUDY PARAMETERS

vmg 100V rd 1 v
[full]
batt1,2,3,4 52V

Ebatt1,2 1.06kWh Cbatt1,2 20.4Ah imax
L1,2 20A

Ebatt3,4 0.56kWh Cbatt3,4 10.8Ah imax
L3,4 10.6A

av̄ 10 kv̄p 0.1 kv̄i 0.5

aī 2×102 kīp 0.4 kīi 20

fdcdc 2kHz L 10mH C 3.3mF

and accurate battery models, capturing the fast and slow time-

scale voltage and SoC dynamics, allows the correct interaction

between the microgrid control levels to be verified.

The case study parameters are provided in Table I. The

DC microgrid has four lead-acid BESSs, five resistive loads

(2kW total at 100V) and a PV generation source, connected

together by RL lines. BESS 1 and BESS 2 have 1.06kWh,

52V lead-acid batteries, with charge/discharge limits of ±20A.

BESS 3 and BESS 4 have 0.56kWh, 52V lead-acid batteries,

with charge/discharge limits of ±10.6A. Fig. 4 also shows

the sparse communication network allowing neighbour-to-

neighbour communication between the BESSs. The commu-

nication network has 10ms delays.

Two case studies are presented. Case Study A uses a step

generation profile to clearly demonstrate the features of the

proposed control strategy. Case Study B uses a realistic PV

generation profile based on one minute resolution temperature

and irradiance data.

A. Case Study A. Step Generation Profile

First, the step generation profile shown in Fig. 8(a) is used,

to clearly demonstrate the features of the proposed control

strategy, namely: (i) No circulating currents, (ii) fast SoC

balancing, (iii) no overload and (iv) plug and play capability.

As shown in Fig. 8(b), the microgrid BESSs begin with

SoC levels between 40% and 70%. The output currents of the

batteries are shown in Fig. 8(c).

Initially, the PV source operates at zero output power, and

thus the full microgrid load must be provided by the BESSs.

BESS 1 has high SoC relative to its neighbour, BESS 2

(s1(0) = 70% and s2(0) = 60%), and the microgrid has a net

load, so it fully participates in the droop control (u1(0) = 1).

BESS 4 has low SoC relative to its neighbour, BESS 3

(s4(0) = 40% and s3(0) = 50%). However, the discharging

currents required to feed the load mean that all of the BESSs

must contribute to the droop control to prevent BESS 1 from

being overloaded. BESS 4 operates in the boundary layer

between īpuL4 < imax
L4 /Cmax

batt4 and īpuL4 > imax
L4 /Cmax

batt4. BESSs 2

and 3 have SoC levels close to the average of their neighbours,

(s2(0) =
s1(0)+s3(0)

2 = 60% and s3(0) =
s2(0)+s4(0)

2 = 50%).

Their sliding mode controllers enter the boundary layer be-

tween si < Ai and si > Ai, and these BESSs operate with

output currents between BESS 1 and BESS 4.

When the net microgrid load is high, the rate of SoC

balancing is low, since all of the BESSs must at least partially

participate in the droop control to prevent an overload from



6

Time (min)

0 10 20 30 40 50 60 70 80 90

P
V

 G
e

n
e

ra
ti
o

n
 (

k
W

)

-1

0

1

2

3

4

5

(a) PV source output power.

Time (min)

0 10 20 30 40 50 60 70 80 90

S
ta

te
 o

f 
C

h
a
rg

e
 (

%
)

20

40

60

80
Batt. 1

Batt. 2

Batt. 3

Batt. 4

Batt. 4

disconnects
Batt. 4

reconnects

(b) Battery SoC levels.

Time (min)

0 10 20 30 40 50 60 70 80 90

B
a
tt

e
ry

 C
u
rr

e
n
t 

(A
)

-20

-10

0

10

20
Batt. 1

Batt. 2

Batt. 3

Batt. 4

Batt. 4

disconnects
Batt. 4

reconnects

(c) Battery output currents.
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(d) BESS output voltages.
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(f) Transient BESS output voltages (29.9 minutes to 30.2 minutes).

Fig. 8. Case Study A. Step generation profile.

occurring. When the output power of the PV source increases,

the batteries can operate with a larger range of discharging

currents. The desired behaviour from Fig. 3, with the BESSs

moving to a balanced SoC, and the lowest SoC BESS oper-

ating at zero output power, is demonstrated in Case Study A

between 5 minutes and 10 minutes.

The range of charging/discharging currents, and thus the

rate of SoC balancing, is limited by the requirement that all

of the BESSs are discharged when the microgrid has a net

load, and charged when the microgrid has net generation.

This ensures there are no circulating currents, increasing

efficiency and preventing unnecessary charge/discharge cycles.

As demonstrated by the examples in Fig. 1 and Fig. 2, if

instead a multi-agent SoC balancing strategy based on linear

consensus protocols was used, it would present an undesirable

choice between overloads during the periods of high load (e.g.

0 minutes to 5 minutes) and circulating currents during periods

of low load (e.g. 5 minutes to 10 minutes), or slow SoC

balancing, depending on the gain selected.

An advantage of the multi-agent control structure is the plug

and play nature of the system. To demonstrate this capability,

BESS 4 is commanded to disconnect from the microgrid and

the communication network at 22.5 minutes, and to reconnect

at 37.5 minutes. As shown in Fig. 8(c), BESS 4 goes from

charging to zero output current. Fig. 8(d) shows that this

causes an increase in the microgrid voltages. BESS 2 and

3 respond by increasing their charging rate to restore the

microgrid power balance, while BESS 1 remains at zero output

current, since it has high SoC. Fig. 8(b) shows that while BESS

4 is disconnected, its SoC remains unchanged. The remaining

BESSs pursue SoC between themselves, since BESS 4 is not

included in the communication network.

The BESSs reach an approximately balanced SoC after 50

minutes. Exact SoC balancing is not achieved, due to the linear

boundary layers of the sliding mode controllers. However, after

this time the difference between the highest and lowest battery

SoC is less than 0.04%.

As shown in Fig. 8(d), transient voltage changes occur

due to the primary V-I droop control when the PV source

changes its output power. On a slower time-scale, the multi-

agent secondary voltage control regulates the average of the

BESS output voltages to the 100V reference. Fig. 8(e) and

Fig. 8(f) show the transient behaviour of the battery output

currents and BESS output voltages between 29.9 minutes and

30.2 minutes.

B. Case Study B. Realistic PV Generation Profile

To verify the performance of the proposed control strategy

for a realistic senario, a PV generation profile was used, based

on one minute resolution temperature and irradiance data from

the NREL Baseline Measurement System in Colorado, for

11am to 12:30pm on July 2nd 2015, shown in Fig. 9(a).

Fig. 9(b) shows the BESS SoC levels, Fig. 9(c) shows the

battery output currents and Fig. 9(d) shows the BESS output
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(c) Battery output currents.
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(d) BESS output voltages.
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(f) Transient BESS output voltages (41.9 minutes to 42.2 minutes).

Fig. 9. Case Study B. Realistic PV generation profile.

voltages. Fig. 9(e) and Fig. 9(f) show the transient behaviour of

the battery output currents and BESS output voltages between

41.9 minutes and 42.2 minutes. As in Case Study A, (i) no

circulating currents, (ii) fast SoC balancing, (iii) no overload

and (iv) plug and play capability are all demonstrated.

IV. CONCLUSION

This paper has presented a multi-agent sliding mode control

strategy for SoC balancing between distributed DC microgrid

BESSs. The proposed control strategy provides significantly

improved operation compared to existing SoC balancing strate-

gies based on linear consensus protocols. By utilising the

full excess capacity of the BESSs, fast SoC balancing is

achieved without circulating currents. Eliminating circulat-

ing currents increases efficiency and reduces battery lifetime

degradation. Real-time digital simulation results have been

presented demonstrating the performance of the proposed

control strategy.

APPENDIX

This appendix provides a rigorous analysis of the conditions

under which the proposed multi-agent sliding mode control

strategy provides SoC synchronisation between the distributed

DC microgrid BESSs.

The dynamics of each BESS i ∈ V are described by the

following system of nonlinear equations:

ẋi(t) = fi(xi, ui),

si(t) = rTi xi(t), (7)

where xi(t) ∈ R
mi is the state of BESS i, ui(t) ∈ R is the

charging/discharging control signal and si(t) ∈ R is the SoC

of BESS i. In this case, the variation of the SoC is described

by the equation

ṡi(t) = rTi fi(xi, ui). (8)

It is assumed that for all i ∈ V and all xi ∈ R
mi ,

rTi fi(xi, 0) = 0. (9)

Also, it is assumed that there exist functions

U1(i
pu
L , x), U2(i

pu
L , x), . . . , UN (ipuL , x) defined for all

ipuL ∈ [−ipumax
L , ipumax

L ] and xi ∈ R
mi such that,

−ipuL = rTi fi
(

xi, Ui(i
pu
L , x)

)

. (10)

Let pi(t) = gi(xi, ui) be the output power of BESS i,
It is assumed that the batteries have charging and discharg-

ing efficiencies between 0% and 100%. Let ǫ0 > 0 be some

given constant. Then,

ṡi(t) ≤ −
pi(t)

Ebatti

≤ (1 + ǫ0)ṡi(t) if ṡi(t) > 0,

ṡi(t) ≤ −
pi(t)

Ebatti

≤ (1− ǫ0)ṡi(t) if ṡi(t) < 0. (11)
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Ebatti is the battery energy capacity. The difference be-

tween ṡi(t) and − pi(t)
Ebatti

is the per-unit charge loss of the

charge/discharge process.

Let P pu
net(t) :=

∑N

i=1
pi(t)
Ebatti

be the net microgrid

load/generation, normalised by the battery energy capacities.

Also, let S0 :=
∑N

i=1 si(0) and,

P̂ pu
net(t) :=

{

1
1+ǫ0

P pu
net(t), P pu

net(t) ≤ 0,
1

1−ǫ0
P pu
net(t), P pu

net(t) > 0.

The following constraints on the SoC of the BESSs must

be satisfied, to prevent overcharging/undercharging:

smin ≤ si(t) ≤ smax, ∀ i ∈ V, (12)

with given constants smax > smin > 0.

To satisfy this requirement, the following assumptions are

required: (a) The BESSs must begin within their allowed SoC

ranges,

smin < si(0) < smax, ∀ i ∈ V. (13)

(b) The BESSs must be able to supply/store the net charge

demanded from them. Therefore, for all T ≥ 0,

S0−

∫ T

0

P̂ pu
net(t) dt ≤ Nsmax, S0−

∫ T

0

P̂ pu
net(t) dt ≥ Nsmin,

(14)

(c) The microgrid must not approach a steady state with zero

demand. Therefore,
∫ T

0

|P pu
net(t)|dt → ∞ as T → ∞. (15)

If condition (c) is not satisfied, SoC synchronisation may

require circulating currents.

The graph between the BESSs G(V, E) is connected and

bidirectional, as specified in Section II. It is assumed that aī
is chosen such that the distributed average current consensus

protocol is much faster than the SoC dynamics. Therefore, the

local estimates of the average per-unit current of the BESSs

participating in the droop control can be treated as being

equal to a common value, i.e. īpuLi(t) = īpu∗L (t), ∀i ∈ V .

This is justified by the observation that even with low band-

width communications, the speed of the dynamic average

consensus protocol will be on the order of seconds, while

at the highest practical rate a BESS will take minutes to be

charged/discharged.

The following sliding mode controller is introduced for each

BESS:

ui(t) =











Ui (̄i
pu
Li(t), xi(t)) , si(t) ≥ Ai(t) and īpuLi(t) > 0,

Ui (̄i
pu
Li(t), xi(t)) , si(t) ≤ Ai(t) and īpuLi(t) < 0,

0, otherwise.

(16)

The closed-loop system belongs to the class of hybrid dynam-

ical systems [33], [34]. Note that this controller is equivalent

to (6).

Finally, it is assumed that there exists a constant ǫ > 0, such

that if P pu
net(t) 6= 0, īpu∗L (t) ∈ [−ipumax

L ,−ǫ] ∪ [ǫ, ipumax
L ].

Otherwise, all of the BESSs would need to operate at their

maximum charging or discharging current, and they would

have no excess current capacity to use for SoC balancing

(without introducing circulating currents).

Theorem A.1: Consider the system (7), (8) with the con-

troller (16) and some functions P pu
net(t), ī

pu∗
L (t). Suppose that

the specified assumptions hold. Then, the constraint (12) holds,

and limt→∞(si(t)− sj(t)) = 0, for all i, j.

Proof of Theorem A.1: The following Lyapunov function is

introduced (see [35]):

V (s1(t), s2(t), . . . , sN (t)) =

N
∑

i=1

|si(t)−Ai(t)|.

Clearly, V (s1(t), s2(t), . . . , sN (t)) ≥ 0, and

V (s1(t), s2(t), . . . , sN (t)) = 0 if and only if

s1(t) = s2(t) = · · · = sN (t).

Furthermore, let V̇ (s1(t), s2(t), . . . , sN (t)) be the derivative

of V (s1(t), s2(t), . . . , sN (t)) along trajectories of the system

(7), (8) with the controller (16). Then, it follows from the

structure of the controller (16) that V̇ (s1(t), s2(t), . . . , sN (t))
is always non-positive. Also, when P pu

net(t) 6= 0 it follows that

V̇ (s1(t), s2(t), . . . , sN (t)) ≤ − ǫ
N

. This, with (15), implies

that V (s1(t), s2(t), . . . , sN (t)) → 0 as t → ∞. Therefore,

lim
t→∞

(

si(t)− sj(t)
)

= 0 ∀ i, j.

The constraint (12) follows from the conditions in (13), (14).

This completes the proof of Theorem A.1, i.e. the SoC levels

of the distributed BESSs synchronise under the proposed

control strategy.
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