
Multi-Channel MAC for Ad Hoc Networks:
Handling Multi-Channel Hidden Terminals Using A Single

Transceiver ∗

Jungmin So
Dept. of Computer Science, and
Coordinated Science Laboratory

University of Illinois at Urbana-Champaign

jso1@uiuc.edu

Nitin Vaidya
Dept. of Electrical and Computer Eng., and

Coordinated Science Laboratory
University of Illinois at Urbana-Champaign

nhv@uiuc.edu

ABSTRACT
This paper proposes a medium access control (MAC) proto-
col for ad hoc wireless networks that utilizes multiple chan-
nels dynamically to improve performance. The IEEE 802.11
standard allows for the use of multiple channels available at
the physical layer, but its MAC protocol is designed only
for a single channel. A single-channel MAC protocol does
not work well in a multi-channel environment, because of
the multi-channel hidden terminal problem. Our proposed
protocol enables hosts to utilize multiple channels by switch-
ing channels dynamically, thus increasing network through-
put. The protocol requires only one transceiver per host,
but solves the multi-channel hidden terminal problem us-
ing temporal synchronization. Our scheme improves net-
work throughput significantly, especially when the network
is highly congested. The simulation results show that our
protocol successfully exploits multiple channels to achieve
higher throughput than IEEE 802.11. Also, the performance
of our protocol is comparable to another multi-channel MAC
protocol that requires multiple transceivers per host. Since
our protocol requires only one transceiver per host, it can
be implemented with a hardware complexity comparable to
IEEE 802.11.

Categories and Subject Descriptors
C.2.2 [Computer-Communication Networks]: Network
Protocols

General Terms
Algorithms
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1. INTRODUCTION
IEEE 802.11 standard for wireless LAN [1] provides mul-

tiple channels available for use. The IEEE 802.11b physi-
cal layer (PHY) has 14 channels, 5MHz apart in frequency
[1]. However, to be totally non-overlapping, the frequency
spacing must be at least 30MHz. So channels 1, 6 and 11
are typically used for communication in current implemen-
tations, and thus we have 3 channels for use. IEEE 802.11a
provides 12 channels, 8 in the lower part of the band for
indoor use and 4 in the upper part for outdoor use [2].

By exploiting multiple channels, we can achieve a higher
network throughput than using one channel, because multi-
ple transmissions can take place without interfering. How-
ever, the MAC protocol of IEEE 802.11 Distributed Coordi-
nate Function (DCF) is designed for sharing a single chan-
nel between hosts. Designing a MAC protocol that exploits
multiple channels is not an easy problem, due to the fact
that each of current IEEE 802.11 device is equipped with
one half-duplex transceiver. The transceiver is capable of
switching channels dynamically, but it can only transmit or
listen on one channel at a time. Thus, when a host is listen-
ing on a particular channel, it cannot hear communication
taking place on a different channel. Due to this, a new type
of hidden terminal problem occurs in this multi-channel en-
vironment, which we refer to as multi-channel hidden termi-
nal problem (we identify this problem in more detail in Sec-
tion IV). So a single-channel MAC protocol (such as IEEE
802.11 DCF) does not work well in a multi-channel environ-
ment where nodes may dynamically switch channels.

In this paper, we propose a MAC protocol which enables
hosts to dynamically negotiate channels such that multiple
communication can take place in the same region simultane-
souly, each in different channel. The network we consider is
an ad hoc network that does not rely on infrastructure, so
there is no central authority to perform channel manage-
ment. The main idea is to divide time in to fixed-time in-
tervals using beacons, and have a small window at the start
of each interval to indicate traffic and negotiate channels for
use during the interval. A similar approach is used in IEEE



802.11’s power saving mechanism (PSM) [1], as explained in
Section III.

As reviewed in Section II, several MAC protocols are pro-
posed that use multiple channels to improve throughput.
But all of them either require multiple transceivers per host
or do not solve the multi-channel hidden terminal prob-
lem, resulting in degraded performance. To the best of
our knowledge, this is the first protocol that requires only
one transceiver per host, but still solves the hidden terminal
problem in a multi-channel environment. Since the protocol
requires one transceiver per host, it can be implemented with
a hardware complexity comparable to IEEE 802.11, unlike
other multi-channel MAC protocols that require multiple
transceivers.

The rest of the paper is organized as follows. Section II
reviews the related work. Section III provides some back-
ground information. Section IV identifies the multi-channel
hidden terminal problem, and explains the problem of using
a single-channel MAC protocol in a multi-channel environ-
ment. Section V presents our proposed protocol in detail.
Section VI describes the simulation model we use, and also
discusses the results of our simulations. Section VII dis-
cusses some issues in our protocol and possible improve-
ments. Finally, Section VIII concludes the paper.

2. RELATED WORK
There are many related papers that study the benefit of

using multiple channels. Dual Busy Tone Multiple Access [3]
divides a common channel into two sub-channels, one data
channel and one control channel. Busy tones are transmit-
ted on a separate control channel to avoid hidden terminals,
while data is transmitted on the data channel. This scheme
uses only one data channel and is not intended for increasing
throughput using multiple channels.

Hop Reservation Multiple Access [4] is a multi-channel
protocol for networks using slow frequency hopping spread
spectrum (FHSS). The hosts hop from one channel to an-
other according to a predefined hopping pattern. When two
hosts agree to exchange data by an RTS/CTS handshake,
they stay in a frequency hop for communication. Other
hosts continue hopping, and more than one communication
can take place on different frequency hops. Receiver Initi-
ated Channel-Hopping with Dual Polling [5] takes a similar
approach, but the receiver initiates the collision avoidance
handshake instead of the sender. These schemes can be im-
plemented using only one transceiver for each host, but they
only apply to frequency hopping networks, and cannot be
used in systems using other mechanisms such as direct se-
quence spread spectrum (DSSS).

Nasipuri et al. [6] propose a multi-channel CSMA pro-
tocol with “soft” channel reservation. If there are N chan-
nels, the protocol assumes that each host can listen to all N
channels concurrently. A host wanting to transmit a packet
searches for an idle channel and transmits on that idle chan-
nel. Among the idle channels, the one that was used for the
last successful transmission is preferred. In [7] the proto-
col is extended to select the best channel based on signal
power observed at the sender. These protocols require N
transceivers for each host, which is very expensive.

Wu et al. [8] propose a protocol that assigns channels dy-
namically, in an on-demand style. In this protocol, called
Dynamic Channel Assignment (DCA), they maintain one
dedicated channel for control messages and other channels
for data. Each host has two transceivers, so that it can
listen on the control channel and the data channel simul-
taneously. RTS/CTS packets are exchanged on the control
channel, and data packets are transmitted on the data chan-
nel. In RTS packet, the sender includes a list of preferred
channels. On receiving the RTS, the receiver decides on a
channel and includes the channel information in the CTS
packet. Then, DATA and ACK packets are exchanged on
the agreed data channel. Since one of the two transceivers is
always listening on the control channel, multi-channel hid-
den terminal problem does not occur. This protocol does
not need synchronization and can utilize multiple channels
with little control message overhead. But it does not per-
form well in an environment where all channels have the
same bandwidth. When the number of channels is small,
one channel dedicated for control messages can be costly.
In case of IEEE 802.11b, only 3 channels are available, so
having one control channel results in 33% of the total band-
width as the control overhead. On the other hand, if the
number of channels is large, the control channel can become
a bottleneck and prevent data channels from being fully uti-
lized.

Jain et al. [9] propose a protocol that uses a scheme simi-
lar to [8] that has one control channel and N data channels,
but selects the best channel according to the channel con-
dition at the receiver side. The protocol achieves through-
put improvements by intelligently selecting the data chan-
nel, but still has the same disadvantages as DCA.

Compared to the above works, our protocol operates with
one transceiver per host. Also, it does not require a ded-
icated control channel. Instead, our scheme requires clock
synchronization among all the hosts. At the start of each
interval, we require all hosts to listen to a common channel
in order to exchange traffic indication messages. During this
interval hosts do not exchange data packets. So this dura-
tion of time is an overhead in our scheme. However, as we
will see in later sections, it achieves better throughput than
maintaining a separate control channel.

3. PRELIMINARIES
In this section, we present some background information

on IEEE 802.11’s DCF and power saving mechanism.

3.1 IEEE 802.11 Distributed Coordination
Function (DCF)

In IEEE 802.11 DCF, a node reserves the channel for data
transmission by exchanging RTS/CTS messages with the
target node. When a node wants to send packets to another
node, it first sends an RTS (Ready to Send) packet to the
destination. The receiver, on processing the RTS, replies by
sending a CTS (Clear to Send) packet to the sender. RTS
and CTS packets include the expected duration of time for
which the channel will be in use. Other hosts that overhear
these packets must defer their transmission for the duration
specified in the packets. For this reason, each host main-
tains a variable called the Network Allocation Vector (NAV)



that records the duration of time it must defer its transmis-
sion. This whole process is called Virtual Carrier Sensing,
which allows the area around the sender and receiver to be
reserved for communication, thus avoiding the hidden ter-
minal problem [10].

Figure 1 illustrates the operation of IEEE 802.11 DCF.
When node B is transmitting a packet to node C, node A
overhears the RTS packet and sets its NAV until the end
of ACK, and node D overhears the CTS packet and sets
its NAV until the end of ACK. After the transmission is
completed, the stations wait for DIFS and then contend for
the channel. In this figure, node B is a hidden terminal to
node D. Without virtual carrier sensing, D would not know
of B’s transmission. So D may start transmitting a packet
to C while B is transmitting, which results in a collision at
C.
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Time

Contention Window
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Figure 1: Operation of IEEE 802.11 DCF.

If a node has a packet to send but observes the channel to
be busy, it performs a random backoff by choosing a back-
off counter no greater than an interval called the contention
window. Each host maintains a variable cw, the contention
window size, which is reset to a value CWmin when the node
is initiated. Also, after each successful transmission, cw is
reset to CWmin. After choosing a counter value, the node
will wait until the channel becomes idle, and start decre-
menting the counter. The counter is decremented by one
after each “time slot”, as long as the channel is idle. If the
channel becomes busy, the node will freeze the counter until
the channel is free again. When the backoff counter reaches
zero, the node will try to reserve the channel by sending
an RTS to the target node. Since two nodes can pick the
same backoff counter, the RTS packet may be lost because
of collision. Since the probability of collision gets higher as
the number of nodes increases, a sender will interpret the
absence of a CTS as a sign of congestion. In this case, the
node will double its contention window to lower the proba-
bility of another collision.

Before transmitting a packet, a node has to wait for a
small duration of time even if the channel is idle. This is
called interframe spacing. Four different intervals enable
each packet to have different priority when contending for
the channel. SIFS, PIFS, DIFS, and EIFS are the four in-
terframe spacings, in order of increasing length. A node
waits for a DIFS before transmitting an RTS, but waits for
a SIFS before sending a CTS or an ACK. Thus, an ACK
packet will win the channel when contending with RTS or
DATA packets because the SIFS duration is smaller than a
DIFS.

3.2 IEEE 802.11 Power Saving Mechanism
In this section, we describe IEEE 802.11 PSM to explain

how ATIM windows are used. A node can save energy by
going into doze mode. In doze mode, a node consumes much
less energy compared to normal mode, but cannot send or
receive packets. It is desirable for a node to enter the doze
mode only when there is no need for exchanging data. In
IEEE 802.11 PSM, this power management is done based
on Ad hoc Traffic Indication Messages (ATIM). Time is di-
vided into beacon intervals, and every node in the network
is synchronized by periodic beacon transmissions. So every
node will start and finish each beacon interval at about the
same time.

Figure 2 illustrates the process of IEEE 802.11 PSM. At
the start of each beacon interval, there exists an interval
called the ATIM window, where every node should be in the
awake state. If node A has buffered packets for B, it sends
an ATIM packet to B during this interval. If B receives this
message, it replies back by sending an ATIM-ACK to A.
Both A and B will then stay awake for that entire beacon
interval. If a node has not sent or received any ATIM pack-
ets during the ATIM window (e.g., node C in Figure 2), it
enters doze mode until the next beacon time.

Time

Doze mode

ATIM Window ATIM Window

Beacon Interval

ATIM

ATIM-ACK ACK

DATA
BeaconA

B

C

Figure 2: Operation of IEEE 802.11 PSM.

4. ISSUES IN MULTI-CHANNEL
ENVIRONMENT

In this section, we describe a new type of hidden termi-
nal problem [10] pertaining to multi-channel environment,
which we call the multi-channel hidden terminal problem.
For the sake of illustration, we start with a simple multi-
channel MAC protocol that does not address this problem.

The protocol is similar to [8], except it assumes each node
has one transceiver. Suppose there are N channels avail-
able. One channel is dedicated for exchanging control mes-
sages (control channel), and all the other channels are for
data. When a node is neither transmitting or receiving, it
listens to the control channel. When node A wants to trans-
mit a packet to node B, A and B exchange RTS and CTS
messages to reserve the channel as in IEEE 802.11 DCF.
RTS and CTS messages are sent on the control channel.
When sending an RTS, node A includes a list of channels
it is willing to use. Upon receiving the RTS, B selects a
channel and includes the selected channel in the CTS. After
that, node A and B switch their channels to the agreed data
channel and exchange the DATA and ACK packets. When



this handshake is done, node A and B immediately switch
to the control channel.

Now consider the scenario in Figure 3. Node A has a
packet for B, so A sends an RTS on Channel 1 which is the
control channel. B selects Channel 2 for data communica-
tion and sends a CTS back to A. The RTS and CTS mes-
sages should reserve Channel 2 in the transmission ranges
of A and B, no collision occurs. However, when node B
sent the CTS to A, node C was busy receiving on another
channel, so it did not hear the CTS. Not knowing that B is
receiving on Channel 2, C might initiate a communication
with D, and end up selecting Channel 2 for communication.
This will result in collision at node B.

A B C D

RTS

CTS (2)

DATA

ACK

RTS

CTS (2)

DATA

Collision

TimeChannel 3

Channel 2

Channel 2

Channel 1

Channel 2

Channel 3

Figure 3: A scenario showing the hidden terminal
problem in multi-channel environment. Channel 1
is the control channel. Since C was listening on one
of the data channels when B sent a CTS, C does not
know about communication between A and B.

The above problem occurs due to the fact that nodes may
listen to different channels, which makes it difficult to use
virtual carrier sensing to avoid the hidden terminal prob-
lem. If there was only one channel that every node listens
to, C would have heard the CTS and thus deferred its trans-
mission. Thus, we call the above problem the multi-channel
hidden terminal problem. As presented in the next section,
we solve this problem using synchronization, similar to IEEE
802.11 PSM.

5. PROPOSED MULTI-CHANNEL MAC
(MMAC) PROTOCOL

In this section, we present our proposed scheme. Before
describing the protocol in detail, we first summarize our as-
sumptions.

• N channels are available for use and all channels have
the same bandwidth. None of the channels overlap, so

the packets transmitted on different channels do not
interfere with each other. Hosts have prior knowledge
of how many channels are available.

• Each host is equipped with a single half-duplex
transceiver. So a host can either transmit or listen,
but cannot do both simultaneously. Also, a host can
listen or transmit on only one channel at a time. So
when listening to one channel, it cannot carrier sense
on other channels. Unlike our scheme, many other
multi-channel MAC protocols require each host to have
multiple transceivers [11, 9, 8].

• The transceiver is capable of switching its channel dy-
namically. The time elapsed for switching the channel
is 224µs [1].

• Nodes are synchronized, so that all nodes begin their
beacon interval at the same time. Clock synchroniza-
tion can be achieved using either out-of-band solutions
such as GPS, [12], or in-band solutions. If an out-of-
band solution can be used, no additional overhead is
imposed on the channels used by our protocol. How-
ever, if an in-band solution is used, we need to consider
the overhead of synchronization. To model this over-
head, we implement beaconing mechanism similar to
IEEE 802.11 timing synchronization function (TSF)
[1] in our simulations (all beacons are sent on a com-
mon default channel explained later). The issue of
clock synchronization is discussed further in Section
7.

Now we describe our proposed scheme in detail. From
now on, our protocol will be referred as Multi-channel MAC
(MMAC).

5.1 Preferable Channel List (PCL)
Each node maintains a data structure called the Prefer-

able Channel List (PCL), that indicates which channel is
preferable to use for the node. PCL records the usage of
channels inside the transmission range of the node. Based
on this information, the channels are categorized into three
states.

• High preference (HIGH): This channel has already been
selected by the node for use in the current beacon in-
terval. If a channel is in this state, this channel must
be selected. For each beacon interval, at most one
channel can be in this state at each node.

• Medium preference (MID): This channel has not yet
been taken for use in the transmission range of the
host. If there is no HIGH state channels, a channel in
this state will be preferred.

• Low Preference (LOW): This channel is already taken
by at least one the node’s immediate neighbors. To
balance the channel load as much as possible, there is
a counter for each channel in the PCL to record how
many source-destination pairs plan to use the channel
for the current interval. If all channels are in LOW
state, a node selects the channel with the smallest
count.



The channel states are changed in the following way:

• All the channels in the PCL are reset to MID state
when the node is powered up, and at the start of each
beacon interval.

• If the source and destination nodes agree upon a chan-
nel, they both record the channel to be in HIGH state.

• If a node overhears an ATIM-ACK or ATIM-RES
packet (explained in the next section), it changes the
state of the channel specified in the packet to be LOW,
if it was previously in the MID state. When the state
of a channel changes from MID to LOW, the associated
counter is set to one. If the channel was previously in
HIGH state, it stays in the HIGH state. If the chan-
nel was already in the LOW state, the counter for the
channel is incremented by one.

5.2 Channel Negotiation during ATIM
Window

In MMAC, periodically transmitted beacons divide time
into beacon intervals. A small window called the ATIM win-
dow is placed at the start of each beacon interval (we use
the term “ATIM” as in IEEE 802.11 PSM, although it is
used for a different purpose in our protocol). The nodes
that have packets to transmit negotiate channels with the
destination nodes during this window. In the ATIM win-
dow, every node must listen to the default channel. The
default channel is one of the multiple channels, which is
predefined so that every node knows which channel is the
default channel. During the ATIM window, all nodes listen
on the default channel, and beacons and ATIM packets are
transmitted on this channel. Note that outside the ATIM
window, the default channel is used for sending data, similar
to other channels.

If node S has buffered packets destined for D, it will no-
tify D by sending an ATIM packet. S includes its preferable
channel list (PCL) in the ATIM packet. D, upon receiving
the ATIM packet, selects one channel based on the sender’s
PCL and its own PCL. As explained in the next section, the
receiver’s PCL has higher priority in selecting the channel.
After D selects a channel, it includes the channel informa-
tion in the ATIM-ACK packet and sends it to S. When S
receives the ATIM-ACK packet, it sees if it can also se-
lect the channel specified in the ATIM-ACK. S can select
the specified channel only except when S has already se-
lected another channel (according to rules for selecting the
channel, explained in the subsequent section). If S selects
the channel specified in the ATIM-ACK, S sends an ATIM-
RES packet to the D, with S’s selected channel specified in
the packet. The ATIM-RES (ATIM-Reservation) is a new
type of packet used in our scheme, which is not in IEEE
802.11 PSM. The ATIM-RES packet notifies the nodes in
the vicinity of S which channel S is going to use, so that the
neighboring nodes can use this information to update their
PCL. Similarly, the ATIM-ACK packet notifies the nodes
in the vicinity of D. After the ATIM window, S and D will
switch to the selected channel and start communicating by
exchanging RTS/CTS.

If S cannot select the same channel as D, because it has
already selected another channel, it cannot send packets to

D during the beacon interval. It has to wait for the next
beacon interval to negotiate channels again. Even though
S finishes transmitting all the scheduled packets on the se-
lected channel during the beacon interval, it has to buffer
all the packets destined for D until the next beacon interval.
Since this can be a waste of bandwidth, we may want to let
S send packets to D by switching its channel to the same
channel as D in the beacon interval. This issue is discussed
in more detail in Section VII.

When multiple nodes start sending ATIM packets at the
beginning of a beacon interval, ATIM packets will collide
with each other. To avoid such collisions, each node waits
for a random backoff interval before transmitting an ATIM
packet. The backoff interval is chosen in the
range [0, CWmin]. As RTS and CTS packets, ATIM and
ATIM-ACK packets also include NAV information to avoid
hidden terminal problems in a multi-hop network.

Note that the receiver can always select a channel for
use. Even if all the channels are selected for use in the re-
ceiver’s transmission range, the receiver can select one of the
channels. This is possible because the sender and receiver
still exchange RTS/CTS before sending DATA packet, after
the ATIM window. If two source-destination pairs that are
closely placed choose the same channel, they will have to
contend with each other just as in original IEEE 802.11.

Power saving is not the main goal of our protocol, but
a node may save power by going into doze mode, if it has
not transmitted or received ATIM packets during the ATIM
window. The possibility of integration with IEEE 802.11
PSM is one advantage of our protocol. However, in our sim-
ulations, nodes do not go into doze mode.

5.3 Rules for Selecting the Channel
When a node receives an ATIM packet, it selects a chan-

nel and notifies the sender by including the channel informa-
tion in the ATIM-ACK packet. The receiver tries to select
the “best” channel based on information included in the
sender’s PCL (preferable channel list) and its own PCL. By
the best channel we mean the channel with the least sched-
uled traffic, as elaborated below. This selection algorithm
attempts to balance the channel load as much as possible,
so that bandwidth waste caused by contention and back-
off is reduced. For this reason, we count the number of
source-destination pairs that have selected the channel by
overhearing ATIM-ACK and ATIM-RES packets and select
the one with the lowest count. This scheme assumes that ev-
ery source-destination pair will deliver the same amount of
traffic in a beacon interval, which may not be true. A better
approach may be to count the number of packets scheduled
to be transmitted on the channel in the beacon interval. To
do this, the source needs to include the number of pending
packets in the ATIM packet. We take the former approach
in this paper and discuss the latter approach in section VI.

Here we describe the channel selection algorithm in detail.
Suppose that node A has packets for B and thus sends an
ATIM packet to B during the ATIM window, with A’s PCL
included in the packet. On receiving the ATIM request from
A, B decides which channel to use during the beacon inter-



val, based on its PCL and A’s PCL. The selection procedure
used by B is described as follows.

1. If there is a HIGH state channel in B’s PCL, this chan-
nel is selected.

2. Else if there is a HIGH state channel in A’s PCL, this
channel is selected.

3. Else if there is a channel which is in the MID state
at both A and B, it is selected. If there are multiple
channels in this state, one is selected arbitrarily.

4. Else if there is a channel which is in the MID state
at only one side, A or B, it is selected. If there are
multiple of them, one is selected arbitrarily.

5. If all of the channels are in the LOW state, add the
counters of the sender’s PCL and the receiver’s PCL.
The channel with the least count is selected. Ties are
broken arbitrarily.

After selecting the channel, B sends an ATIM-ACK packet
to A, specifying the channel it has chosen. When A receives
the ATIM-ACK packet, A will see if it can also select the
channel specified in the ATIM-ACK packet. If it can, it will
send an ATIM-RES packet to B, with A’s selected channel
specified in the packet. If A cannot select the channel which
B has chosen, it does not send an ATIM-RES packet to B.

The process of channel negotiation and data exchange in
MMAC is illustrated in Figure 4. During the ATIM win-
dow, A sends ATIM to B and B replies with ATIM-ACK
indicating to use channel 1. This ATIM-ACK is overheard
by C, so channel 1 will be in LOW state in C’s PCL. When
D sends ATIM to C, C selects channel 2. After the ATIM
window, the two communications (between A and B, and C
and D) can take place simultaneously.

Time

ATIM Window

Beacon Interval
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BeaconA
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Figure 4: Process of channel negotiation and data
exchange in MMAC.

6. PERFORMANCE EVALUATION
In this section we evaluate the performance of our pro-

tocol by simulation. We compare our scheme with IEEE
802.11, and the Dynamic Channel Assignment (DCA) pro-
tocol [8] (DCA was explained in section II). Recall that the

DCA protocol uses a separate channel for exchanging control
messages and uses other channels for data. This approach
is also taken by [9, 13]. We used two metrics to evaluate the
performance of our protocol.

1. Aggregate throughput over all flows in the network:
Our protocol is expected to increase the total through-
put of the network by exploiting multiple channels.
Thus, this metric will directly show how our proto-
col achieves this goal. Ideally, a multi-channel MAC
will improve the total throughput by a factor of N
over a single-channel MAC given that N data chan-
nels are available. This throughput can be achieved
if every node has N transceivers. However, with one
transceiver per node, the ideal throughput cannot be
achieved due to the overhead required for negotiating
channels and avoiding the hidden terminal problem.
As mentioned earlier, the goal of our protocol is to
achieve performance benefit from using multiple chan-
nels with one transceiver per node.

2. Average packet delay over all flows in the network:
Average packet delay is the duration between the time
when the Link layer of the sender receives a packet to
send, and the time the packet reaches the destination.
So the delay is the sum of delays for queueing, back-
off, channel negotiation and transmission delay. The
queue size at each node is 50 packets. We ignore lost
packets in the average delay metric.

6.1 Simulation Model
For simulations, we have used ns-2 [14] with CMU wireless

extensions [15]. Simulations are performed in two network
scenarios, wireless LAN and multi-hop networks. The bit
rate for each channel is 2Mbps. The transmission range of
each node is approximately 250m and the beacon interval
is set to 100ms. Each source node generates and transmits
constant-bit rate (CBR) traffic. Each simulation was per-
formed for a duration of 40 seconds. Each data point in the
result graphs is an average of 30 runs.

Unless otherwise specified, we assume 3 channels. Also
we assume packet size is 512 bytes, and ATIM windows are
20ms unless specified otherwise. The parameters we vary
are: number of nodes in the network, the packet arrival rate
of CBR traffic, ATIM window size, and number of channels.

6.1.1 Wireless LAN
In the simulated wireless LAN, all nodes are within each

other’s transmission range. So every source node can reach
its destination in a single hop. The number of nodes we
used are 6, 30, and 64. For each scenario, half of the nodes
are sources and the other half are destinations. So a source
has at most one destination. The impact of a source hav-
ing multiple destinations or a destination having multiple
sources is not studied in this scenario, but it is studied in
the multi-hop network scenario.

First, we examine the throughput and packet delay vary-
ing the network load. We use the packet arrival rate of CBR
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Figure 5: Aggregate Throughput vs. Packet Arrival Rate in a wireless LAN.
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Figure 6: Average Packet Delay vs. Packet Arrival Rate in a wireless LAN.

flows to vary the network load. After that, we study the im-
pact of ATIM window size and number of available channels
on the throughput.

6.1.2 Multi-hop network
For a multi-hop network, 100 nodes are randomly placed

in a 500m × 500m area. 40 nodes are randomly chosen to
be sources, and 40 nodes are chosen to be destinations. A
node may be the source for multiple destinations and a node
may be the destination for multiple sources. In a multi-hop
network, we study the situation where different traffic loads
are present in different regions, which is not done in the
wireless LAN scenario.

6.2 Simulation Results
Simulation results are presented in this section. In the

graphs, the curves labeled as “802.11” refer to original IEEE
802.11 single channel MAC, the curves labeled as “DCA” in-
dicate the DCA protocol from [8], and the curves labeled as
“MMAC” indicate our proposed scheme.

First we present results from simulations performed for
a wireless LAN. Figure 5 shows the aggregate throughput
of different protocols as the network load increases. The
network sizes are 6, 30, and 64 nodes in Figure 5(a), (b),
and (c) respectively. When network load is low, all proto-

cols perform similarly. As network load draws near sat-
uration, MMAC performs significantly better than IEEE
802.11, and also does better than DCA. Since there are 3
channels, DCA uses 1 channel for control packets and other
2 channels for data. By using this separate control chan-
nel, DCA achieves almost twice the throughput of IEEE
802.11. But as the number of channel increases, the through-
put improvement of DCA for the added channel becomes
less, because of bottleneck on control channel, as we will see
later. MMAC uses all 3 channels for data exchange, but
cannot achieve 3 times as much throughput compared to
IEEE 802.11 because of its overhead for channel negotiation.
The overheads in MMAC are periodic beacon transmissions
and ATIM packets. As the graphs show, MMAC performs
20%-30% better than DCA. The throughput improvement
of MMAC over DCA may not be dramatic, but it is im-
portant that MMAC achieves this throughput using only a
single transceiver per node.

Figure 6 shows the average packet delay of the protocols
as the network load increases. The difference between IEEE
802.11 and other protocols in delay is due to the fact that
with only one channel, a packet has to wait longer to use
the channel when the network load is high. When comparing
DCA and MMAC, MMAC shows higher delay in the network
scenario with 6 nodes. Then the delay of the two protocols
becomes similar with 30 nodes, and MMAC outperforms
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Figure 7: Aggregate Throughput vs. Packet Arrival Rate in a multi-hop network. Packet size is 512 bytes.
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Figure 8: Aggregate Throughput vs. Packet Arrival Rate in a multi-hop network. Packet size is 1024 bytes.

DCA in 64-node scenario. When the number of nodes are
small, MMAC shows higher delay because packets have to
wait during the channel negotiation phase (ATIM window).
But when the number of nodes becomes large, DCA suffers
from high contention at the control channel which results
in high packet delay. MMAC does not have this problem,
because it does not maintain a separate channel for control
messages.

Now we look at results from a multi-hop network. As
stated in the previous section, in our multi-hop network
simulations, a node can be a source for multiple destina-
tions, or it can be a destination for multiple sources. Figure
7 shows the aggregate throughput of different protocols as
the network load increases. Three and four channels are
used in Figure 7(a) and 7(b) respectively. In 7(a), MMAC
performs better than DCA, but the difference is smaller than
in the wireless LAN case. This is due to the following rea-
sons. First, in a multi-hop network, all 3 channels may
not be fully utilized throughout the entire area. In the re-
gion where the network can benefit from having the third
channel, MMAC does better than DCA. But in the region
where only two channels are needed, DCA does better than
MMAC because it can utilize 2 data channels without ATIM
window overhead. Second, in MMAC, if a node has flows
to two different destinations, each destination may choose

a different channel and one flow may have to wait for an
entire beacon interval to negotiate the channel again. Also,
if a node is a destination for two flows from other sources,
these two flows must be transmitted on the same channel,
reducing the benefit of having multiple channels. As the
network load becomes very high, throughput of DCA drops
faster than MMAC. This is because a single control channel
is shared by every node in DCA. When the network load
is very high, the collision rate of control packets increases,
degrading the throughput. We call this control channel sat-
uration.

The impact of control channel saturation is also shown
in Figure 7(b). MMAC gains significant benefit from not
having a dedicated control channel. In [8], it is shown that
the maximum number of channels that can be fully utilized
using DCA is Ld/3Lc, given that Ld is the data packet size
and Lc is the control packet size. But even when the number
of channels is less than Ld/3Lc, the throughput suffers from
high contention among the control packets, especially when
the network load is high. The impact of control channel
saturation can be reduced if larger packets are used, be-
cause less control message are needed to transmit the same
amount of data.The results using larger packets are shown
in Figure 8(a) and 8(b). As the results show, MMAC only
does slightly better than DCA, both with three and four
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Figure 9: Average Packet Delay vs. Packet Arrival Rate in a multi-hop network.

channels. However, MMAC achieves this improvement with
simpler hardware than DCA.

Figure 9(a) and 9(b) shows the average packet delay of
the protocols as the network load increases. Packet size
is again 512 bytes in these graphs. With three channels,
MMAC shows higher delay than DCA, even though MMAC
achieves higher throughput. This is due to the same reasons
explained in the wireless LAN scenario. However, when four
channels are available, MMAC shows lower delay than DCA.
We can see that the average packet delay of DCA is almost
the same with three and four channels. This is because DCA
does not benefit from having one more channel because of
control channel saturation, as previously mentioned. But
MMAC benefits from having the fourth channel and the
average delay becomes lower. ATIM window overhead in
MMAC does not increase with the number of channels, as
long as the ATIM window is long enough to exchange all the
ATIM messages necessary.

We have fixed the ATIM window size to 20ms so far in
this paper. But this may be undesirable due to the follow-
ing reason. When there are small number of flows in the
network, using 20% of each beacon interval for exchanging
ATIM messages is wasteful. Much of the time the channel
will be left as idle, because data packets are not allowed to be
transmitted in this interval. On the other hand, if there are
very large number of flows in the network, a longer ATIM
window would be needed to exchange all the ATIM mes-
sages between nodes to negotiate channels. Thus the ATIM
window size affects the throughput of MMAC protocol1. To
study this impact, aggregate throughput is measured us-
ing different ATIM window sizes and shown in Figure 10.
The three curves show results for 256, 512 and 1024 bytes
of packet size. For this network scenario, an ATIM win-
dow size of around 15-20ms is shown to be the best for
throughput. When the ATIM window size is too small, not
all nodes can exchange ATIM messages and negotiate chan-
nels during this interval. Nodes that have not successfully
exchanged ATIM messages stay on the default channel. So
the multiple channels cannot be fully utilized, resulting in
degraded throughput. If the ATIM window size is too large,

1A similar observation about the impact of ATIM window
on IEEE 802.11 PSM is reported in [16, 17].

the throughput decreases because no benefit is obtained with
increased overhead from having a longer ATIM window. The
optimal ATIM window size depends mainly on the number
of flows in the beacon interval, because an ATIM packet ex-
change is required for each flow. Since the number of flows
is often dynamically changed, it is desirable to also make the
ATIM window size adapt to the network situation. Chang-
ing ATIM window size dynamically to achieve maximum
throughput is left as a future work 2.
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dow Size in a multi-hop network.

Finally, we measured the throughput of different proto-
cols varying number of channels. This simulation was done
for a wireless LAN with 30 nodes. We used 512 bytes for
packet size, and the number of channels vary from 3 to 6.
The results are shown in Figure 11. In the graphs, “MMAC-
3” indicates MMAC protocol with 3 channels, and “DCA-4”
refers to DCA protocol with 4 channels. The throughput of
IEEE 802.11 is also shown in the graphs. Because of con-
trol channel saturation, DCA does not benefit from having
additional channels when the number of channels becomes
larger. MMAC does better than DCA with the same number
of channels, especially when the network load is high.

2Changing ATIM window size dynamically to improve
throughput in IEEE 802.11 PSM is studied in [17].
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Figure 11: Aggregate Throughput vs. Packet Arrival Rate in a wireless LAN (30 nodes).

DCA and MMAC have their own ways to avoid the hidden
terminal problem and access multiple channels dynamically.
DCA uses one separate channel to exchange control packets,
whereas MMAC uses ATIM windows to negotiate channels.
In DCA, the bandwidth of the control channel has a major
impact on the performance. In MMAC, the ATIM window
size takes the role. Under our simulation model, MMAC,
which uses simpler hardware than DCA, performed better
than DCA.

In our simulations, we assume that all channels have the
same bandwidth, as in IEEE 802.11 specification. However,
if we can control the bandwidth of data and control channels,
performance of the DCA protocol can be improved further
by tuning the control channel bandwidth properly. The opti-
mal control channel bandwidth in DCA depends on the traf-
fic load, just as the optimal ATIM window size in MMAC.
Even though as of now we do not have a scheme that dy-
namically controls ATIM windows size based on traffic load,
it is much easier to adjust ATIM window size dynamically
than to adjust bandwidth of the channels. Because of this
reason, MMAC has higher flexibility than DCA.

7. DISCUSSION
In this section, we discuss some issues to be considered

regarding our scheme and possible ways to improve it.

As stated earlier, the MMAC protocol requires all clocks
in the network to be synchronized, so that all nodes start
a beacon interval at the same time. Clock synchronization
can be achieved using either out-of-band (such as GPS) or
in-band solutions. If the nodes are capable of using an out-
of-band solution for synchronization, no additional overhead
is imposed on channels used by our protocol. However, if
an in-band solution is used, it imposes an additional over-
head which might affect the performance of the protocol.
To model the overhead, we have implemented the beacon-
ing mechanism similar to IEEE 802.11 TSF, which works as
follows. At the start of a beacon interval, each node waits for
a random delay and transmits a beacon. If a node receives
a beacon before transmitting its own beacon, it suppresses
and does not transmit its beacon. Since the beacons model

the overhead of synchronization, if an out-of-band solution
can be used, our protocol will perform better than what our
simulations show, since the overhead of beacons will not be
necessary.

The beaconing mechanism we use in our simulations is
meant to model the potential overhead of synchronization.
IEEE 802.11 TSF is designed for wireless LANs, where all
nodes are within transmission range of each other. IEEE
802.11 TSF can be applied to multi-hop networks, but in
rare cases it may fail to synchronize a multi-hop network,
because of the following problem.

Consider the scenario in Figure 12. At the start of a bea-
con interval, each node chooses a random delay and trans-
mits a beacon. It might happen that node A always trans-
mits a beacon before B, and node D always transmits a
beacon before C. Then the clocks of (A, B) and (C, D) may
drift away, because they never exchange beacons.

A B C D

Figure 12: A chain topology of 4 nodes.

One approach to avoid this problem may be to have a
node not suppress its beacon transmission even if they re-
ceive a beacon. This scheme will solve the problem, but the
cost is significant, because all nodes transmit beacons at ev-
ery beacon interval. Another approach may be to have each
node transmits beacon with a probability p at each beacon
interval. Developing a scheme for clock synchronization in
multi-hop network is outside the scope of this paper.

Also, [18] argues that even if we can achieve clock syn-
chronization, two partitioned network might not be able to
discover each other if their schedules are totally out of syn-
chronization such that the ATIM windows do not overlap.
We do not address this problem in this paper.

In MMAC, nodes switch to the common channel at the
beginning of each beacon interval. However, if a node starts



transmitting a data packet near the end of a beacon interval,
the time when the node switches its channel may be pushed
back. In this case, the node might miss the ATIM packets
sent by other nodes. To prevent this, nodes refrain from
transmitting a packet if the time left for the current beacon
interval is less than the transmission time of the packet.

When a node is sending packets to two different desti-
nations, these two destination nodes may select a different
channel. For example, suppose that we have nodes A, B
and C in the network, as in Figure 13. Node A has some
packets destined for B and others destined for C. During
channel negotiation, node B selects channel 1 and node C
selects channel 2. If A selects channel 1, it can only transmit
packets destined for B, and all the packets destined for C
must wait until next beacon interval to negotiate the chan-
nel again. This behavior of MMAC protocol raises several
issues. First, to avoid head of line blocking problem, the
packets that cannot be transmitted because of channel mis-
match must be kept in a separate buffer, and restored to the
queue at the end of the beacon interval. This complicates
the queue management. Also, it is possible that the same
channels are selected by each node in the subsequent beacon
intervals, starving the flow from A to C. In our scheme, if
node A has to send ATIM packets to B and C, A chooses ran-
domly which one to send the packet to first. This random-
ness should prevent complete starvation, although there can
be short-term unfairness among the flows. Instead of ran-
domly choosing among the destinations, node A can send
an ATIM packet first to the destination which is the target
node of the first packet in its queue. This modification will
improve the fairness of the protocol.

A

B C

Channel 1

Channel 1 Channel 2

ATIM ATIM

ATIM-ACK
(1)

ATIM-ACK
(2)

Figure 13: An example network scenario. Assume
there are other nodes in the vicinity of these three
nodes, that affect the PCL of these three nodes.
Node A has packets for B, and also packets for C. A
exchanges ATIM messages with B first, and both se-
lect channel 1. After that, A sends an ATIM packet
to C, and C selects channel 2. Since A will stay in
channel 1 for the beacon interval, packets for C must
be deferred until the next beacon interval.

In addition to the problems stated above, this situation
might also have impact on the throughput. Suppose that
A had only a few packets for B. Then after sending all the
scheduled packets, A becomes idle for the rest of the beacon
interval. But A cannot send packets to C, even though A has
received C’s ATIM-ACK during ATIM window and knows
which channel C will be listening on. To avoid waste of
bandwidth, we can extend MMAC to allow nodes to switch

channels inside the beacon interval. A node may switch
channels according to the following rules.

• If node A finishes sending packets on its selected chan-
nel, and does not know of any node that is planning
to send packets to A, A may switch its channel. If A
has received any ATIM packet during the ATIM win-
dow, A must stay on the selected channel for the entire
beacon interval.

• After switching to another channel, node A must wait
for some time to gather information on the condition
of the new channel before transmitting a packet. The
amount of time it has to wait is SIFS + tMTU + p,
where tMTU is the transmission delay for maximum
tranfer unit (MTU), and p is the propagation delay
for one-hop distance. This delay is required to avoid
collision, because A does not have NAV (Network Al-
location Vector) information for the new channel at
the time it switches channels.

In our example, node A can switch to channel 2 after
sending all of its scheduled packets to B, because it has
not received any ATIM packets during the ATIM window.
Node C has to stay in channel 2 for the entire beacon in-
terval, because it received an ATIM packet from A. So the
communication between A and C can take place in channel
2, for the rest of the beacon interval. This extended scheme
might increase the throughput, and the performance of this
scheme will be studied in the future work.

Another issue in MMAC is channel load balancing. In the
original MMAC, a node counts the usage of a channel based
on the ATIM-ACK or ATIM-RES packets it overhears, and
selects the channel with the least count to balance the chan-
nel load. It means that the node is counting the number of
source-destination pairs. The assumption here is that every
flow has the same amount of traffic ready to be transmitted
in the beacon interval, which may not be true. Different
flows may have different number of packets pending to be
sent. So it may be better to count the number of pend-
ing packets for each channel rather than number of source-
destination pairs. To do this, the source node counts the
number of pending packets for the destination and include
the value in the ATIM packet. This number is echoed in
the ATIM-ACK and ATIM-RES packet, so that the nodes
in the vicinity of the source or destination can obtain the
information. When selecting a channel, the node selects a
channel with the least number of packets scheduled on the
channel. This selection mechanism will achieve a better load
balancing than the original scheme.

8. CONCLUSION AND FUTURE WORK
In this paper, we have presented a multi-channel MAC

protocol that utilizes multiple channels to improve through-
put in wireless networks. The proposed scheme requires
only one transceiver for each host, while other multi-channel
MAC protocols require multiple transceivers for each host
[11, 9, 8]. In order to avoid the multi-channel hidden termi-
nal problem, we require nodes to be synchronized, so that ev-
ery node starts each beacon interval at about the same time.
At the start of each beacon interval, every node listens on



a common channel to negotiate channels in the ATIM win-
dow. After the ATIM window, nodes switch to their agreed
channel and exchange messages on that channel for the rest
of the beacon interval.

Simulation results show that MMAC successfully exploits
multiple channels to improve total network throughput over
IEEE 802.11 single-channel. The performance of MMAC
and DCA depends on the network situation, but as the sim-
ulation results show, MMAC performs better or at least
comparable to DCA in most cases. It is important that
MMAC achieves this performance using simpler hardware
than DCA. Since MMAC only requires one transceiver per
host, it can be implemented with hardware complexity com-
parable to IEEE 802.11. Also, power saving mechanism used
in IEEE 802.11 can easily be integrated with MMAC for en-
ergy efficiency, without further overhead.

As discussed in the previous section, the ATIM window is
a major overhead in MMAC. Nodes cannot exchange data
packets during the ATIM window, even if they already fin-
ished exchanging the ATIM packets. So it is desirable to
change the size of ATIM window dynamically, based on the
traffic condition. We are going to investigate this problem
as a future work.
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