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Abstract

This paper presents fresh findings about key determinants of credit risk of
commercial banks in emerging economy banking systems compared with
developed economies. Australia, France, Japan and the US represent developed
economies; emerging economies are India, Korea, Malaysia, Mexico and Thailand.
Credit risk theories and empirical literature suggest eight credit risk determinants.
We find anywhere from two to four factors are alone significantly correlated with
credit risk of any one banking system. Regulatory capital is significant for banking
systems that offer multi products; management quality is critical in the cases of
loan-dominant banks in emerging economies. Contrary to theory or studies, we
find leverage is not correlated with credit risk in our test period. Data
transformations and statistical corrections ensured these results are reliable: Model
robustness was tested using AIC. The model developed here could be applied to
test more emerging economy banking systems to generalize our findings to other
economies.
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1.  Introduction

A survey of the literature shows that, among the studies of bank credit risk
determinants, there are currently few publications on (a) multi-country
comparisons that (b) incorporate a multi-factor modeling to study credit risk
determinants. Studies on bank credit risk are mostly in a single country setting;
secondly, much attention is directed to developed country banks. This paper
presents a comparative study of all factors contributing to credit risk of commercial
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banks in a multi-country setting: Australia, France, Japan and the U.S. represent
developed economies while emerging economy banking systems are represented
by India, Korea, Malaysia, Mexico and Thailand. The findings in several studies
lend support to the theory that changes in international and national
macroeconomic variables, which are systematic in nature, and a set of unsystematic
bank-specific factors influence the formation of bank credit risk (see Demirguc-
Kunt, 1989;  Corsetti, Pesenti and Roubini, 1998; Neal, 1996; Ariff and Marisetty,
2001, Bikker and Metzemakers, 2004;  Cebenoyan and Strahan, 2004, and Kraft
and Jankov, 2005). We take these findings as our starting point for our research
process, and report significant new findings in this paper. This study is limited to
the bank-specific variables except for few market-wide factors.

Among the factors used to identify risk, non-performing loan (NPL) or
impaired loan is a factor that has received central focus in the analysis of how
credit risk built-up after the 1997 Asian Financial Crisis (Takayasu et al., 2000)
in the affected banking systems. This variable is widely used as credit risk. Table

Table 1: Non-performing loans of financial systems . Non-performing loan is defined
as the percentage of loan values that are not serviced for three or more months.
Banking crises were identified in each country.
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1 illustrates this: NPL in developing economies is almost 10 times higher compared
to that in the U.S. banking system or 5 times higher than that of Japanese and
Korean banks.

Among external factors, economic downturn is a significant determinant of
credit risk (Fisher, Gueyie and Ortiz, 2000; Ahmad, 2003; Bikker and
Metzemakers, 2004 and Kraft and Jankov,  2005). During such downturns, the
quality of bank assets is likely to deteriorate, which would increase the risk of the
bank, and it could require an increase in capital requirements, which if the banks
are weaker, are very costly or may simply be unobtainable (Bikker and
Meltzemakers, 2004) during a period of crisis. Most banks in economies such as
Thailand, Indonesia, Malaysia, Japan and Mexico experienced high non-
performing loans and significant credit risk rises during financial and banking
crises, which resulted in the closing down of several banks in Indonesia and
Thailand.

In the case of Malaysia, no bank was closed down but the weaker banks
were required to merge with others to strengthen their capital base, which was
eroded by huge accumulated losses due to impairment of loans. Subsequently,
stronger commercial banks (which were later known as the ten anchor banks)
were required by the central bank to acquire these banks. The exercise involving
injection of new experienced top management resulted in a massive restructuring
of the entire banking system in 1999-2000 (Ahmad, 2003).

Although a larger number of banks in developing (in particular, Asean)
economies are worst hit by credit risk in the test period compared to their developed
counterparts, not much research attention has been given to the factors responsible
for high credit risk in these countries in that period. Most existing studies of
credit risk determinants were those relating to developed markets (See Hassan et
al., 1994; Gallo et al., 1996; Galloway et al. 1997; Fischer et al., 2000; Bikker
and Meltzemakers, 2004, Jimenez and Saurina, 2004; Kraft and Jangkov, 2005).
Other studies on changes in risk premiums were conducted in the U.S. (See
Elyasiani and Mansur, 1998) and Ariff and Marisetty, 2001) using a multi-country
risk premium modeling of firms in 22 OECD countries.

This study has opted for a wider approach to this research issue by
investigating all factors contributing to credit risk across two sets of countries,
developed and developing. We also develop a more comprehensive credit risk
model by incorporating a different and comprehensive set of variables. The data
set contains 23,499 bank years of observations covering nine countries over a
crisis-prone period, 1996 to 2002. This multi-factor and multi-country approach
allows us to compare and then identify whether there exists major differences in
credit risk determinants across countries in different developmental stage.

The rest of the paper is organised as follows. Section 2 contains a review
of theory and related literature. Section 3 describes the methodology and that is
followed by an analysis of results in Section 4. Section 5 concludes the paper.
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2. Literature review on credit risk and determinants
2.1 Theory

This study is conducted against the backdrop of three main theories on risk:
Sharpe’s (1963) Capital Asset Pricing Theory (CAPM), Markowitz’s (1959)
Portfolio Theory and Hamada’s (1972) theory on risk and leverage. The CAPM
suggests that price or expected return of an asset is related to its risk-free rate, the
systematic risk and the expected risky market’s risk-premium.

Hence,
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Applied to a portfolio of bank loans, bank managers may be said to maintain a
combination of loans with varying risk levels. The portfolio of bank loans would
have to be such that the overall risk of the loans is diversified given the covariance
of returns from each pair of loans is likely to be such that the correlation coefficient
is closer to 0 rather than exactly equal to +1.00 as suggested by the Markowitz
for diversifying individual asset’s (loan) risk.  Equation 1 denotes that, for risky
loans, bank managers would charge a premium equal to the difference between
the overall risk-premium applicable in the ‘market’ for all the loans in the market
(R

t
-R

mt
) in order for the banks to compensate themselves for the additional risk of

a particular loan. In essence, the CAPM infers that the required rate of return
demanded by banks is equal to a risk-free rate (equivalent to the yield of a Treasury
instrument with the same term as that of the loan) plus a premium as determined
in the market for the total loan holding.

Accordingly, a bank will price its loans according to the level of risk perceived
whereby a perceived higher (lower) risk loan will attract a higher (lower) price
for lending.  Since individual loan risk can be eliminated through loan
diversification as stated by Markowitz, the risk that a bank is concerned with in
its loan-pricing decision is the market risk and the price of risk is:

Price of risk = unit of risk x risk-premium = β
j
 [E (R

m
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]    (2)

As a highly-levered firm, a bank has to incorporate in its loan pricing, other risk-
related costs for example, tax and bankruptcy cost. Bankruptcy costs will arise if
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a bank indulges in excessive risk-taking lending or trading. Thus, risk increases if
debt to equity ratio increases for a bank.  Incorporating the leverage effect (Hamada
op cit.) into Equation (2), beta of an individual bank, j, with loan capital can be
expressed as:

ß
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= ß
ju
 [1 + D/E

j
 (1-tc) ]    (3)

where, ß
jL

= beta of levered firm, ß
jU

 = beta of unlevered firm, D/E = debt-equity
ratio, tc = tax rate applicable to income streams of a bank. A banking firm’s risk
increases as leverage increases. Thus, capital structure is likely to affect credit
risk.

2.2 Review of Empirical Literature
Two strands in the literature on bank credit risk continue to receive increasing

attention. One strand appears to suggest internal variables as potential determinants
of risk measured as the unsystematic risk (see Hassan, 1993; Brewer et al., 1996;
Gallo et al., 1996; Berger and DeYoung, 1997; Angbazo, 1997). The other strand
highlights changes in external variables in the financial markets, regulations and
economic conditions as affecting the systematic bank risk (Hassan et al., 1994;
Corsetti et al., 1998). Both streams provide evidence of significant relationships
among the internal variables, external factors and bank risk.

Chang (2001) claims that there exists a confusion as to what causes crises in
emerging markets and states that the knowledge about crises in emerging markets
is inadequate for analyzing risk in recent banking crises. He cites that one of the
causes was the maturity mismatch: short-term international liabilities as shown
by short-term foreign debts exceeding short-term international reserves. Table 2
provides statistics relating to the maturity position of five Asian economies.  The
statistics suggest that Indonesia and South Korea had this mismatch providing a
huge build-up of risk as far back as 1990. June 1997 saw Thailand facing a very
high risk in this regard, and the market participants’ trading action, given this
very dangerous development, led to a fall in currency first in Thailand, then Korea
and elsewhere as contagion. Thus was born the 1997-8 Asian crisis.

Kraft and Jankov (2005) find that in Croatia, rapid loan growth increased
the probability of credit quality deterioration and perpetrated the current account

Table 2: Asean 5: Short-term Foreign Debt/International Reserves
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and foreign debt problems. Rapid loan growth takes place during economic boom
times and such lending booms have been identified as a significant factor that
increases the risk of a crisis (Caprio and Klingebiel, 1996).  Ariff and Marisetty
(2001) indicate that GDP is negatively related to bank risk in a study covering
OECD and Asian countries. Similar negative relationship between GDP and credit
risk of commercial banks was also obtained by Fischer, Gueyie and Ortiz (2002)
in the U.S. and Canada. GDP is also significantly negatively related to credit risk
of banks in Malaysia (Ahmad, 2003).

As to bank-specific credit risk determinants, a recent study by Jimenez and
Saurina (2004) in Spain show that collateralised loans have a higher probability
of default .They find that banks, whose probability of loan defaults is protected
by collateral, have less incentives to undertake adequate screening and credit
assessment at the time of loan approval. Type of loan is also a significant
determinant of credit risk where loans given by saving banks are riskier and are
prone to default. A close bank-to-borrower relationship is also found to be
significantly positively related to credit risk where this relationship increases the
banks’ willingness to take more credit risk by lending to riskier firms.

Galloway et al. (1997) used standard deviation of weekly share returns as a
proxy for bank risk while market to book value, operating leverage, capital, real
size and HIGHRISK, a dummy variable, were five independent criterion variables
used. The study shows that capital is significantly negatively related to risk. Size
(measured by market value of equity) is positive and is significantly related to
risk during the regulatory period but is negatively significant during a deregulatory
regime when restrictions were imposed on banks following the failure of too-big-
to fail policy.  In contrast, Gallo, Apilado and Kolari (1996) find no significant
relation between leverage and risk.

Berger and DeYoung (1997) find Lagged Capital (measured by equity capital
to total assets) shows mixed results for different types of banks. In the case of
thinly capitalized banks, the coefficient of Lagged Capital is significantly
negatively related to credit risk. This finding supports the moral hazard hypothesis,
and suggests that, on an average, thinly capitalized banks take more risky loans,
which potentially could lead to higher problem loans. However, for all-banks
sample, Lagged Capital coefficient is positive and significant. The researchers
suggest that a possible reason could be that banks may raise the capital in advance
to provide a cushion against possible loan loss arising from NPL increases.
Shrieves and Dahl (1992) also find similar result but Cummins and Sommer (1995)
discover an inverse relationship between capital asset ratio and credit risk.  This
finding suggests that better capitalized banks take more risk.

Further evidence of the impact of credit risk on bank performance is shown
by Angbazo (1997). In this study, banks with a larger risky loan portfolio appear
to require higher net interest margin to compensate the higher risk of default.
This result suggests the significant relationship between net interest margin and
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credit risk. The findings of Hassan, et al. (1994) support the earlier findings that
Size and Diversification are negatively related to risk. Brewer et al. (1996) find
that loan sectors have a significant association with risk. Fixed-rate mortgage
loans, investment in service corporations and real estate loans are found to be
significantly negatively related to credit risk.  However, non-fixed rate mortgage
loan is significant and positively related to risk.

Bikker and Metzemakers (2004) investigated how bank provisioning behavior
is related to business cycle. They find that banks make substantially higher
provisions against potential loan loss or higher credit risk when GDP growth is
low.  Thus, higher provision indicates higher credit risk potentials. All
macroeconomic variables tested (GDP growth, loan growth, and bank specific
factors such as loan loss provision to total assets, earnings before tax and  provision,
loan to total assets and capital to total assets) are significant determinants of loan
loss provisions.

Ahmed et al. (1998) find loan loss provision (LLP to total asset) to be
positively significantly associated with NPL. Hence, a higher LLP indicates an
increase in credit risk and deterioration in loan quality.  Fisher, Gueyie and Ortiz’s
(2002) study of banks in NAFTA countries finds similar results with LLP positively
related to risk  Despite being in a different economic setting or stage of
development or banking system, the Malaysian banks exhibit similar results where
their LLP is positively and significantly related to credit risk (Ahmad, 2003).

Fisher, Gueyie and Ortiz (2002) find that, in Canada and Mexico, leverage
is significantly positively related to  bank risk .  In contrast, Galloway, Lee and
Roden, 1997 find mixed results for the U.S. Operating leverage is positively related
to risk in pre-deregulatory period; negatively in de-regulatory periods. However,
it is significantly positively related to risk in post-deregulatory or re-regulation
periods. Fisher, Gueyie and Ortiz  (2002) and Hassan et al. (1994)  find that bank
size (measured by natural logarithm of total assets) is significantly negatively
related to risk of U.S. banks.

3. Data, hypotheses and methodology
3.1 Data

We use cross-sectional data of individual bank balance sheet and income
statement items of commercial banks of selected countries. Besides being in
different economic settings, these countries are chosen because they operate under
different banking systems and market structures. The data for the analysis is
obtained from The Bankscope data stream at the Monash University. We employ
data of commercial banks only to obtain a more homogeneous group of financial
institutions. The annual date pertain to the years in the study period stated
previously.

The major hypothesis is that the literature-based eight factors will be highly
correlated with credit risk of banks in each of the nine economies, more so in
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emerging economies. Next, we predict (since ours is large comparative study
with all factors) that only a sub-set of the eight factors will be significant in a
given economy. Third, we expect more factors in emerging economies and fewer
factors in developed economies will be relevant to risk.

3.2 Variables
The dependent variable is changes in impaired loan (or non-performing

loans) to total gross loans as a measure for credit risk. The independent variables
are bank-specific factors are: management efficiency, loan-loss provision, loan-
to-deposit ratio, leverage, regulatory capital, funding costs, liquidity, spread
and total assets.  The definitions of each variable for hypotheses testing are
shown in Table 3.

3.3    The Model

The equation for the full model used in this study is:
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The dependent variable, CR
it
, is theimpaired loans or the ratio of non-performing

loans to total loans as at the end of financial year of bank j  in time t. The definitions
of the eight independent variables are as stated in Table 3. Multi-country data
items are standardized by the developers of the Bankscope database and, therefore,
the variables are similarly defined across all countries.

Table 3: Definitions of Independent Variables
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3.4 Treatment on econometric issues
In order to ensure that all regression assumptions are met, each variable is

tested for linearity and normality: see tables 4 and 5. Initial tests indicate that the
variables are heteroscedastic and some variables are non-linear. Following Hair
et al. (1998: 75), heteroscedaticity and non-linearity are corrected through data
transformation. Thus, all variables were transformed into first level differences
to ensure that the variables are homoscedastic. Correlation analysis and collinearity
diagnostic were then carried out to assess the extent of multicollinearity among
independent variables. This problem is detected using Variance Inflation Factor
(VIF) with a cut-off threshold of 10 and tolerance value of 0.1: (See Hair et al.
1998: 193). Variables with large VIF values are excluded.

The results of collinearity diagnostics and normality tests for each country’s
test model are in tables 4(a) to (f). Table 5 shows no multi-collinearity problem
between the risk predictors and no violation of normality assumption. This enables
us to proceed with   identifying the key credit risk and total risk determinants of
deposit-taking institutions in the selected countries. All independent variables
are regressed against credit risk proxy for the whole model. Subsequently, using
AIC criterion within the stepwise regression procedure, a parsimonious model
was identified and thus we determine key credit risk predictors for each country.
All estimates are based on generalized least square regressions after corrections
for heterokedasticity using White Heteroskedastiity Consistent Standard Errors
and Covariance technique in Eviews programs.

4. Analysis of Results

4.1 Descriptive Statistics
Table 6 reports a summary of descriptive statistics of credit risk determinants.

As for credit risk level, Thailand recorded the highest credit risk of 18.66 per cent
over the study period. The next highest credit risk is for banks in Malaysia
(10.03%).  This finding appears to show that Thailand and Malaysia incurred
credit risk level about 9 times and 5 times respectively higher than the 2  per cent,
which is the international standard.  The acceleration in credit risk in these two
countries is also attributable to the 1997 Asian Financial Crisis. The other countries
in our sample such as Korea experienced a lower level of mean credit risk of 3.5
percent and 4.5 percent respectively.  Mexico and France recorded higher mean
credit risk level of 5.1 percent and 4.8 percent respectively.  Table 6 and Figure 1
highlights the significant differences in the mean credit risk between the two
economic regions, where lower credit risk is shown for developed economies,
notably the U.S.

Statistics in Table 6 shows that most banks both in emerging and developed
countries maintain a mean proportion of earning assets to total assets (MGT) of
65 percent. This suggests that the banks had two-thirds of their asset portfolio in
interest-bearing, interest rate sensitive assets. The earning assets to total assets
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ratio reflects a bank’s management efficiency in managing its assets to earn interest
income (Angbazo, 1997). It is postulated that the higher the ratio the higher would
be the management efficiency in generating interest income, and the lower is the
credit risk. Malaysia’s ratio of 65 per cent was within the international norm.

        Table 4: Multicollinearity diagnostic statistics
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Figure 1:Credit Risk: Multi-country Comparison (1996-2002)

   Banks in Korea and Thailand maintained a mean loan loss provision  (LLP)
of about 2 percent per annum. This shows as a common practice among most
emerging country banks.  However, banks in France and Mexico show a higher
mean LLP ratio of 3 percent. Judging from the lower credit risk experienced by
banks in these two countries, the higher LLP ratio suggests a  more prudent loan
loss provisioning policy adopted by  the French and Mexican banks over the
study period. The U.S. banks maintained a much better mean LLP of 1.13 percent,
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Table 5: Diagnostic statistics on normality

NORMALITY TEST RESULTS - SHAPIRO-WILK TEST

  Figure 2: Bank spread: multi-country comparison
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which appears to be consistent with its low credit risk level (mean = 0.0096).
Malaysia and Japan are noted to have a 1 percent mean LLP although the mean
credit risk is higher (Malaysia = 10%; Japan = 4%).

The analysis further highlights that Mexican banks earned a spread of an
average of 8.96 per cent, which is the largest spread in our sample. In contrast,
Thailand banks recorded the smallest spread of an average 1.6 per cent during the
study period. Figure 2 illustrates the mean spreads of banks in some of the countries
in the sample: Malaysia (2.8%), Japan (1.9%), Korea (4.1%), Thailand (1.6%),
Mexico (8.9%) and France (3.5%).

Table 6 highlights that the variable with the largest standard deviation among
banks is the leverage.  This is noted in Malaysia, Mexico, Japan and France. The
standard deviation in funding cost (defined as total interest expenses plus non-
interest expenses to total assets) is noted also as highest among Korean banks
although the mean funding cost is highest for banks in Mexico (20.2%).  This
suggests marked differences in operating costs levels among Korean banks.

4.2 Regression results on credit risk determinants
The statistics in Table 7 suggest a set of important credit risk determinants

across the 9 countries based on the results prior to a search for a parsimonious
model: Table 8 is from the parsimonious model identification using AIC.  Based
on the R-squared statistics, the best accountability for the variations in credit risk
is found for Mexico, Malaysia and Australia with adjusted R-squared values
0.5190, 0.3427 and 0.3632 respectively. The model fit is good as indicated by the
F-ratio obtained (not shown). Several variables emerge as significant determi-

Table 6: Descriptive statistics of the nine variables entering the regression tests
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The test model is:  CR
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The variables are defined in Table 3. Of the eight independent variables, the dependent
variable, credit risk of commercial banks in the named economies, is significantly correlated
with a number of risk factors.

Table 7: Credit Risk determinants, whole model, for developed and developing economies

nants of credit risk of commercial banks, despite some differences in credit risk
determinants across countries.

MGT (denoted by earning assets to total assets ratio) is significantly related
to credit risk of banks in three countries, Malaysia, India and France. The posi-
tive signs of this coefficient for Malaysia (1.3454 with t= 2.6485) and France
(0.0627 with t = 8.2478)  suggest that the higher the proportion of earning assets
(which largely consist of loans) the greater is the tendency for  banks in these
countries to incur potentially high credit risk.  Conversely, MGT is significantly
negatively related to credit risk of banks in India. The possible explanation for
this obverse finding could be that the earning assets of the banks during the test
period comprised more interest-earning assets other than loans such as invest-
ment securities and incomes from dealing in securities, which did not incur any
non-performing incidence or high default rates. That is plausible given the more
oligopolistic banking structure in that country with very large banks acting as all-
purpose banks, although these banks are commercial banks. Hence, the higher
the bank’s earning assets the lower would be their credit risk. The negative rela-
tionship between MGT and credit risk supports the findings of Angbazo (1997).

Loan loss provisions to total loans (LLP) is significantly positively related to
credit risk of banks in Australia, Japan, Mexico and Thailand,. The results indi-
cate that higher LLP ratio signals potentially higher credit risk as banks need to
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make greater provisions against potentially greater non-performing loans. This
finding is consistent with past findings (Ahmed et al. 1998; Fisher, Gueyie and
Ortiz, 2002; Ahmad, 2003 and Bikker and Metzemakers, 2004).

The loans to deposit ratios (LD) predicts that the bigger the loan portfolio
relative to deposit size the higher should be the probability of loan default. LD
ratio is a significant positive determinant of credit risk in Malaysia, in the U.S.,
and France.  However, contrary to theory and past evidence for different test
periods, leverage (measured by total liabilities to total assets as used in many
studies) is not a significant factor for credit risk formation in all countries except
for Mexico in this study.

Another contrasting finding is that we find the coefficient estimate for li-
quidity ratio (LIQ) is significantly positively related to credit risk in several coun-
tries: Australia, India, Korea and the US. This finding suggests that the banks with
more liquid assets tend to have higher credit risk. A possible explanation for this
contrary-to-theory empirics is that banks are motivated to short term assets or
lend by means of short-term interest rates to hold more liquid asset (especially in
periods of crises) to ward off rapidly changing interest rate markets in crisis peri-
ods  While the banks may earn higher income from converting these liquid assets
into cash at higher rates, the high interest rates might cause many bank borrowers
to experience cash flow problems, forcing them to default their loan repayments,
thus increasing credit risk For Mexico, LIQ is significant but the coefficient is
negative. The result in this situation suggests that the banks might have main-
tained a higher proportion of their funds in liquid assets, less fund to provide for
loans. Thus, the banks might have potentially lower credit risk based on a smaller

Table 8: Credit Risk determinants in developing and developed economies – Parsimonious
Model
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loan portfolio. This could also be the banks’ strategy to counter high problem
loans incurred from the preceding years.

Spread emerged as a significant credit risk determinant. However, the evidence
for the relationship between spread and credit risk in this study is mixed: negative
for banks in India  and Thailand but positive for banks in France.  This inverse
relationship implies that a bank that charges higher interest to its borrower to earn
higher spread might deter less qualified borrowers (who are potential loan defaulters)
to borrow, thus curtailing the banks’ credit risk exposure.

Another key credit risk determinant common to many countries in the study is
the regulatory capital. (The evidence on the impact of regulatory capital on credit
risk is mixed as discovered by Berger and DeYoung, 1997.)  For Japan, Malaysia,
and Mexico, capital is significantly positively related to credit risk. This result would
have us believe that banks would be required to increase their capital as a cushion
to absorb potential losses that might arise from an increase in credit risk.  For our
test period, this is intuitively the response expected. Berger and DeYoung (1997)
and Cummins and Sommer (1995) find the same result further,  and rationalized
that large banks are willing to take higher risk or lend to risky borrowers for lucrative
returns because they have the capability to absorb the losses as they enlarge their
capital.  In contrast, the results for Australia and India suggest that under-capitalized
banks take more risks, as the relationship between credit risk and regulatory capital
is significant but negative.  This finding is consistent with that provided in Shrieves
and Dahl (1992), Park (1997) and Berger and DeYoung (1997).

6. Conclusions

This study investigated credit risk determinants across two types of banking
systems. Although several studies on credit risk determinants have been conducted
in the past, they are mostly confined to single country. Eight factors as potential
risk determinants of credit risk of banks were incorporated in two test models to
reveal which of the eight are major contributors of credit risk in emerging economy
banking systems compared to those in developed economies. Our major findings
can be summarized: anywhere from two to four factors are significant determinants
of credit risk of any one banking system. We find regulatory capital is important for
banking systems that offer multi products; management quality is critical in the
cases of loan-dominant banks, example in emerging economies.

Contrary to theory and some earlier studies, we find leverage is irrelevant to
credit risk of banks in several economies during our test period.  An increase in loan
loss provision consistently emerges, as in prior studies, to be a significant determinant
of potential credit risk.  This study also highlights that credit risk in emerging
economy banks is higher than that in developed economies and that risk is formed
by a larger number of bank-specific factors in emerging economies compared to
their counterparts.
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