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ABSTRACT In recent times, the recommender systems (RSs) have considerable importance in academia,
commercial activities, and industry. They are widely used in various domains such as shopping
(Amazon), music (Pandora), movies (Netflix), travel (TripAdvisor), restaurant (Yelp), people (Facebook),
and articles (TED). Most of the RSs approaches rely on a single-criterion rating (overall rating) as a
primary source for the recommendation process. However, the overall rating is not enough to gain high
accuracy of recommendations because the overall rating cannot express fine-grained analysis behind the
user’s behavior. To solve this problem, multi-criteria recommender systems (MCRSs) have been developed
to improve the accuracy of the RS performance. Additionally, a new source of information represented by
the user-generated reviews is incorporated in the recommendation process because of the rich and numerous
information included (i.e. review elements) related to the whole item or to a certain feature of the item or
the user’s preferences. The valuable review elements are extracted using either text mining or sentiment
analysis. MCRSs benefit from the review elements of the user-generated reviews in building their criteria
forming multi-criteria review based recommender systems. The review elements improve the accuracy of
the RS performance and mitigate most of the RS’s problems such as the cold start and sparsity. In this
review, we focused on the multi-criteria review-based recommender system and explained the user reviews
elements in detail and how these can be integrated into the RSs to help develop their criteria to enhance the
RSs performance. Finally, based on the survey, we presented four future trends based on this type of RSs to
support researchers who wish to pursue studies in this area.

INDEX TERMS Recommender system, multi-criteria recommender system, user-generated reviews, review
elements, sentiment analysis, text mining, multi-criteria review-based recommender system, recommender
system accuracy.

I. INTRODUCTION

At present, there is a vast flow of information on the Web,
and it continues to grow exponentially while providing users
or customers with various resources pertaining to services
such as products, hotels, and restaurants. Despite the benefits
of such data, the vast flow of information causes challenges
for users to deal with and choose from a huge number of
options made available to them. This causes an informa-
tion overload problem [1] and makes the decision-making
process more complex. In this case, it is important to filter
the information to a limited amount based on the current
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user/customer preferences in order to assist them in making
the correct decision [2]. Such a filtering process is typically
done by RSs, which are developed to solve the information
overload problem by providing personalized suggestions of
services (i.e. items) to specific customers according to their
preferences [3].

RS has been proven to be significantly crucial in many
fields and is widely used by various domains such as shopping
(Amazon), music (Pandora), movies (Netflix), travel (Tri-
pAdvisor), restaurant (Yelp), people (Facebook) and articles
(TED). There are many definitions of RSs including:

a. A tool to mine items and/or collect users’ opinions to
help users in their search process and suggests items
related to their preferences [2], [4], [5].
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b. A program or software for content filtering that
attempts to reduce the information overload problem,
where users encountered a flood of data on the Web,
by recommending personalized items to users depend-
ing on the items’ information and/or users’ prefer-
ences [6]–[8].

c. A system to manage information overload problem by
collecting information, guiding users in a personalized
way and providing individualized recommendations as
output when there are many possible alternatives to
choose from [9].

The problem of RSs can be identified as a way to assist
users/customers to discover relevant items to suit their needs
and most likely to their preferences [10]. Generally, a model
of RS consists of two sets and a utility function, in which
Users set contains all the users and Items set contains all
the items that can be recommended to the users. The utility
function calculates the suitability of a recommendation to
a user u ∈ Users an item i ∈ Items, which is declared as
R: Users × Items → R0, where R0 is equal to either a real
number or a positive integer within a specific range [11].
Typically, RS works through three phases [11]–[13] as

follows:

a. Modeling Phase: This phase is focused on preparing
the data that will be used in the next two phases. There
are three cases for that, the first is building a rating
matrix that contains the users as rows, items as columns
and the value of each matrix’s cell is the rating done by
a user for a certain item. Second, building a user profile
which is mostly a vector for each user that explains his
preferences of an item as a whole or on some aspects
of the item. Third, building an item profile that contains
the features of a specific item.

a. Prediction Phase: This phase aims to predict the rating
or score of unseen/unknown items for a specific user
through a utility function depending on the extracted
information during the modeling phase.

a. Recommendation Phase: This phase is an extension
of the prediction phase where various approaches are
applied to support the user’s decision by filtering
the most suitable items. It recommends/proposes new
items to the user (i.e. a set of top-N items with the
highest-predicted ratings) that is most likely to be inter-
esting to him.

Figure 1 shows the three main phases of RS.
There are three main recommendation approaches which

are content-based, collaborative-based and hybrid. Classical
approaches rely on the users’ ratings as the main source of
input of the recommendation. Relying on a single-criterion
(i.e. overall) rating for a recommendation is insufficient to
give an accurate recommendation because the overall rat-
ings cannot express fine-grained analysis behind the users’
behaviors since it only expresses the coarse-grained analysis.
It cannot be determined why the user choose such ratings.
Thus, it is difficult to know the exact user’s preferences. As a

FIGURE 1. The phases of recommender system.

result, multiple-criteria decision analysis is combined with
RS to form a multi-criteria recommender system (MCRS),
in which the recommendation is based on multiple criteria,
and not just on a single criterion.

Besides the primary source (i.e. numeric rating) of the
recommendation input, the user-generated reviews are also
used as an alternative source because of the valuable and
rich information they contained. The rich information from
the reviews can be extracted as elements such as topics,
features, overall score, and context, through analyzing the
reviews using sentiment analysis or text analytics approaches.
In this survey, we emphasized on MCRS especially in a
multi-criteria review-based RS because of its effective role
in enhancing the accuracy of the RS performance.

In the following content, the state-of-the-art is organized
as follows: the RS approaches are described in Section 2,
then the multi-criteria recommender system is explained in
Section 3. After that, in Section 4, the user-generated reviews
and the valuable elements that can be extracted from them are
discussed. This is followed by Section 5 which is the main
section because it contains the most recent researches in the
multi-criteria review based recommender system approaches.
Finally, the discussion and the forthcoming trends in MCRS
are presented in Section 6 followed by the conclusion in
Section 7.

II. RECOMMENDER SYSTEM APPROACHES

Approaches to the recommendation are usually categorized
into four categories which include content-based, collabora-
tive filtering, knowledge-based and hybrid.

A. CONTENT-BASED APPROACH

A content-based (CB) approachmines the appropriate recom-
mendations for a user based on his recent behaviors according
towhat the user liked, bought or watched [14]. It generates the
user profile from previously selected items by characterizing
the user according to the item features and recommends items
to the user based on the items that have similar features to the
items that the user liked before [15]. It characterizes each user
without having to compare his preferences to other users. Put
differently, it does not use the information about other users’
preferences or the similarities with other users [15], [16]. The
process of CB approach can be summarized into the following
steps [2], [17], [18]:
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a. Item representation: The information source of the item
description is used to extract the item’s characteristics
(i.e. features) to produce the structured item’s represen-
tation.

b. Learning the user profile: A user profile is gener-
ated from the previous user’s behaviors (i.e. explicit
and implicit feedback) such as like/dislike of an item;
assign a score to an item (rating) or writing a textual
opinion about an item (comment).

c. Recommendations’ generation: A list of items is rec-
ommended to the user by comparing the item’s features
with the user’s profile and the items that are most likely
to be interesting to the user are added to the list (i.e.
top-ranked items).

This type of approach has been implemented in many
domains [9] especially in recommending items that con-
tain textual information such as websites, news, and arti-
cles. It also recommends activities such as travel, tourism,
e-commerce, and TVs [15]. This approach is preferred for
moderate-sized items.
Some of the CB approach advantages are:

a. It can give an explanation for recommending specific
items (i.e. present the logic behind their recommenda-
tions) through providing a list of content features. This,
in turn, can strengthen the user’s confidence about the
RS that reflects his own preferences [16].

b. Since this approach relies on the content of each item,
not the ratings of other users, it gives several advantages
as follows [19]:

• It offers a high level of personalization in the rec-
ommendations.

• It is scalable in terms of the number of users.
• It can make recommendations for users with pecu-
liar interests.

• It has high security from malicious item creation
and allows users to prevent viral marketing.

On the other hand, CB approaches have some disadvan-
tages such as:

• The vast size of the items is considered a major problem
because when the recommendation is made, the content
of every item has to be examined to discover items that
are most likely relatable to the user’s interest [19]. This
task is error-prone and time-consuming [20].

• User profiles are built based on the static characteristics
of the items. As a result, there is a high probability that
different users have similar profiles even if they have
various preferences among these items, just because they
commented on the same items [9].

• The over-specialization problem occurs in this type of
approaches because users do not receive diverse or new
items because of the restriction in his profile regarding
the description of similar items [20].

• Lack of serendipity. Overspecialization can also cause
the issue of serendipity, whereby users are being recom-
mended with familiar items.

B. COLLABORATIVE FILTERING APPROACH

The collaborative filtering approach (CF) is the most popular
technique used in RSs [21]. It generates the recommendation
for a user based on the similarities among users who have
similar preferences/interests to him in the past. This approach
is based on the following hypothesis: people who agreed
with a user in the past will also agree in the future [16].
It identifies the new user-item association by determining
the relationships between users and the interdependencies
between items [21]. It uses the implicit knowledge of a com-
munity of users on used items to identify the relationships of
those items to other users who have not used/seen those items
within the community [15]. This can be represented as a user
× items matrix in which each cell represents the user rating
of a particular item.

The first CF framework for RS was developed by
Resnick et al. [22] called GroupLens. It recommends articles
to the Netnews clients using the rating server, named Better
Bit Bureaus (BBB) which gathers users’ rating to predict
other user’s scores on articles based on the heuristic model
that clients who agreed to the rating of articles in the past
they will probably agree in the future.

CF can be grouped into two classes memory-based and
model-based [9]. The memory-based CF type is a heuris-
tic algorithm that predicts the item’s rating based on other
users’ ratings, and can be classified into two methods [10]:
user-based and item-based, the former identifies a set of
neighbors (i.e. like-minded users) for a target user using
ratings then recommend a set of items that interest his neigh-
bors. While the latter, recommends items to a target user that
are similar (i.e. has shared features) interests in the items
that a user purchased, viewed or liked before. There are
two approaches that are most frequently used to identify the
user/item similarity, the Pearson correlation approach and
cosine-based approach [1].

On the other hand, the model-based CF type [23] predicts
user’s rating of unseen items by developing models using
different representative techniques such as the clustering
models, Bayesian networks and Markov decision process.
A survey by Su and Khoshgoftaar [23], provided a compari-
son between the CF classes as shown in Table 1.

CF approaches possess many advantages compared to
other approaches, some of the main advantages are:

• Serendipity where novel and unfamiliar items are rec-
ommended.

• Able to recommend more subtle items and can capture
more nuances around items.

• Flexible and suitable for various domains.
• No need to analyze the items’ contents.

Generally, the performance of the CF approach depends
on the availability of sufficient user participation [16]. It per-
forms satisfactorily only when there is adequate rating infor-
mation [23]. Depending on the ratings exposed CF approach
to the following issues [21], [24]:
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TABLE 1. Comparison between CF Classes.

a. Sparsity Problem: One of the major problems that
complicate the personalized item ranking process is
data sparsity because items cannot be reliably linked
to users [25], causing a limitation in the recommenda-
tion’s effectiveness and limited coverage of recommen-
dation space [26].
This problem occurs due to the following
issues [26], [27]:

• Insufficient or missing information of either the
user or item or both in the dataset during the pro-
cess of filling the ratings (user-item) matrix. The
complexity of gathering the items’ ratings.

• Expressing user’s preferences about items as a rat-
ing is a complicated process.

b. Cold Start Problem:This problem happens in the case
of new users who do not provide any ratings as yet
or new items that have not been rated [28]. It can be
considered as a particular case of the sparsity problem
in which most of the cells of the item-user interac-
tion matrix contain null values [29]. The CF approach
is not able to generate accurate recommendations for
new users or items without sufficient existing data on
them [24].

c. Scalability: The number of users and items in a system
grows rapidly. For example, the behavior of such a
user per day may result in his stored data reaching the
size of TBs in some popular websites [30]. Further-
more, the RS should respond in less than a second to
keep users satisfied and to enable them to continuously
engaged with the RS [30]. As a result, both large-scale
datasets and responding time create a challenge in
designing efficient RS and as a result, it demands colos-
sal computing resources.

d. Rating bias: In the CF approach, recommendations
are based on users’ ratings, but these ratings cannot
show users’ preferences or their clear opinion on some
criteria which makes it difficult in interpreting these
ratings.

C. KNOWLEDGE-BASED APPROACH

This approach is applied in some cases when both content-
based and collaborative-based approaches cannot work prop-
erly because no sufficient ratings are available for a specific
item at hand which affects the recommendation process [31].
For instance, recommending items that are rarely purchased
like cars, houses and financial services. This approach uses
the user’s knowledge of the item domain to recommend items
that will best satisfy his requirements [32]. The main advan-
tage and strength of this approach are that no-existence of the
early-rater problems and cold start problems. While a corre-
sponding drawback is that it requires knowledge engineering
with all of its attendant difficulties to understand the item’s
domain satisfactorily [33].

D. HYBRID APPROACH

This approach aims to mitigate the weakness of both CF
and CB and benefit from their strengths by integrating two
or more recommendation components or algorithm’s imple-
mentations in a single recommendation system to enhance
RS accuracy and gain better performance [2], [34]. When
the hybrid approach is generated through hybridizing two
or more algorithms, two major points must be taken into
account [2]: the first is the recommendation models that
declare the required inputs and the determination on which
the hybrid recommender will be based on. The second point
is determining the strategy that will be used within the hybrid
recommender [35].
Although hybrid approaches may overcome the limitation

of both CB and CF approaches and enhance the prediction
performance, it is expensive to implement, increases the
complexity and needs external information that is mostly
unavailable [23].

CONVENTIONAL SINGLE-RATING RECOMMENDATION

PROBLEM

The aforementioned conventional approaches mostly rely on
a single-criterion rating for generating predictions. This rat-
ing is considered as the overall satisfaction of a user for the
item [2]. In other words, most of the RS approaches work in a
two-dimensional space (Users and Items), and the RS uses the
previous ratings made by a user to predict the utility function
for the user of an item represented as a totally ordered set as
R : Users × Items [36]. However, the overall rating is not
enough to gain high-performance recommendations because
the overall rating is only a numeric rating with a specific
scale that cannot express a fine-grained analysis about the
underlying rationale behind the users’ rating. It expresses the
coarse-grained rating only (i.e. overall rating cannot reflect
the details of user preferences or interest toward each part
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of the item to understand users’ opinions and analyze users’
behaviors) [8], [37], [38].
For example, when a user gives a high rating about an item,

it does not mean that the user likes the item as a whole. There
is still a probability that he dislikes some specific features (i.e.
aspects) of that item. Likewise, a low rating does not imply
that the user dislikes everything about the item. Additionally,
when the user puts the overall ratings, he places various
emphases on various aspects and this has a significant effect
on the final decision made by the user [21].
To overcome the shortage of using a single criterion (or

an overall rating) in RS, multiple-criteria decision analysis is
combined with RS to form a multi-criteria recommender sys-
tem (MCRS) to develop the overall accuracy and performance
of the RS [8], [36]. Thus, by adopting multi-criteria decision
analysis, an item recommendation process is the decision pro-
cess, a potential user is the decision-maker, the item attributes
are the criteria and the items are the decision alternatives [2].
The following section presents a survey of various approaches
used for supporting the multi-criteria recommendation.

III. MULTI-CRITERIA RECOMMENDER SYSTEM

Multiple-criteria decision-making or Multiple criteria deci-
sion analysis (MCDA) is a sub-discipline of operations
research and management science. It aims to develop tools
and methodologies to construct a convincing and reliable
model for addressing complicated decision problems includ-
ing multiple criteria goals or multi-alternatives [8].
The idea of combining MCDA with RS is to recommend

items that meet users’ personalized needs. In this case, per-
sonalization refers to ‘‘the ability to provide services and
content that are tailored to users depending on the knowledge
about their behaviors and preferences’’ [39]. As such, RSs
will be able to comprehend how the user thinks and why the
user likes an item and not only what the user likes [8].
Both single-criterion RS and MCRS have the same goal

which is to identify items that are suitable and relevant to
fit the user’s preferences. The difference between them is
that the MCRS has more detailed information about both the
items and users that can be used to efficiently enhance the
recommendation performance. Generally, the rating function
in the MCRS is described as follows:

R: Users × Items → R0 × R1 × .... × Rk; Where R0
is the overall rating and R1, R2, . . . ,Rk is the rating
values for each singular criterion.

As an illustration, consider a hotel RSmeant to recommend
a suitable hotel based on the needs and requirements of the
target user. In the conventional single criteria RS, a user
(U) provides one rating (overall rating) for the hotel (I) that he
has visited, denoted R (U, I). Specifically, the RS calculates
the predicted rating of the unvisited hotel based on other
users’ ratings that have similar preferences for the target
user. The precise choice of the relevant users is crucial to
gain an accurately predicted rating and high-performance
recommendation. So, if two users (U1) and (U2) have rated

TABLE 2. Multi-Criteria hotel recommender system.

their overall satisfaction of the visited hotel 5 out of 10 as
presented in Table 2, they will be considered as neighbors
and the predicted rating of the user (U1) for the unvisited hotel
(H4) is calculated using the ratings of the user (U2) and it will
be 9 out of 10. On the other hand, in a multi-criteria rating, a
user provides ratings for multiple features (i.e. attributes) of
an item. For example, in a hotel RS with four criteria such
as room, price, location, and cleanness, the users will provide
ratings for these four criteria.

Suppose we have three users’ ratings for the four fea-
tures of the hotel (H2) plus an overall rating as illus-
trated in Table 2: U1(7overall, 5room, 5price, 9location, 9cleaness),
U2(7overall, 9room, 9price, 5location, 5cleaness), and U3(7overall,
6room, 6price, 8location, 8cleaness). If we recommend based on a
single-criterion rating only, all the three users are considered
as neighbors because all of them has an overall rating of 7
out of 10 for the hotel H2. Considering the three users as
neighbors, despite the difference in their preferences will
affect the accuracy of the recommendation’s performance.
While, in the MCRS, when the choice of neighbors is based
on the rating of each item’s feature, users U1 and U2 are not
neighbors because they chose different ratings for the hotel’s
features even if they have a similar overall rating, so the
predicting rating for H4 for U1 will be 5. These additional
details of users’ preferences from the item’s features help the
RS to recommend more accurate items and enhance the RS
performance in general.

MCRS becomes a significant trend in studying RS and
it is successful in gaining the attention of both the industry
and research [11]. The numerous research prove that by
using MCRS, the recommendation’s accuracy outperforms
the single-rating RS [11], [40].

The item’s criteria in MCRS are either explicitly rep-
resented or implicitly represented in the user-generated
reviews. The next section will discuss these two types of
item’s criteria.

A. MULTI-CRITERIA RECOMMENDER SYSTEM USING

EXPLICIT USER PREFERENCES

In this type, the user gives ratings to each of the item’s features
with or without the rating of thewhole item. The user’s prefer-
ences are known directly from the users’ ratings on the items’
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FIGURE 2. Example of hotel rating from TripAdvisor.

features (explicitly stated). As an example, Figure 2 shows
two ratings for two hotels from TripAdvisor; each rating
contains an overall rating and multiple criteria ratings, Hotel
A contains 4 features/criteria (location, cleanliness, service,
and value) while hotel B contains six features (cleanliness,
dining, facilities, location, rooms, and service).
A considerable number of research applies this type of

MCRS as illustrated in the works of [1], [8], [40]–[42]. Addi-
tionally, there are some researches that apply MCRS recently
and the following are three of them:

• Wasid and Ali [43] proposed a multi-criteria RS using
a clustering approach. The main idea of this approach
is to find more similar neighbors of a user within the
user’s cluster in order to improve the recommenda-
tion set. To achieve that, initially the users’ preferences
are extracted from the multi-criteria ratings that they
have given for items and the user cluster centers (C)
are defined based on the extracted preferences. Then,
the Euclidean distance is used to assign the closest C
for each user and the Mahalanobis distance is used to
compute the top-N neighbors for a user in the same
cluster. After that, the predicting rating of an item for
the user is computed based on similar neighbors who
have been chosen from the same cluster. The approach
is evaluated using Yahoo! Movies dataset and the users
who have ratings of at least 20 movies are chosen,
yielding to 484 users, 945 movies and 19,050 ratings.
An experiment is done to compare the Mean Absolute
Error (MAE) using clustering and without clustering.
The result shows that their clustering method produces
the best result with MAE equal to 2.175.

• Zheng [44] developed a utility-based multi-criteria rec-
ommender system in which the items are recommended
to a user based on the utility function of each item for the
user. The utility function is built using the multi-criteria
ratings as the similarity between the vector of user evalu-
ations and the vector of user expectations (i.e. the higher
degree of over-expectations, the higher the similarity
between the vectors of the expectation and the user eval-
uations). Three similarity measures are used to calculate
the utility score (i.e. Pearson correlation, cosine similar-
ity, and Euclidean distance). The user expectations are
learned by three optimization learning-to-rank methods
(i.e. Pointwise ranking, Pairwise Ranking, and Listwise
Ranking). Evaluation of the proposed method was done
using two datasets which are TripAdvisor and Yahoo!
Movies [45]. TripAdvisor contains of 14,300 hotels,
1502 users (users with at least 10 ratings are chosen),
and 22,130 ratings including seven criteria ratings (i.e.
price, location, quality of rooms, cleanliness, conve-
nience of the hotel, service experience of check-in, and
particular business services).While Yahoo!Movies con-
tains 2,162 users who have issued 62,739 ratings on
3,078 movies that have four criteria (i.e. story, direc-
tion, visual effects, and acting). The developed method
is compared with four baselines: the matrix factoriza-
tion, the linear aggregation model 40], the hybrid con-
text model [46] and the criteria chain model [47]. The
results outperform the baselines in terms of precision
and NDCG and the Pearson correlation measure gives
the best result and the Listwise ranking gives the most
outstanding performance.

• Tallapally et al. [48] used a deep neural network tech-
nique called stacked autoencoders to solve the shortage
of single rating RS through using multi-criteria RS. The
conventional stacked autoencoders are extended to fit
with the multi-criteria ratings by adding an extra layer
which acts as an input layer to the autoencoders. The
input which is the multiple criteria ratings is connected
to the intermediate layer which is represented by the
items. The intermediate layer is connected to N con-
secutive encoding layers where the latent representation
for each item is encoded. The last encoding layer is
connected to N consecutive decoding layers. The last
layer is the output layer in which the items’ overall
rating is predicted. An experiment is conducted to eval-
uate the effectiveness of the proposed network on two
datasets: the TripAdvisor and Yahoo! Movies (YM). For
TripAdvisor users who rated at least five hotels and
hotels that have rated by at least five users are chosen
(5-5) leading to 3,550 hotels rated by 3,160 users by
19,374 ratings. Similarly, YM dataset forms three sub-
set YM 5-5, YM 10-10 and YM 20-20. The proposed
network result is compared with many baselines such
as [1], [47] and [49]. The result outperforms all the
compared baselines in terms of the following perfor-
mance metrics MAE, F1, and both Good Items MAE
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FIGURE 3. Multi-Criteria RS with Users reviews.

and Good Predicted Items MAE that was introduced by
Cacheda et al. [50].

B. MULTI-CRITERIA RECOMMENDER SYSTEM USING

IMPLICIT USER PREFERENCES

In the first type of MCRS, users should give ratings for each
feature of the item regardless of whether he is interested
in the features or otherwise. Unlike this type, users provide
opinions only on the item’s feature that they are interested
in through writing comments (i.e. reviews) that express their
feelings or opinions about their experiences with the items.
This type of approach is claimed to be more accurate in
determining the users’ preferences because users will write
exclusively about what they concerned with regarding the
items. This, in turn, will enhance the accuracy of the RS,
because the more accurate the user’s preferences are deter-
mined, the more accurate the recommendation provided to the
user.
In this type, the criteria of the RS process are implicitly

represented and they need to be extracted from the valuable
information of the user-generated reviews. Figure 3 shows
an example of multi-criteria RS where the users’ reviews
are collected from TripAdvisor to extract the hotel’s criteria
(i.e. aspects) such as price, food, location, and bed using
sentiment analysis methods. These aspects are used in build-
ing the rating matrix. Then recommend a hotel to a specific
user based on the criteria that are mentioned in his reviews.
The extracted valuable information can be summarized as the
review elements. In the following section, we will explain the
reviews, their benefits in RS and the review elements. Then,
we will explore various research that have utilized this type
of MCRS and explain how the review elements enhanced the
recommendation process.

IV. USER-GENERATED REVIEWS

Recently, vast growth in e-commerce and social Websites
have been observed and these Websites encourage users to
incorporate their experience with each other. Therefore, there
is a significant number of online comments (i.e. reviews)
about various topics such as hotels, products, movies, restau-
rants, travel, and services and they continue to increase on a
daily basis [15], [51]. These reviews are valuable resources

for users because they help them in making decisions before
consuming or buying a particular item. Such reviews may
provide an overall overview of the items or specific comments
on certain features of the items [7]. The reviews may also
indicate users’ preferences.

Many users are affected by the other customers’ reviews
because it is considered as trustworthy information compared
to the vendor’s information [52]. This, in turn, influences the
buying behavior which also helps the vendors and companies
to manage and improve their products and develop new ones
based on the users’ preferences which can be extracted from
the written reviews [53], [54].

The user’s review exhibits distinct characteristics: it is
brief, prone to the occurrence of noise (i.e. misspelling, many
hyperlinks and may include advertisement), written in the
form of plain/textual text without a standard structure or fixed
rules and may contain emoticons. The user writes them just
to explain his usage experience with the item [15], [51].
Due to the previous characteristics of the reviews, most RS
do not use them in generating recommendations because of
the difficulties encountered by the machines to comprehend
written natural language compared to other structured data
sources [25].

A. ANALYSING USER-GENERATED REVIEWS

There are many fields involved in processing textual reviews
and extracting the valuable information from the reviews
such as natural language processing, text mining and opinion
mining (or sentiment analysis). In this survey, we are more
interested in the involvement of sentiment analysis with RS
because the sentiment analysis field will help us in determin-
ing the user’s preferences by analyzing the user’s sentiment
behind his reviews. Sentiment analysis is a discipline derived
from artificial intelligence, information retrieval, and natural
language processing. It focuses on predicting the positive
or negative polarity of the given entity. Sentiment analysis
usually works in three levels: document-level, sentence-level,
and aspect-level.

Leung et al. [27] is the first researcher who indicated
the potential advantages of integrating sentiment analysis
field with the CF approaches to improve the accuracy of
the RS performance through calculating an inferred rating
from users’ reviews when the explicit rating is not available.
He developed a rating inference framework that consists
of two parts; the first part is a rating inference which is
responsible for calculating the inferred rating from user’s
reviews through extracting the opinion words (OWs) from
the reviews and aggregating the sentiment polarity of such
OWs to determine an inferred rating. While the second part
is the recommendation process using the CF approach which
recommends items to users based on the calculated inferred
rating. An experiment is done to infer users’ ratings using
the MovieLens-100k dataset which contains 1477 movies,
1065 users (i.e. users with more than 10 reviews) and
30,000 reviews (i.e. reviews with user-specified ratings). The
work of Leung et al. [27] is considered as a hypothesis
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because there is no evaluation for the RS performance after
the inferred rating is calculated.
After Leung et al. [27], Aciar et al. [16] made the first

attempt to use the user reviews in building RS through
developing an ontology to convert the review content into
a structured form that is used to provide recommendations.
The ontology model is built manually with two main com-
ponents of opinion qualities, which show the user’s expertise
regarding the product; and the product quality, which indi-
cates the rating that the user made for the product features.
Each review is considered as an ontology instance and it is
automaticallymapped onto the ontology through themapping
process. After all the reviews are mapped onto the ontology,
the product’s overall assessment (OA) score (i.e. the final
score for the product based on each product feature’s estima-
tion) is determined through performing a set of computations.
Using OA, this application gives a recommendation to the
user about the product that has the highest OA based on
the features that are mentioned in the user’s request. For the
application evaluation, the authors have yet to do an empirical
test for measuring the performance of the proposed RS. The
authors claim that their application overcomes the cold start
problem in the CF techniques. It is beyond the scope of this
paper to discuss various research that exploit users reviews in
providing recommendations. Interested readers may refer to
the review done by Adomavicius and Tuzhilin [10].

B. ADVANTAGES OF USING USER-GENERATED REVIEWS

IN RECOMMENDER SYSTEMS

Although there are some difficulties in processing users’
reviews, there are major advantages that RS can get benefit
from them to enhance its performance especially the reviews
that can be broadly accessed over the internet. The following
are some of the reviews’ advantages [37], [55], [56]:

a. Alleviate the data sparsity problem in the case of miss-
ing ratings. Reviews provide valuable and natural infor-
mation about the user’s interests which can be extracted
and inferred.

b. Relieve cold start problem either for a new user or a
new item. It can be considered as a special instance of
the sparsity problem. There are three cases for causing
this problem: the first is a user who enters the system
for the first time (totally new), the second is a user who
has not made many ratings (limited experience) and the
third is a user with incomplete (i.e. partial) preferences.
Similarly, for new items either totally new items are
added to the system or items have no ratings. Reviews
can solve this type of problem by providing information
that is used to improve recommendation such as the
work ofWang et al. [57].

c. In the case of dense data, the reviews still provide a
valuable and detailed information that can be used to
enhance the recommendation accuracy such as: check
the rating quality (compared both the user’s star rating
with the inferred rating from the review’s text, or from

FIGURE 4. Example of review elements.

review’s helpfulness), derive users’ aspects or context-
dependent-aspect or context- independent-aspect pref-
erences.

d. The reviews provide rich and useful information in
some domains like tourism and travel, where it is dif-
ficult to express user’s preferences as scalar ratings or
collect numerical ratings for items.

e. Reviews help to construct both the user model and
item model precisely because they contain much
finer-grained sentiment trend for various features of a
single item.

C. REVIEW ELEMENTS

After agreeing on the review’s usefulness on improving the
RS performance, we can summarize the rich and valuable
information (called elements) that can be extracted from the
users’ reviews as follows:

a. Total Review of Polarity Score

A user’s overall opinion can be inferred from his writ-
ten review about an itemwhether he or she likes it or not
(positive or negative sentiment), this overall sentiment
can be converted into implicit ratings. Implicit rating
(also called virtual rating) is generated by aggregat-
ing the opinion words of the review (i.e. mostly the
adjectives or adverb) and then calculating the sen-
timent polarity of each opinion word. For example,
the opinion words in the review in Figure 4 are newly,
strategic, friendly, helpful, spacious, nice, clean, tidy
and thumbs up. The total review polarity score is the
summation of all the polarities of the extracted opinion
words, which is done using either machine learning
methods or text mining methods. There is an implicit
relationship between the user’s rating and his expressed
comment [15]. As a result, the implicit rating takes
the role of the explicit rating (also called the actual
rating) in case the explicit rating is not available such
as in [58]. Additionally, in the case where the explicit
rating is available, the implicit rating can be used either
to enhance the actual rating [59] or be used for both
ratings to enhance the performance of RSs further as
illustrated in [21], [60].
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b. Review Terms

Review terms are the words that are frequently used or
that occurred in the reviews and extracting them is the
easiest way for analyzing users’ reviews. For example,
the terms in the review in Figure 4 are hotel, location,
staff, room, and budget. The Term Frequency-Inverse
Document Frequency (TF-IDF), weight scheme is the
most widely used statistical method for measuring the
importance of terms. In this case, the items that are
recommended to a user are based on his term-based
profile. Researches that use this type of element prove
its usefulness in improving the RS performance such as
in [20], [61].

c. Review Feature/Aspect/Topic

Review aspect can be defined as a concept that depicts a
topic of each item’s domain and it is restricted to exist
in every item; each aspect consists of a set of words
(terms) (e.g., the following terms ‘‘attitude, service,
waitress, waiter’’ correspond to the ‘‘Service’’ aspect).
Aspects comprise of either noun or noun phrases that
are common in the domain being analyzed and must be
in every item. In contrast, the terms consist of nouns
that most frequently occur in the reviews and it is not
necessary that every term present themselves in all the
items set [7]. Some researchers use the terminology
of feature for aspect such as [62], [63], while oth-
ers use topic such as [25] and all the terminologies
(aspect, feature, and topic) have the same meaning.
The identification of aspects is usually based on two
approaches: heuristic-based andmodel-based [64]. The
former approach identifies a set of manually-selected
keywords (fix aspects) and then searches for other
related terms by applying the clustering method [65]
and relying on the calculation of the relationship
between the aspect and the candidate’s terms [66], [67].
While in the latter approach, the aspects are automat-
ically extracted (denoted as learned aspect) and the
most popular model that is applied is Latent Dirichlet
Allocation (LDA) [68]. A comparison between the fix
and learned aspects will be discussed in detail later.
The review as a whole gives a coarse-grained opinion
about the user’s preferences, while the review-aspect
gives a fine-grained opinion about the user’s prefer-
ences. An aspect-based recommendation is claimed
to enhance the performance of RSs due to its abil-
ity in determining the specific preferences of the
user [9], [38], [69]. Besides the advantage of aspect-
extraction in enhancing the accuracy of the RS, one
point must be taken into consideration, which is the
number of the extracted aspects, because the high num-
ber of the candidate aspects will negatively affect the
RS’s performance and lead to more sparse data. As
a result, aspect selection is of importance that may
influence the performance of the RSs [7]. In the exam-
ple illustrated in Figure 4, three aspects have occurred
which are location, staff, and room.

d. Review Context

Review context is the circumstance within which a user
expresses his opinion about the item or some feature
of the item. For example, in Figure 4 the context is
traveling for business. Like aspects, review contexts are
either pre-defined (fixed) contexts or learned contexts
that are automatically extracted. It can be discovered
through rule-based reasoning, keyword matching or
using a classifier such as LDA-based classifier [9].
The review context proves its benefit in enhancing the
recommendation performance by either combining it
with the explicit rating to predict the user rating for an
item in a specific context [64] or using it in the user
modeling as proposed by Chen and Chen [70] through
using context-dependent aspect preferences or context-
independent aspect preferences.

e. Review Comparative Words

A user sometimes writes his opinion about an item by
comparing it with other items in terms of some specific
features. This type of element called comparative opin-
ion where it identifies if item A is superior or inferior
to item B in some shared aspect. The comparative
words can be extracted either using graph relations or
a set of linguistic rules and then use them in RSs in
order to enhance the items’ ranking quality such as
in [55], [71], [72]. In the review illustrated in Figure
4, ‘best’ is a comparative word used to emphasize that
the price of the hotel is the best compared to others.

f. Review Emoticons

When a user writes a review, he can reflect his mood
using some symbolic representations of icons (faces)
(e.g., smile, joy, sadness, distress faces). Most of the
reviews contain icons, (41% of the reviews contain
emoticons [73]), which make them available for use
in the recommendation process in spite of the fact that
it is harder to detect them compared to other review
elements. Using these icons, we can infer if the user
likes the item or not (overall rating) and then use this
information for better item recommendation for the
users as seen in [74]. Additionally, these icons can be
aggregated with other review elements to enhance the
RS performance such as in [73].

g. Review Helpfulness

For every user’s review, readers can vote by clicking
the helpful button for the review if they find it useful
for them. These votes can be used in the RS to make
a better predictions, especially for determining the rat-
ing’s quality score such as in [37], [75]. In other words,
themore votes were given for a review, themore the rat-
ing’s quality score is assigned. For example in Figure 4,
the review helpfulness is equal to two which means that
two users get to benefit from this review.

D. ASPECTS TYPE

As mentioned in the previous section, there are two types of
aspects, fix aspects and learned aspects. In the fix aspects
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type, experts define a fixed set of aspects manually such as
food, price, atmosphere, and service for a restaurant domain.
While in the learned aspects type, some methods are used
to extract the aspects automatically from the users’ reviews.
Additionally, some researchers identity fix aspects at the
beginning of their methods then search for other learned
aspects that are related to the fixed aspects from the users’
reviews such as in [63], [76]. Most of the researchers claim
that the learned aspects give better recommendations com-
pared to the fixed aspects [60], [69], [77].
Learned aspects are preferred than the fixed aspects due to

the following reasons:

a. The number of fixed features (catalog features) are
few. This, in turn, will restrict the range of estimating
inter-item similarity at the recommendation time.

b. The static features in some domains are technical in
nature; as a result, it is hard to know the significance of
the feature similarities in practical terms. For example,
a camera item in the product domain has the follow-
ing features (resolution, sensor-type, and price) while
picture quality and beautiful design are learned aspects
that provide more details about the camera and make
the item’s similarity easier to find.

c. Learned aspects from the user’s review show the user’s
preferences are more accurate compared to the static
ones because the user will write in his reviews only the
aspects that he or she is interested in which will make
knowing user’s preferences easier and more obvious.

d. Approaches that use static aspects sometimes fail to
provide compatible recommendations about the user’s
preferences. For example, service and food are both
fixed aspects for a specific restaurant, the user put a
5/5 rating for the restaurant’s service and 2/5 for the
food.When the RS gives a recommendation to this user,
it will recommend restaurants that have a good service
but in fact, the user does not care about the restaurant’s
service aspect and care only with the restaurant’s food.
Thus, the system is unable to propose a suitable recom-
mendation for the user.

e. A high number of item’s features produce better results
in the recommendation scenarios because the item is
much better described compared to using fixed features
which are typically small in numbers.

V. MULTI-CRITERIA REVIEW-BASED RECOMMENDATION

APPROACH

Multi-criteria review-based RS uses user reviews to extract
the criteria that will be used in the recommendation process.
These criteria are defined from the review elements explained
in the previous section. These criteria can be used on their
own or by combining with the actual users’ ratings. The
full cycle (stages) of the multi-criteria review-based RSs is
summarized in Figure 5.
Multi-criteria review based RS is applied by many kinds

of research; each research has an idea about combining the

FIGURE 5. The full cycle of the multi-criteria review-based RSs.

elements of the user-generated review with the RS; some use
just one review element while others combine more than one
review element. Stated below are recent researches in multi-
criteria review-based RS which are grouped based on the
review elements as discussed in Section IV.

A. TOTAL REVIEW POLARITY SCORE

A user’s general opinion can be inferred from his written
review of an item. This overall sentiment can be converted
into an implicit rating. Most of the works that use total review
mainly involved the sentiment analysis approach whereby
the total review polarity scores are generated by aggregating
the score of all the opinion words in the reviews. How-
ever, there exist slight variations among the approaches that
used total review polarity score that is mainly concerned
with the variations of the selected opinion words within the
reviews.

Pappas and Popescu-Belis [78] work focuses on addressing
the problem of one-class CF. One-class CF problem referred
to the CF approach that deals with nothing but positive
explicit feedbacks.

The issue with the one-class CF problem is the iden-
tification of negative instances. Therefore, this approach
extracts sentiment information from textual reviews, and
it is integrated with the nearest neighbor model into a
sentiment-aware nearest-neighbor model (SANN) by map-
ping the sentiment scores according to the user’s ratings
(likes or favorites). The proposed approach consists of two
steps: firstly, the polarity of the user’s reviews is calcu-
lated using a rule-based classifier [79]. Then the sum of
the total polarities of each sentence is normalized. Secondly,
the normal neighborhood model is extended by proposing
a sentiment aware nearest neighbor approach using a map-
ping function (MF) to combine the user’s ratings with the
user polarities resulted from a rule-based classifier. Three
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MF are defined, which are random mapping, fixed mapping
and learned to map. To evaluate their application three real
datasets are used which contain both user ratings and com-
ments, namely Vimeo, TED, and Flicker, which are popular
sources for videos, lectures, and images respectively. The
proposed application is compared with five baseline models
which are Top popular, Nearest Neighbors (NN), Singular
Value Decomposition (SVD), Non-negative Matrix Factor-
ization (NMF), and Sparse Non-negative Matrix Factoriza-
tion (SNMF). Three performance measures are calculated
which are the mean average precision (MAP), the mean aver-
age recall (MAR) and the mean average F-measure (MAF)
using 5-fold cross-validation. The results show that the pro-
posed approach outperforms all the baseline models which
prove that there is an inherent relationship between user unary
feedback (likes or favorites) and sentiment expressed in user
comments.
García-Cumbreras et al. [15] approach exploits the pes-

simistic and optimistic behaviors among users of RSs. The
idea is to classify users into two classes (Pessimist and Opti-
mist) according to the average polarity of users’ reviews then
add the user’s class as a new attribute to the CF algorithm.
Five experiments are performed using RapidMiner to prove
the effectiveness of the authors’ idea as follows: the first
experiment studies the relation between the user’s rating and
his reviews through calculating the user’s rating from his
reviews using SVM algorithm. The result shows an implicit
relation between the user’s rating and his reviews and it
proves that the user’s reviews provide valuable information
that enhances RSs’ performance. While in the second experi-
ment, the rating prediction is calculated by feeding the rating
from the users’ reviews into the CF using the k Nearest
Neighbor (kNN) algorithm for both user-based and item-
based approach. The result of the user-based outperforms
item-based approach. Thus, the authors try to enhance the
rating prediction in a subsequent experiment by adding some
characteristics for users by either using a rating behavior or
sentiment analysis of the users’ reviews. In the third experi-
ment, the rating prediction is calculated using a new attribute
called user classification. The classification is performed
based on the average of all the movie ratings given by each
user, whereby the pessimist class is for users with average
ratings< 4 and optimist class is for users with average ratings
> 6. The results show that using the user category in rating
a prediction based on the rating only (not reviews) slightly
reduce the error prediction values of the ratings. Finally,
the last experiment is similar to the previous one except that
the classification of the users is based on the average polarity
of his reviews and not his ratings. The accuracy of the clas-
sification is 80% which proves that the user can be classified
based on reviews only. Additionally, the rating predicting is
calculated in this experiment by feeding the user class into the
CF using kNN, and the results outperform the conventional
CF algorithms which prove that users’ reviews can enhance
the RSs’ performance. For performing the experiments, a new
corpus is created from the Internet Movie Database (IMDb)

TABLE 3. Summary for researches that use total review polarity score
element.

using an automatic extraction program which retrieves the
user rating and reviews for each movie.

Zhang et al. [73] proposes an algorithm to infer the overall
rating (or virtual rating) from users’ reviews by aggregat-
ing the sentiments of the opinion words with the emoticons
that are also included in the reviews to mitigate the spar-
sity problem in RSs. The proposed algorithm consists of
two main steps: the first step is a review sentiment classi-
fication using SElf-supervised, Lexicon and Corpus-based
(SELC) model to derive the virtual rating, while the second
step is item recommendation using user-based and item-
based CF algorithms. The SELC model combines the unsu-
pervised model with the semi-supervised model. Through
it, the overall sentiment score of each review is calculated
from the two sets which are the sentiment word element
set and the emoticons set by aggregating the scores of
the words and emoticons that occur in the target review.
Experiments that compared among user-based, item-based
and non-personalized popularity-based approaches use two
datasets: Youku (a Chinese Website) that does not contain
real ratings and Amazon.com (book section) that has real
ratings. The results show that the user-based CF outperforms
both the item-based CF and the non-personalized popularity-
based approach in terms of precision. Experiment on top-N
recommendation shows that the user-based CF that uses both
real and virtual ratings performed the best in terms of preci-
sion. A unique feature of this approach is the combination of
user textual reviews and emoticons, which exist in 41% of the
users’ reviews.

Table 3 summarizes the main contributions of the recom-
mendation approaches that exploit total review polarity score
elements.

B. REVIEW TERMS

Review terms are the words that frequently occur in a review.
The use of review terms is mainly found in the works of
D’Addio et al. [20], [60], and D’Addio andManzato [7], [61],
which primarily use users’ reviews to produce item repre-
sentation that is based on the overall sentiment regarding the
items’ features. The approach follows a four-step procedure:
text pre-processing, feature extraction, item representation
using sentiment analysis and recommendation.

The text preprocessing step aims to convert the unstruc-
tured user reviews into a structured form to extract features
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that can then be used to develop a vector-based representation
for each item. The value of each vector’s position represents
the overall sentiment of a specific feature in all the reviews.
The feature extraction step is the main step and it is

quite different from the four types of research conducted
by D’Addio: At the beginning of their approach, the Trans-
ductive Learning for Automatic Term Extraction (TLATE)
method proposed by Conrado et al. [80] is used for extract the
features in the works of both D’Addio et al. [60] and D’Addio
and Manzato [61]. Next, they develop two techniques for
feature extraction term-based and aspect-based in the work
of D’Addio and Manzato [7]. For the term-based technique,
the candidate features are extracted if they are tagged as
a singular or plural noun and their frequencies exceed the
threshold value. While in the aspect-based technique the fea-
tures are extracted after the process of stemming using porter
algorithm [81], stop words removal and clustering. In the last
work of D’Addio and Manzato [61], the feature extraction is
mademore precise through extracting terms and aspects using
heuristic and machine learning.
In the item representation using the sentiment analysis step,

the item vector is generated using the extracted feature as
used in the previous step in which each position of the item
vector is the score of a feature. The score is calculated using
the Stanford CoreNLP proposed by Socher et al. [82]. In the
work of D’Addio and Manzato [61], the score is calculated
based on the feature popularity of all the users.
The last step is the recommendation step where item

neighborhood-based CF is used. The produced items’ vec-
tors are used to discover the items’ similarities instead of
the items’ rating vector and they are then fed into the item
neighborhood-basedCFmodel, and the itemswith the highest
rating are recommended to the user.
An experiment is conducted to evaluate the pro-

posed approach for each work; for the works of both
D’Addio et al. [20] and D’Addio and Manzato [61], two
databases are combined which are theMovieLens dataset and
the Internet Movie Database (IMDb). The results show that
the proposed approach has a better value in both prec@10 and
MAP performance measures compared to the recommen-
dations based only on structured metadata. For the work
of D’Addio and Manzato [7], the proposed approach is
tested on the MovieLens-100K database (ML-100k). The
results show the term-based technique gives better accuracy
compared to the aspect-based technique and the proposed
approach in both techniques outperforms the baselines (the
approaches that use structured metadata) in terms of Root
Mean Square Error (RMSE). Finally, the proposed approach
of D’Addio et al. [60] is tested on two databases which are
the MovieLens-100K (ML-100k) and Movielens-2k (HetRec
ML). The results outperform all the results obtained from
the compared traditional structured metadata constructions
used as baselines in term of RMSE. The feature extraction
technique based on the terms usingmachine learning provides
the best results since it gives a large set of features and this
provides more details about the items.

C. REVIEW FEATURE/ASPECT/TOPIC

The review aspect can be defined as a concept that describes
a topic for each item’s domain, and it is restricted to exist
in every item. Each aspect consists of a set of terms. Most
approaches under this category employ algorithms for aspect
extraction and subsequently identify terms and opinion words
associated with each aspect. Sentiment analysis is then
applied to identify the polarity of each aspect and scores or
ratings that have been allocated to the aspects. Some of the
works under this category are as follows.

An approach by Musto et al. [69] follows a two-step
process: the first step is building a framework using a non-
symmetric measure called Kullback-Leibler divergence to
extract the aspects, and for each aspect, the sub-aspects are
extracted using phrases and informativeness measures pro-
posed by Tomokiyo and Hurst [83]. Subsequently, a sen-
timent score for each main aspect and its sub-aspects is
assigned using two strategies: a model-based algorithm that
utilizes deep learning method proposed by Socher et al. [82]
and a lexicon-based algorithm proposed by Musto et al.
[84] which is based on the AFINN wordlist created by
Nielsen [85]. The second step used the extracted aspects to
feed the multi-criteria user-based and item-based CF algo-
rithms. The sentiment score that resulted from the first step
is considered as a rating, and the similarity between two
users (or items) is calculated using the multi-dimensional
Euclidean distance [40]. Their experimental evaluation
included three datasets Yelp, TripAdvisor and Amazon. The
best performance is achieved from the user-based CF with
10 aspects except for the Amazon dataset with 50 aspects.
The results of the proposed algorithm also outperform all the
single-criterion recommendation algorithms and algorithms
that are based on the matrix factorization in terms of mean
average error (MAE).

Akhtar et al. [86] present a technique for analyzing
hotel reviews and extracting valuable information from them
to help service providers and customers. The technique is
targeted at TripAdvisor website’s users. Two types of infor-
mation are crawled and extracted from the TripAdvisor: the
review text and the metadata. Then, each review is classified
into one of the predefined categories. These categories are
aspects that frequently recur in the review data set. After
that, the topic modeling technique Latent Dirichlet Allo-
cation (LDA) is applied to reveal the hidden topics from
the reviews. Finally, sentiment analysis is performed using
SentiWordNet corpus to calculate the review’s polarity by
aggregating the positive and negativewords in the review. The
experiment is carried out for the Orchid Residency Hotel and
78 reviews are crawled. After implementing all the previous
processes on the reviews, a summary for the reviews is given
showing the most positive, negative and neutral reviews.
However, no evaluation result is reported.

Bauman et al. [87] develop a recommendation method
that recommends to a user the items with the most valuable
aspects to enhance the user’s experience with those items.
The valuable aspects are identified using Sentiment Utility
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Logistic Model method which consists of two parts, the first
part is used for extracting aspect-sentiment pairs using
opinion parser called double propagation proposed by
Qiu et al. [88] for extracting aspects from user reviews and
a sentiment lexicon created by Liu [89] to classify the aspect
sentiment (i.e. positive, negative or neutral). The second part
is used for predicting the overall rating of a review by combin-
ing all the sentiment values for all the extracted aspects in the
user’s review and identifies the influence of each aspect on the
overall rating. After the aspect is identified and the overall rat-
ings are estimated, users’ and items’ profiles are created and
the recommendation process is completed as a classification
problem (i.e. the rating is classified as ‘like’ if the estimated
overall rating is 4 or 5, and ‘dislike’ for 1, 2 or 3). An exper-
iment is done to evaluate the performance of the developed
method on the Yelp dataset for the domains of a restaurant,
hotel and beauty, and spa. The number of the extracted aspects
for the three domains are 69, 42 and 45 respectively. The
proposed method is compared with three baseline approaches
as follows: the popular aspect approach, the most positive
aspect approach and the most negative aspect approach. The
results show the proposed method outperforms the baseline
approaches in terms of the Precision@3 and Area Under
Curve (AUC) [12].
Yang et al. [21] also proposed a similar approach whereby

the technique consists of three main components, opin-
ion mining, aspect weight computing, and overall rating
inference. The opinion mining component is responsible
for extracting the aspects and opinion words from users’
reviews then it computes a rating for each extracted aspect.
The aspect extraction is done using the double propagation
method [88] which selects the relationship between the aspect
terms and the opinion word of type Direct Dependency rela-
tionship described using dependency grammar created by
Tesnière [90]. The aspect weight computing component uses
a tensor factorization approach to compute the aspect weight
which expresses the user’s satisfaction about the aspect. The
third component is the overall rating inference which uses
the aspect rating (user opinion) of component one and aspect
weight (user preferences) of component two to predict the
overall rating for the item that is not rated by a user. Two
datasets are used for the experiment evaluation which are
the movies dataset collected from IMDb website and hotel
dataset provided by Wang et al. [66] in which the user review
is associated with a rating on seven fixed aspects. Two accu-
racy metrics MAE and RMSE are computed, and then the
results are compared with two baseline models (MF that does
not consider any text reviews and TF that extracts user’s opin-
ions not only aspects weights). The proposed framework’s
results outperform the baseline models with high accuracy
for both datasets.

Dong et al. [77] develop an approach for CB that combines
feature similarity and feature sentiment to recommend items
with high priority that are similar and better than the items
in the user’s query. The approach consists of three steps,
and the first step is extracting the product’s features from

user-generated reviews using shallow NLP and statistical
methods proposed by Hu and Liu [91] and Justeson and
Katz [92] respectively. The second step is identifying an
opinion for each extracted feature using the opinion pattern
method proposed by Moghaddam and Ester [93]. The third
step is generating recommendations for the user depending
on his query Q. This approach recommends items that are
not only similar to Q but also have higher relative sentiment
improvement by calculating the product’s score. The top-N
products with the highest score are recommended to the user.
To evaluate the developed approach, data from Amazon.com
is extracted for six product domains such as Phones, Tablets,
and GPS, in which each product has at least ten reviews. Two
measure qualities are used which are rating benefit metric and
query product similarity. The former compares two sets of
recommendations depending on their ratings, while the latter
computes the average similarity between the query product
and the given recommendations based on the extracted fea-
ture. The experiment results demonstrate significant benefits
in the quality of the given recommendations of the developed
approach compared to Amazon’s recommendations.

Wang et al. [57] focus on solving new users’ problems
with partial preferences. New users usually relate to the cold
start problem in RS. Thus, most RS will ask users to indicate
their preferences in some aspects or attributes of the items.
However, such preferences are usually incomplete due to the
user’s knowledge gap of the items. Thus, Wang et al. [57]

use users’ reviews at the aspect opinion levels of the items
to predict the missing preferences. The approach extracts
the feature opinions from users’ reviews and maps it to
the static item’s attributes to predict the user’s incomplete
preferences [63], [65]. The sentiment polarity of each opin-
ionated feature is calculated using SentiWordNet [94], and
this is subsequently mapped to the static items’ attributes.
Incomplete preferences of the new users are then inferred
by calculating the similarities between the new user and the
like-minded reviewers’ preferences. The recommendation is
based on the new user’s preferences for the top-N items.
The proposed approach is evaluated on a dataset collected
fromAmazon, containing 57 users (full preferences are deter-
mined), 64 products (digital cameras), each product has eight
static attributes and 4904 reviews. To simulate the missing
preferences of a new user, the partial preferences are selected
at random (i.e. 2, 4, or 6 of his attribute preferences). The
proposed approach achieves better recommendations accu-
racy compared to the four baselines used during evaluations:
random, PopRank, PartialRank, and HybridRank.

Musat et al. [25] develop a method called topic profile
collaborative filtering (TPCF) to address the problems of
data sparsity and non-personalized ranking methods. TPCF
works as follows: a frequency-based technique is utilized
to extract the topics and this is followed by grouping them
based on their synonyms using Wordnet synsets. Then, for
each extracted topic, the relevant opinion word and its polar-
ity are identified through constructing a set of relations
such as the work of DeMarneffe et al. [95] and using the
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OpinionFinder proposed by Wilson et al. [96]. Finally, based
on the extracted topics and the scores generated from the
polarities of the opinion words, the profile of the user topic is
created. To recommend a product to the user, a product’s score
is calculated using the generated user profile, and the highest
product’s score is recommended to the user. The method is
evaluated using a dataset collected from the TripAdvisor’s
website and its result outperforms the baseline method; the
non-personalized product ranking method in terms of MAE
and Kendall’s tau rank correlation coefficient [97]

The work of Chen and Chen [70] attempts to address
the issue of context in order to enhance personalized rec-
ommendation. They suggest that people may possess distinct
aspect-level preferences in various contexts. An algorithm
for contextual recommendation by extracting the relationship
between the weight of each user’s preferences and the related
context is proposed. Both user’s preferences and contextual
information are extracted from the user’s reviews. Two types
of preferences are detected from the user’s reviews, context-
independent preference, and context-dependent preference.
Both preferences are then combined to generate accurate
recommendations. The former preferences are not affected
by context and reflect the individual user’s requirements for
items that do not change over time. It is learned from the
user’s overall ratings and aspect opinions. The latter refers
to the aspect-level requirement under certain context for a
user. Contextual opinions are extracted using a rule-based
approach and keyword matching. They experiment with
mutual information, chi-square statistics, and information
gain measures when assigning weights for various aspects
in different contexts. Finally, both context-independent and
dependent preferences are combined to compute an item’s
matching score, and the highest top-N scores are recom-
mended to the user. The proposed algorithm has been tested
on two datasets, TripAdvisor and Yelp which are restaurant
datasets. They compare their algorithm with some baseline
methods such as Context Freer and Context Pre-filter; the
result of the proposed algorithm outperforms all the com-
pared methods in terms of the Hit Ratio andMean Reciprocal
Rank. Additionally, the chi-square statistic method generates
the best results compared to the other two contextual weight-
ing methods.
Jamroonsilp and Prompoon [55] present an approach for

item ranking based on the analysis of the user’s reviews. Five
pre-defined aspects for software items are defined, and the
software ranking is calculated by analyzing the users’ com-
parative sentences from the user’s reviews for each software
aspect. It consists of three phases, gathering user reviews,
analyzing the gathered reviews and calculating software rank-
ing. In the first phase, users’ reviews are collected from
google custom search API for three software topics which
include database management system, PHP web applica-
tion framework, and content management system. While in
the second phase, the quality term (aspect) mentioned in
the user’s review is classified as one of the five pre-defined
aspects based on the classes given by Coallier [98] and

TABLE 4. Summary of Researches that use feature/aspect/topic Element.

Mairiza et al. [99]; in addition a score for the quality term
is assigned using the lexicon created by Hu and Liu [91].
This is followed by the extraction of the comparative relation,
and a polarity score is assigned for the relation of the two
types of software and the compared quality term mentioned
in the user’s reviews. Finally, in the third phase, the overall
software score is calculated based on all the quality aspects
scores and the relation’s score that are calculated in the
previous phase. The approach is evaluated using the dataset
that is collected in the first phase using Pearson’s correlation
coefficient and compared with a human expert and the work
of Zhang et al. [71]. It achieves a high Pearson’s correlation
coefficient with value 0.935 which proves that the software
ranking is statistically consistent with the human experts’
rankings and better than Zhang’s approach.

Zhang et al. [37] propose an approach that exploits
the aspect-level sentiment of the users’ reviews with the
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support of helpfulness reviews. The approach consists of
four phases. The first phase is extracting aspects using a
latent Dirichlet allocation model and the words with the high-
est conditional probability are chosen as aspects. The sec-
ond phase is determining the sentiment orientation of each
extracted aspect using the sentiment lexicon SentiWordNet.
By using the extracted aspects and their sentiment orientation,
the item model and user model are created in Phase 3. The
item model is represented as a vector with the mentioned
aspects that appear in the product’s reviews with the sup-
port of the helpfulness reviews to give weight to the related
aspects. The user model is represented as a vector with
the aspects that frequently occur in the user’s reviews. The
last phase is the recommendation phase, a score for each
user and a candidate item pair is calculated by multiplying
both user’s vector and item vector, and the items with the
top k scores are recommended to the user. An experiment
conducted on Yelp dataset (i.e. restaurant domain) evaluates
the proposed approach. The approach is compared with two
baseline methods (CF based on matrix factorization approach
and popularity-based approach), and its result outperforms
the two baseline methods in terms of mean reciprocal rank
(MRP).
Table 4 provides a summary of all the approaches previ-

ously discussed that use aspects elements in the review-based
recommendation.
Following Table 5 that provides a summary of all the

28 surveyed approaches categorized as multi-criteria review-
based recommender system.

VI. DISCUSSION

The current state in RS research is concerned with the inabil-
ity of such systems in providing an accurate recommendation
to users. One of these inabilities relates to the systems focus-
ing only on single criterion recommendation. To enhance the
RS performance, there is a need to provide more information
about the users and items and make the decision regard-
ing the recommendation process based on multi-criteria or
multi-alternatives that show users’ preferences not only based
on a single-criterion rating. The importance of such multi-
criteria recommender systems is that they build their criteria
from the users’ reviews to enhance the accuracy of the RSs
performance and is the primary reason for conducting this
survey.
Relying only on the overall ratings in the recommendation

process may result in inaccurate recommendations because
these ratings cannot reflect the users’ preferences accurately.
This survey explores how the user-generated reviews can
overcome such problems by utilizing them as an alternative
and valuable source in the recommendation process through
merging them with MCRS to define the recommendation
criteria to enhance the accuracy of the RS’s performance.
Additionally, the elements that can be extracted from the
user’s reviews are discussed in detail in this survey, and the
recent research by various researchers who extract the criteria
from users’ reviews which have been discussed and catego-

FIGURE 6. Statistics of the surveyed papers according to publishers.

FIGURE 7. Percentage of the surveyed papers by publication year.

rized based on the elements used. This is followed by a table
that contains 28 recent studies in the field of multi-criteria
review-based recommender systems. The published papers
are collected from reliable resources such as ACM, Springer,
and ScienceDirect and Figure 6 illustrates the statistics of the
selected papers by the publisher while Figure 7 illustrates the
statistics of the included papers according to the publication
year. All the chosen papers are published in the last 8 years
and the reference Aciar et al. [16] is added because their
research is the first attempt to use user reviews in building
RS.

Additionally, the included papers have been cited by others
which make them more reliable. Figure 8 shows the citation
number for each reference collected from the Google Scholar.

Follows are some analyzing points that summarize Table 5:
• RS approach

Most of the research that used multi-criteria review-based
RS type applied the CF approach because finding the user’s
preferences is the major reason for using this type of RS
and users’ reviews are considered valuable resources for
establishing user preferences’ criteria. On the other hand,
CB does not use users’ details which makes it less preferable
compared to this type. So, CF is the most suitable approach
for multi-criteria review-based RS type.

• Review Analysis Method

As mentioned previously, this review is focused on the sen-
timent analysis method for review processing. Based on
Table 5 it is clear most of the researches utilize the statistical
methods for analyzing the user reviews and extracting their
elements. One of the reasons for using the statistical methods
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TABLE 5. Multi-Criteria Review-Based recommender systems.
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TABLE 5. (Continued.) Multi-Criteria Review-Based recommender systems.
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TABLE 5. (Continued.) Multi-Criteria Review-Based recommender systems.

is there are no labeled datasets that suit the sentiment analysis
processing. Multicriteria review-based RS deals with a con-
siderable number of reviews and it is a challenging task to
label a huge number of reviews and determine the sentiment
words for each review.

• Sentiment Lexicons

Most of the researchers use existing lexicons, and the
most prominent two are the SentiWordNet and Stanford-
CoreNLP sentiment analysis tools. Accurately assigning
sentiment polarity for each sentiment word is a difficult
task and it is also significantly sensitive depending on the
domains. Unfortunately, most of the lexicons are general
and they are domain-independent lexicons. Thus, it may
affect the accuracy of the sentiment analysis process. The
work by Wang [6], however, used a domain-specific lex-
icon (movie domain) which is built based on his movie

dataset and it shows high precision results compared to
others.

• Review Elements

Surprisingly, only a few researchers have used more than
one element but the most are only two. In spite of that,
the research that implements two elements has enhanced the
RS performance. Most of the approaches focus on aspect
review element either the fixed or learned aspects. It can
be deduced that extracting the aspects provides more infor-
mation about the users. This will accordingly improve the
process of recommending items to the users based on their
preferences.

• Rating Type

We can observe that most of the researches use implicit rat-
ingswith the view that implicit ratings delivermore legitimate
opinions of the users instead of the explicit ratings.
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FIGURE 8. Number of citations for each reference included in table 5.

• Profile Type

The use of profile types largely depends on the type of RSs.
The CF recommender systems mainly require a rating matrix,
whereas the CB recommender systems exploit the user and
item profiles. However, the distinction between these two
types of recommender systems is becoming less crucial as
some RSs exploit both types of profiles.

• Recommendation using the Overall/Preferences rat-

ing

Most of the researches obtain benefits from the user reviews
element. Thus, they provide the recommendations based on
the overall rating from the elements of the review or make it
more precise based on specific user preferences.

• Evaluation of Data Set

The data sets used for evaluating the RSs are mainly from the
Amazon, TripAdvisor, and Yelp which involve domains such
as products, movies, hotels, and restaurants.

• Performance Measures

There are many measures to evaluate the performance of RS.
This is summarized in Figure 9.
Error Metric is the performance measure that is used by

most of the research then in comparison with Top-N met-
rics. Although there is remarkable progress in multi-criteria
review-based recommender systems in recent years, further
studies are needed.
One of the future trends that can be explored is com-

bining various types of elements of the reviews [9]. Most
of the current research works that exploit user reviews in
multi-criteria recommendations only consider one or two

FIGURE 9. Recommender system performance metrics.

elements as shown in Table 6. All the studies that use two-
element combinations from reviews prove that the accuracy
of the RS is enhanced compared to other baselines. As a
result, there is a need for developing multi-criteria RS that
explores more element combinations to improve the accuracy
of RS [9].

Another future trend is precise profiling for users and items
from the extracted elements of the user’s reviews. The rec-
ommendation process that generates recommendations based
on user’s preferences makes the RS a tool of personalization
technologies in which the effectiveness of such technologies
is based on the accuracy and completeness of the user’s
profiles [8]. As a result, precise profiling for the user and
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TABLE 6. Multi-Criteria Review-Based Recommender Systems with the review elements that are used.

items is important to gain accurate recommendations. Despite
that, there is a lack of studies that aim to use and organize
the review elements to develop or enhance user and item
profiles [7]. Most of the available studies aim to use the
‘‘total review polarity score’’ element such as [78], [15] or use
aspect (i.e. a single element) to develop user profile or/and
item profile such as [38], [60], [87]. As a result, there is a
need to use a combination of the review elements to develop
both item and user profiles to enhance the accuracy of the
recommendation performance.
Another point of the forthcoming trends is enhancing the

evaluation process of the existing multi-criteria review-based
RSs because it includes some limitations, especially with
the type of baselines that are compared with. For example,

the CB approach that use reviews to build a user’s profile
compared their approach with the profiles that are built from
static item description [56] and not with other profiles that
are developed using reviews and the approaches that use
reviews to calculate item rank compared to their approach
with popularity-based approach, not with the approaches that
use standard preferences ranking [9], [55].

Finally, the abundant information gained from the users’
reviews can be used to produce explanations for users during
the recommendation process. This explanation will increase
the user’s trust in using the recommendation system because
it declares and explains why these recommendations are
recommended to him. On the other hand, there is a lack of
research that works at this point.

VOLUME 7, 2019 169465



S. M. AL-Ghuribi, S. A. Mohd Noah: Multi-Criteria Review-Based RS—The State of the Art

VII. CONCLUSION

Currently, user-generated reviews are used to improve the
accuracy of the RSs performance by using text analysis and
sentiment analysis to transform the unstructured user reviews
into a structured form that can bemerged with RSs.Many ele-
ments can be extracted from the user’s reviews then delivering
them to the RSs approaches to solve the problem of inaccu-
rate recommendations caused by relying only on the overall
ratings in the recommendation process. This survey concerns
the MCRSs that extract their criteria from users’ reviews
due to the apparent improvement implemented to the RSs
performance when applying them. Users’ reviews elements
are discussed in detail. The approaches that implement these
elements in the RSs are then explained and grouped based on
the review elements used in developing their systems. After
that, the most recent researches in multi-criteria review based
recommender systems are presented in a table that explained
the main points used. Finally, some of the future trends are
discussed as challenges or open problems for this type of RSs.
We expect this survey will help researchers to gain more

understanding about the multi-criteria review based recom-
mender system and encourage them to explore the implicit
values of the reviews and utilize them in future studies.
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