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ABSTRACT With the development of the Mobile Internet, more and more users publish multi-modal posts
on social media platforms. Fake news detection has become an increasingly challenging task. Although there
are many works using deep schemes to extract and combine textual and visual representation in the post,
most existing methods do not sufficiently utilize the complementary multi-modal information containing
semantic concepts and entities to complement and enhance each modality. Moreover, these methods do not
model and incorporate the rich multi-level semantics of text information to improve fake news detection
tasks. In this paper, we propose a novel end-to-end Multi-level Multi-modal Cross-attention Network
(MMCN) which exploits the multi-level semantics of text and jointly integrates the relationships of duplicate
and different modalities (textual and visual modality) of social multimedia posts in a unified framework.
Firstly, pre-trained BERT and ResNet models are employed to generate high-quality representations for text
words and image regions, respectively. A multi-modal cross-attention network is then designed to fuse the
feature embeddings of the text words and image regions by simultaneously considering data relationships
in duplicate and different modalities. Specially, due to different layers of the transformer architecture have
different feature representations, we employ a multi-level encoding network to capture the rich multi-level
semantics to enhance the presentations of posts. Extensive experiments on the two public datasets (WEIBO
and PHEME) demonstrate that compared with the state-of-the-art models, the proposed MMCN has an
advantageous performance.

INDEX TERMS Multi-level Neural Networks; Fake News Detection; Multi-modal Fusion

I. INTRODUCTION

W ITH the development of the Mobile Internet and
Mobile Communication technologies, social media

has become more and more extensive and deeply integrated
into our daily life. With easy accessibility, people tend to
acquire and share information as well as express and ex-
change opinions through social multimedia. Unfortunately,
due to the openness of social multimedia, a large number of
users, and the complexity of sources, various fake news have
been fostered on websites. These widespread fake news are
utilized by some evil guys to mislead readers, which could do
serious harm to society and may cause great economic loss.
Ordinary users do not have the time and skill to check the
genuineness of every piece of info. Thence, it is necessary
and pressing to discover fake news on social multimedia and

guarantee users receive authentic info.

Nowadays, there are different kinds of methods [1]–[4]
proposed for fake news detection tasks, including traditional
machine learning-based and modern deep learning-based
methods mainly. Traditional methods [1] such as Support
Vector Machine (SVM), Random Forest, and Decision Tree
heavily depend on hand-craft features to debunk fake news,
which is labor-intensive and time-consuming. For instance,
SVM-TS [1] uses a linear classifier based on SVM along
with heuristic rules to classify the news as fake or real.
With the massive success of the neural networks, existing
deep learning-based models have achieved better perfor-
mance than traditional ones due to their outstanding feature
extraction ability. Some early works tried to extract features
from plain textual content to identify fake posts. Then it
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FIGURE 1. An example of multi-modal post on social media platforms. The
upper part of the post is textual content, and the lower part is the attached
image.

further exploited Recurrent Neural Networks (RNN) [2] and
its variants, such as Long Short-Term Memory (LSTM), to
extract temporal language features for fake news detection.
On this basis, another study introduces the attention mecha-
nism into RNNs and extracts the sequence language features
of specific focal points. Also, some researchers introduce the
convolutional neural networks (CNN) [4] to learn the high-
level representations extracted from posts on social media
platforms for identification.

To date, news content evolves from pure text content
to multi-modal content with text, images, and videos. An
example of multi-modal news is illustrated in Figure 1. Fake
news detection with multi-modality has received more and
more attention. Many works [5]–[8] utilize deep schemes
to extract and combine textual and visual representation
in posts. However, advanced methods which effectively in-
tegrate complementary and noisy multi-modal information
containing semantic concepts and entities to complement and
enhance each modality have not been sufficiently researched.
For instance, some models [6], [7] just simply concatenate
features extract in different modalities such as text and image
together to form the final representation. In [7], the authors
propose a multi-modal variational autoencoder (MVAE) to
encode and aggregate information of each modality indepen-
dently and the employ a fully connected network to conduct
multi-modal fusion. However, much important information
is suppressed due to the modality-independent aggregation
operation and the limitation of fully connected networks.

In addition, these methods are still insufficient to utilize
the different semantic information of textual content. Most
state-of-the-art methods attempt to employ the pre-trained
Bidirectional Encoder Representations from Transformers
(BERT) [9] model as textual feature extractors due to that
rich feature representations can be generated by different
layers. However, they usually utilize the representations of
the last output layer of the BERT model to conduct fake news
detection, which cannot make full use of the intermediate
hidden state to capture the abundant textual semantics.

In order to build an effective model to conduct fake news
detection, we should address the subsequent challenges:

• Challenge 1: How to effectively integrate multi-
modality information containing semantic concepts and
entities to enhance the performance of fake news detec-
tion?

• Challenge 2: How to explore and capture the multi-level
semantics of textual information to learn the outstanding
feature representations of multi-modal posts?

To address the above challenges, we propose a novel
end-to-end Multi-level Multi-modal Cross-attention Network
(MMCN), which conducts fake news detection via jointly
modeling the multi-modal information and the multi-level
semantics of textual content into a unified model. To obtain a
robust fake news detection model, we employ two available
modules consisting of the multi-modal cross-attention mod-
ule and the multi-level encoding module, which play vital
roles in modeling the multi-level semantics and relationships
of the textual and visual content of social multimedia posts.
(1) For Challenge 1, we adopt a novel multi-modal cross-
attention network based on extracted fine-grained represen-
tations for sentence words and image regions. In particular,
BERT is utilized as the language model to encode the sen-
tence words of textual content of news, and a pre-trained
ResNet [10] is employed to capture a better image region
representation. By jointly considering relationships of data in
duplicate and different modalities, the representations of text
words and image fragments will complement and enhance
each other in semantic space, which can effectively assist in
fake news detection. (2) For Challenge 2, we design a multi-
level encoding network to capture the abundant multi-level
semantic features of the post, which integrates the multi-level
semantics of the textual information with visual content. The
multi-modal features and multi-level semantics are employed
simultaneously to calculate the probability that the post is
fake or real.

In conclusion, the contributions of our work are as follows:

• We propose a novel Multi-level Multi-modal Cross-
attention Network (MMCN), which jointly models
multi-modal information and multi-level semantics of
posts into a unified end-to-end framework for fake news
detection.

• A multi-modal cross-attention network is designed to
incorporate multi-modal information for each post,
which can utilize the relationships between sentence
words and image regions to supplement and promote
each other for high-quality multi-modal representation.
Moreover, the multi-level semantics of the textual in-
formation is integrated with visual content to generate
multi-level semantic features by the multi-level encod-
ing network, combined to form a comprehensive repre-
sentation.

• We evaluate the proposed model on the two public real-
world datasets (WEIBO and PHEME). Experimental
results demonstrate that the proposed MMCN performs
better than state-of-the-art (SOTA) baselines.
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II. RELATED WORK
With the massive growth of social multimedia content on the
Mobile Internet, how to identify fake news becomes increas-
ingly challenging. Many researchers have discussed fake
news detection tasks and proposed various approaches [3],
[5], [6], [11], [12] that can be roughly divided into two
categories: single-modal (e.g., text or images) and multi-
modal fake news detection.

For single-modality analysis, most existing methods [3],
[11]–[13] extract the features from the textual or visual
content of the posts, which have already been explored in
the fake news detection literature. For instance, Castillo et al.
[12] make use of the decision tree to classify the posts via
capturing the topic-based representations of the textual infor-
mation. Ma et al. [2] extract hidden representations from the
textual content of relevant posts via recurrent neural networks
(RNN). Yu et al. [4] obtain high-level interactions and critical
features of related posts via convolutional neural networks
(CNN). In [14], the authors merely utilize the abundant visual
information of the posts with different pixel domains and use
a novel Multi-domain Visual Neural Network (MVNN) to de-
tect fake news. Dun et al. propose a novel Knowledge-aware
Attention Network (KAN) in paper [15] which incorporates
external knowledge from knowledge graph for fake news de-
tection via utilizing the knowledge-level relationships among
news entities along with the entities and their contexts jointly.
Mishra et al. [16] propose a novel Higher-order User to User
Mutual-attention Progression (HiMaP) method to capture the
cues related to authority or influence of the users by modeling
direct and indirect (multi-hop) influence relationships among
each pair of users in propagation paths. This method exploits
latent relationships among users to model the influence of the
users with high prestige on the other users for detecting fake
news efficiently. To obtain text representation for fake news
detection, Jiang et al. [17] propose a stacking model based
on five machine learning models and three deep learning
models, such as CNN, LSTM, SVM, etc. Umer et al. [18]
design a hybrid Neural Network architecture combining the
capabilities of CNN and LSTM, which is used with two dif-
ferent dimensionality reduction approaches containing Prin-
ciple Component Analysis (PCA) and Chi-Square to reduce
the dimensionality of the feature vectors.

In recent years, posts on social multimedia evolve to
contain multi-modal content with text, images, and videos.
Utilizing the complementary information between different
modalities such as textual and visual to extract more com-
prehensive and accurate features is beneficial to recognize
fake news [19]–[22]. Multi-modal fake news detection has
received widespread attention.

Primary works [23]–[25] exploit the basic representations
of the corresponding images in the given posts, which are
mainly hand-crafted, and difficult to learn the complex dis-
tributions of image content effectively. Besides, neural net-
works based on deep learning have already achieved ex-
traordinary performance on nonlinear representation learning
[26]–[28]. Most multi-modal representation methods [5]–

[8] use deep schemes to extract the representative features
and achieve superior performance in fake news detection.
In paper [5], Jin et al. design a multi-modal model based
on deep learning to identify fake news, which can learn the
multi-modal and social context features and make use of
attention mechanisms to fuse them. Wang et al. [6] capture
event-invariant feature representations between posts to gen-
erate the multi-modal features of every post for fake news
detection by using a novel adversarial network together with
a multi-modal feature extractor. Khattar et al. [7] propose
a novel multi-modal variational autoencoder for fake news
detection, which obtains the multi-modal representations by
feeding the multi-modal features into a bimodal variational
autoencoder and jointly learning with a classifier to recognize
fake news. Zhou et al. [8] propose the Similarity-Aware Fake
news detection method (SAFE) in [8], which adopts neural
networks to gain the latent representations of both textual and
visual content of the post, and then takes the relationships
(similarities) between modalities to form similarity feature.
The similarity feature is combined with the concatenation of
textual and visual features to conduct fake news detection.
In paper [29], Hsu et al. present a multi-modal feature fu-
sion framework to characterize multiple types of features,
including image feature, text information, and meta-data, in
an effective manner to predict social media popularity.

Except for the above methods, some researchers utilize
pre-trained models such as BERT to extract better textual
multi-level representations conducting fake news detection
tasks. For instance, certain works [30], [31] explore the
architecture of the BERT model to extract the multi-level
semantic representations of the intermediate hidden layers of
BERT, which are favorable to enhance the performance of the
model for better conducting the given downstream tasks.

Although these approaches have made a fairly good per-
formance, most of them only use plain text content to learn
post representation for fake news detection and ignore the
influence of visual information. More importantly, they treat
post texts as word sequences to obtain the embedding, which
cannot capture the fine-grained and hierarchical textual rep-
resentation. Moreover, the above multi-modal fusion-based
methods are simple and coarse in modeling semantic space
across multi-modalities. These methods do not effectively
integrate complementary and multi-level multi-modal infor-
mation to complement and enhance each modality in se-
mantic space for extracting high-quality multi-modal feature
representations.

In this paper, we propose Multi-level Multi-modal Cross-
attention Networks (MMCN), which can exploit the relation-
ships between sentence words and image regions to supple-
ment and promote each other for high-quality multi-modal
representation. Simultaneously, rich multi-level semantics of
the textual information is captured and combined to further
improve multi-modal fusion for better performance in the
fake news detection task.

III. THE PROPOSED ALGORITHM
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FIGURE 2. The overall framework of the proposed MMCN: The inputs consist of the textual content and the attached image of the post. The pre-trained BERT and
ResNet50 models are respectively utilized to obtain the embeddings of text words and features of image regions. The dashed box indicates the multi-modal
cross-attention network, which can be adopted to jointly model the inter-modality and intra-modality relationships for text words and image regions and aggregate
textual and visual fragments for overall features. Multiple multi-modal cross-attention modules constitute the multi-level encoding network, which captures the
abundant multi-level semantics of multi-modal content by integrating the multi-level semantics of the textual information with visual content. The final representation
denoted as X is formed by the concatenate operation and then fed into a classification network to calculate whether the post is fake or real.

A. PROBLEM DEFINITION
Generally speaking, we define the fake news detection task
as a binary classification problem, aiming to classify the post
on social multimedia as fake or real news. Specially, given
a set of multi-modal posts collected from social multimedia
S = {S1, ..., SM}, where Si indicates a post consisting
of text words and corresponding visual content that mainly
comprises images, where M is the number of the posts. Our
purpose is to learn a model f : S → Y , to classify each post
Si into the predefined categories Y = {0, 1} where 1 denotes
fake news while 0 denotes real news.

B. OVERALL FRAMEWORK
We propose a novel Multi-level Multi-modal Cross-attention
Network (MMCN) to enhance the performance of fake news
detection. By designing a multi-modal cross-attention net-
work for multi-modal feature fusion and a multi-level encod-
ing network for textual and visual information, our model can
capture the intra-modality and inter-modality relationships of
multi-modal content in posts, and integrate the multi-level
semantics of the textual information with visual content to
generate multi-level semantic features. The overall architec-
ture of our model is exhibited in Figure 2. Specifically, our
model involves the following components:

• Text and Image Feature Extractor: Given a post with
multi-modal content which contains text and image, we
use word piece tokens of text as the fragments in the
textual modality. The pre-trained BERT [9] model is
employed to fetch embeddings of word piece tokens.
Meanwhile, for each image in the post, we utilize a pre-
trained ResNet50 [10] model to extract features corre-

sponding to the partitioned regions. Note that during the
training stage, the pre-trained models are fixed.

• Multi-modal Cross-attention Network: Based on the
extracted fine-grained representations for text words
and image regions, we design a multi-modal cross-
attention network to jointly model the inter-modality
and intra-modality relationships for image regions and
text fragments. By taking these relationships into ac-
count, features of different modalities can be enhanced
and complemented. The text_CNN module and pooling
operation are then utilized to aggregate the obtained
fragment representations to the multi-modal features,
resembling the bag of visual words model.

• Multi-level Encoding Network: In order to exploit the
multi-level semantics in the given posts, we design a
novel multi-level encoding network to model and jointly
learn the abundant multi-level semantics of the multi-
modal content, which integrates the multi-level seman-
tics of the textual information with visual content. The
captured multi-level semantic features are combined to
form the comprehensive representation.

• Fake News Classification Network: The aim of fake
news classification network is to classify each post on
social multimedia as fake or real. The classifier takes
the learned multi-modal features as input and then and
then feeds them into a fully connected network with
corresponding activation function to classify posts into
predefined categories.
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IV. METHODOLOGY
This section presents our multi-level multi-modal cross-
attention network for fake news detection.

A. TEXT AND IMAGE FEATURE EXTRACTOR
As mentioned above in subsection IV-A, the input of our
model is a multi-modal post S = {T, F}, where T and F
denote the textual content and visual content, respectively.

Text Feature Extractor: To precisely model the seman-
tics of text words, we use BERT model to encode them,
which has already been proved to be effective in most do-
mains such as reading comprehension, text classification, and
translation [32]–[34].

Given textual content T of the post, we model T as the
sequence of textual words T = {t1, t2, ..., tn}, where n
indicates the number of words in the text. Word embeddings
of text can be obtained by hidden representation calculated
on one output layer of the BERT model, depicted as below:

E = {e1; e2...; en} = BERT(T ) (1)

where E = {e1; e2; ...; en} is the concatenation of word
embeddings of text. ei ∈ Rdt is the hidden representation
of one output layer of BERT corresponding to text word ti,
dt indicates the dimension of the word embedding.

Image Feature Extractor: For the processing of visual
content in multi-modal data (here, in particular, image),
most previous methods use a VGG-based model to cature
visual features. However, features extracted by ResNet are
more representative and discriminative compared with those
extracted by VGG. Thence, in our work, the ResNet model
is employed to learn visual features of image information.
Some of the current methods simply use the features of the
last layer of ResNet, which in some conditions ignore a lot
of detailed visual information. In order to better model visual
semantic information, we use the penultimate layer of ResNet
to extract fine-grained region features of the image.

Given the attached image F , we employ the pre-trained
ResNet50 model to extract region features of the image. The
feature map obtained on the penultimate pooling layer of the
ResNet50 model is considered as the concatenation of region
features of the image, depicted as below:

R = {r1; r2; ...; rk} = ResNet50(F ) (2)

where R = {r1; r2; ...; rk} denotes the concatenation of
features of image regions, ri ∈ Rdf is feature corresponding
to specific image region i, df is the dimension of region
feature, and k is the number of regions.

These pre-trained models are fixed during the training
stage, which are chosen in correspondence to earlier work
on this problem to compare the efficacy of our architecture.

Since it is usual that dt 6= df , we add a 2D-convolutional
layer to transform the dimension of image region features
to be the same as the dimension of textual word features,
denoted as df = dt = ds, which better adapts to the task.

B. MULTI-MODAL CROSS-ATTENTION NETWORK
To effectively fuse the textual and visual features of posts, we
synchronously model both the relationships of multi-modal
content.

As shown in Figure 2, the multi-modal cross-attention
network takes the concatenation of features correspond-

ing to text words and image regions S =

(
E
R

)
=

{e1; ...; en; r1; ...; rk} as the input, where S ∈ R(n+k)×ds ,
E = {e1; e2; ...; en} and R = {r1; r2; ...; rk} are con-
catenations of features obtained respectively by pre-trained
models for text words and image regions, in which image
region features have been adapted to the same dimension.

The concatenation of features S is fed into a transformer
unit. The query, key, and value for the fine-grained features
are formulated as follows:

KS = SWK =

(
RWK

EWK

)
=

(
KR

KE

)
(3)

QS = SWQ =

(
RWQ

EWQ

)
=

(
QR

QE

)
(4)

VS = SW V =

(
RW V

EW V

)
=

(
VR
VE

)
(5)

Then, the Scaled Dot-Product Attention is executed as:

Attention(QS ,KS ,VS) = softmax

(
QSK

T
S√

d

)
VS (6)

To make the derivation understand easily, we remove the
softmax function and the scaled function in Eq.(6) without
affecting the main idea of our attention mechanism. The
equation will be rewritten as:

QSK
T
S VS =

(
QE

QR

)(
KT
E KT

R

)(VE
VR

)
=

(
QEK

T
E QEK

T
R

QRK
T
E QRK

T
R

)(
VE
VR

)
=

(
QEK

T
EVE +QEK

T
RVR

QRK
T
RVR +QRK

T
EVE

) (7)

After the above attention layer
(
Eup

Rup

)
= QSK

T
S VS ,

the updated features of the textual and visual fragments are
calculated as follows:

Eup = {eup1; ...; eupn} = QEK
T
EVE +QEK

T
RVR. (8)

Rup = {rup1; ...; rupk} = QRK
T
RVR +QRK

T
EVE , (9)

These results reveal that the output of the multi-head
sublayer in the transformer unit considers the multi-modal

relationships. And then
(
Eup

Rup

)
is fed into the followed

position-wise forward sublayer. Ultimately, we obtain the
output of the transformer unit and formulate it as follows:

Sc =

(
Ec

Rc

)
.
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We split Sc into Ec = {ec1, ..., ecn} and Rc =
{rc1, ..., rck}. In general, a fully connected layer or pooling
layer is used to obtain the aggregated final feature of text
words. However, we find that employing the Text_CNN
module, which is designed to capture local context textual
patterns resembling n-gram before aggregating, can achieve
better performance. Thence, the concatenation of word fea-
tures Ec is fed into Text_CNN for aggregating, which can be
written as:

Eo = Text_CNN(Ec) (10)

An average pooling layer is utilized to aggregate the concate-
nation of image region features Rc, which can be depicted
as:

Ro =
1

k

k∑
i=1

rci (11)

The final multi-modal feature representations of posts are got
by sum operation between Eo and Ro, which can be denoted
as:

X = λEo + (1− λ)Ro (12)

where λ is the balance factor of the proportion of text and
visual info in the multi-modal features.

C. MULTI-LEVEL ENCODING NETWORK
As we know, BERT can provide multi-level semantics for
text, which includes the outputs of 11 intermediate layers and
one final output layer. According to the attention allocated
characteristics of the different layers in Transformer archi-
tectures, the features in different layers emphasize different
views for data samples. For instance, the features in lower
layers tend to encode more local contents with basic syntactic
representations, while higher layers capture more complex
semantics and usually produce higher-level semantic repre-
sentations. Intuitively, in order to utilize the rich semantics in
the layers of BERT sufficiently, we employ multiple multi-
modal cross-attention networks on representations of differ-
ent output layers of BERT.

Specially, we utilize the representations of the first output
layer of BERT model as the low-level basic syntactic features
of text words and the representations of the last output layer
of BERT as the high-level semantic features of text words.
In order to explore the multi-level semantic information of
posts, we design two multi-modal cross-attention network
units to construct the multi-level encoding network, which
employs different text word features such as high-level and
low-level features and the corresponding image region fea-
tures as the input. Then two multi-modal representations
corresponding to different semantic levels are calculated,
denoted as Xh, X l respectively. According to Eq.(12), the
high-level and low-level semantic features can be obtained as
follows:

Xh = λ1Eho + (1− λ1)Rho (13)

X l = λ2Elo + (1− λ2)Rlo (14)

Note that the two multi-modal cross-attention transformer
networks have shared weights.

Ultimately, we concatenate the outputs of two units:

X = concat(Xh,X l) (15)

where concat denotes concatenate operation, X is the final
output multi-modal representation of the given post gener-
ated by the proposed multi-level multi-modal cross-attention
transformer network.

D. FAKE NEWS CLASSIFICATION NETWORK
In this part, we present the fake news classification net-
work. Based on the multi-modal representation of posts
X = {x1, ...,xM}, the fake news classification network is
utilized to classify posts as fake or real news. It applies a
fully connected layer along with the corresponding softmax
activation function to predict whether the post is fake or not.
It can be formalized as follows:

p̂m = σ(Wfxm + b) (16)

where σ(.) denotes softmax activation function, p̂m denotes
the classifying probability that post m is fake, and xm is the
feature representation of the post m. We use ym to represent
the ground-truth labels of postm and utilize the cross entropy
loss function to calculate the total loss:

L(θ) = 1

M

M∑
m=1

−[ym log(p̂m) + (1− ym) log(1− p̂m)]

(17)
where M is the number of posts. We minimize the classifica-
tion loss by seeking the optimal parameters θ∗, which can be
defined as follows:

(θ∗) = argmin
θ
L (θ) (18)

V. EXPERIMENTAL RESULTS
In this section, we carry out experiments to evaluate our
model (MMCN) against SOTA models on two public
datasets. Moreover, we provide an experimental analysis in
detail into point out more insights in our model.

TABLE 1. The statistics of two Real-World Datasets.

News WEIBO PHEME
# of Fake News 4749 1972
# of Real News 4779 3830

# of Images 9528 3670

A. DATASET
Considering the sparse availability of structured multimedia
data, we compare the proposed approach with SOTA base-
lines on two public real-world datasets (WEIBO [5] and
PHEME [35]). Each dataset consists of a large number of
texts and the attached images with labels. The statistics of
the two datasets are shown in Table 1.
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1) WEIBO Dataset

The data of WEIBO dataset [5] is collected from Xinhua
News Agency1 and Weibo2. The former is an authoritative
news source, and the latter is a Chinese microblog website.
The data has been collected from a timespan of May 2012 to
January 2016. The dataset consists of 9528 posts, including
4749 fake posts, 4779 real posts, and 9528 images corre-
sponding to posts. Each post in WEIBO dataset contains
text and the attached unique image. Posts in the dataset are
verified by Xinhua News Agency as fake or real news.

2) PHEME Dataset

The PHEME dataset [35] consists of data based on five break-
ing news, including charliehebdo, ferguson, germanwings-
crash, ottawashooting, and sydneysiege. Each news involves
a set of posts, including a sizable amount of texts and images
corresponding to the tweets with labels.

B. BASELINES
To validate the performance, We tend to compare our
model(MMCN) with two categories of the SOTA models:
unimodal and multi-modal models for fake news detection.

• SVM-TS [1]: SVM-TS uses a linear classifier based on
SVM along with heuristic rules to predict the news fake
or real.

• GRU [2]: GRU views the content of posts as variable-
length time series via employing a multi-layer GRU
network to detect fake news.

• CNN [4]: CNN uses a convolutional neural network with
fixed-length windows on posts to capture the features.

• TextGCN [36]: Text Graph Convolution Network
(TextGCN) models the whole corpus as a heterogeneous
graph and feeds it into the GCN to obtain the textual
semantic features.

• att_RNN [5]: att-RNN proposes a novel RNN based
on attention mechanism to learn better multi-modal
features. Specially, it incorporates the feature represen-
tations of the text and the relevant social context via uti-
lizing the LSTM module. In order to a fair comparison,
we eliminate the part addressing social context info.

• EANN [6]: Event Adversarial Neural Network (EANN)
learns event-invariant multi-modal features of each post
for fake news detection by employing an adversarial
network to eliminate event-specific feature representa-
tions from the posts features base on the concatenation
of extracted textual and visual features.

• MVAE [7]: Multimodal Variational AutoEncoder
(MVAE) employs a variational autoencoder with en-
coder and decoder for each modality to obtain a shared
multi-modal representation between text and image,
which is trained jointly with a classifier for fake news
detection.

1http://www.xinhuanet.com/
2https://weibo.com/

• SAFE [37]: SAFE adopts neural networks to gain the
latent representations of both texts and images and then
takes the relationship (similarity) between modalities as
feature combined with the concatenation of feature and
visual feature to conduct fake news detection.

In addition, we also design several variants to demonstrate
the effectiveness of every component in our proposed model.
Then, we will introduce the details of the variants in the
analysis of MMCN components in subsection V-E.

C. EXPERIMENTAL SETTING
Generally speaking, we use Accuracy as the evaluation
metric for fake news detection task, which can be viewed
as a binary classification task. However, when the dataset
suffers from class imbalance, its reliability will be reduced.
Thence, apart from Accuracy, we additionally add Precision,
Recall and F1 score as complementary evaluation metrics of
different categories for fake news detection tasks.

For the given dataset, we split it into the training set and
test set according to the ratio of 8:2.

Given multi-modal posts, for textual content, we exploit
the pre-trained BERT [9] module for the textual branch,
which consists of 12 heads and 12 attention layers, where
the dimension of hidden units is 768 for each token. For
simplicity, we fix the weights of BERT during the training
phase. For the visual branch, feature map calculated on the
penultimate layer in the pre-trained ResNet50 model [10] is
fetched as the feature tensor concatenated by region features,
whose shape is 4×4×2048. And we add a 2D-convolutional
layer to transform the last dimension from 2048 to 768 to
adapt our task. We directly use the pre-trained BERT and
ResNet50 models provide by the relevant works on the In-
ternet3. For the whole model, we utilize the Adam optimizer
[38] during training stage. We set the learning rate as 0.001
for 150 epochs, and the batch size is set to 64 to start training
on the WEIBO dataset. On the PHEME dataset, we start
training along with a learning rate of 0.001 for 150 epochs
and the batch size is set to 256.

D. QUANTITATIVE RESULTS
We show detailed fake news detection results across all
methods for WEIBO and PHEME in Table 2, from which
we can obtain the subsequent observations:

1) In two real-world datasets (WEIBO and PHEME), we
can see that SVM-TS has the worst performance regard-
less of the single-modal methods or the multi-modal
methods, which indicates that the hand-crafted feature
representations cannot be enough to detect fake news.

2) Among the two datasets, we can see that deep learn-
ing models are superior to traditional machine learn-
ing models. Compared with SVM-TS, deep learning
models such as CNN, GRU, and TextGCN have better
performance. On the two experimental datasets, we can
observe that CNN performs inferior than most baseline

3https://huggingface.co/models
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TABLE 2. The results of comparison among different models on WEIBO and PHEME datasets.

Dataset Methods Accuracy Fake news Real news
Precision Recall F1 Precision Recall F1

WEIBO SVM-TS 0.640 0.741 0.573 0.646 0.651 0.798 0.711
GRU 0.702 0.671 0.794 0.727 0.747 0.609 0.671
CNN 0.740 0.736 0.756 0.744 0.747 0.723 0.735

TextGCN 0.787 0.975 0.573 0.727 0.712 0.985 0.827
att_RNN 0.772 0.854 0.656 0.742 0.720 0.889 0.795
EANN 0.782 0.827 0.697 0.756 0.752 0.863 0.804
MVAE 0.824 0.854 0.769 0.809 0.802 0.875 0.837
SAFE 0.763 0.833 0.659 0.736 0.717 0.868 0.785

MMCN 0.879 0.886 0.871 0.879 0.873 0.888 0.880
PHEME SVM-TS 0.639 0.546 0.576 0.560 0.729 0.705 0.717

GRU 0.832 0.782 0.712 0.745 0.855 0.896 0.865
CNN 0.779 0.732 0.606 0.663 0.799 0.875 0.835

TextGCN 0.828 0.775 0.735 0.737 0.827 0.828 0.828
att_RNN 0.850 0.791 0.749 0.770 0.876 0.899 0.888
EANN 0.681 0.685 0.664 0.694 0.701 0.750 0.747
MVAE 0.852 0.806 0.719 0.760 0.871 0.917 0.893
SAFE 0.811 0.827 0.559 0.667 0.806 0.940 0.866

MMCN 0.872 0.837 0.780 0.807 0.888 0.920 0.904

TABLE 3. The results of comparison among different variants of MMCN on WEIBO and PHEME dataset.

Dataset Methods Accuracy Fake news Real news
Precision Recall F1 Precision Recall F1

WEIBO MMCN¬v 0.819 0.842 0.786 0.813 0.799 0.852 0.825
MMCN¬a 0.839 0.807 0.892 0.848 0.879 0.786 0.830
MMCN¬l 0.865 0.878 0.849 0.863 0.853 0.882 0.867
MMCN¬h 0.776 0.795 0.744 0.769 0.759 0.807 0.782
MMCN¬t 0.813 0.838 0.777 0.806 0.791 0.849 0.819
MMCN 0.879 0.886 0.871 0.879 0.873 0.888 0.880

PHEME MMCN¬v 0.870 0.782 0.863 0.821 0.924 0.874 0.898
MMCN¬a 0.841 0.803 0.713 0.755 0.857 0.908 0.882
MMCN¬l 0.861 0.784 0.825 0.804 0.905 0.880 0.893
MMCN¬h 0.856 0.784 0.805 0.794 0.896 0.883 0.890
MMCN¬t 0.870 0.840 0.773 0.805 0.885 0.923 0.904
MMCN 0.872 0.837 0.780 0.807 0.888 0.920 0.904

methods. The main reason is that CNN cannot capture
the long-distance semantic relationships between words,
which are beneficial to detect fake news. Moreover,
TextGCN performs better than SVM-TS and CNN on
experimental datasets, indicating that using graph con-
volutional network can enhance the performance of the
model for fake news detection.

3) Across all datasets, most of the multi-modal methods
lead to better accuracy compared with single-modal
methods, indicating that the additional visual infor-
mation can be used as complementary information to
facilitate fake news detection. For instance, as multi-
modal models, att-RNN has relatively better perfor-
mance, showing that the attention mechanism can take
the regions of images corresponding to text segments
into consideration and enhance the performance of the
whole model. The performance of SAFE on WEIBO
and PHEME datasets demonstrates the effectiveness
of integrating similarity features between elements of
different modalities.

4) The performance of MVAE is better than other multi-
model methods on all of the two datasets, showing
that self-supervised loss incorporated in the multi-modal
representation generation process may take the role of
regular to improve the generalization ability. However,
the performance of EANN is relatively worse, leaking
that in many situations removing event-specific features
depraves the discriminative power of multi-modal rep-
resentations for posts.

5) The MMCN we proposed consistently performs supe-
rior to all the SOTA baselines among the two datasets,
which shows that our model has the ability to gener-
ate more accurate, complementary, and comprehensive
multi-level multi-modal representation by joint model-
ing the intra-modal and inter-modal relationship with
the multi-level semantics of text in a unified end-to-end
model to detect fake news.
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E. ANALYSIS OF MMCN COMPONENTS
Because the proposed MMCN includes multiple vital compo-
nents, in this section, we will compare the variants of MMCN
about the following respects to illustrate the effectiveness of
MMCN:

• MMCN¬a: A variant of MMCN with the multi-modal
cross-attention transformer network being removed.

• MMCN¬l: A variant of MMCN with the high-level
and low-level representations in Transformer being re-
moved, and only utilizes the output of the last layer of
BERT.

• MMCN¬h: A variant of MMCN with the high-level
and high-level representations in Transformer being re-
moved, and only utilizes the output of the first layer of
BERT.

• MMCN¬t: A variant of MMCN with the Text_CNN
module being removed, and only utilizes the pooling
layer to gain fine-grained feature representations of text
words.

• MMCN¬v: A variant of MMCN with the visual infor-
mation being removed.

We perform ablation analysis with the variants of MMCN,
and the results are displayed in Table 3. And then, we make
the following conclusions.

(1) Effects of multi-modal cross-attention transformer net-
work: We compare the performance of MMCN with
MMCN¬a on the two datasets (WEIBO and PHEME).
It can observe that It can observe that our proposed
MMCN has better performance than MMCN¬a . The
result confirms the superiority of introducing the multi-
modal cross-attention network to our model.

(2) Effects of multi-level encoding network: We compare the
performance of MMCN with MMCN¬l and MMCN¬h
on the two datasets (WEIBO and PHEME). It can ob-
serve that the proposed MMCN performs better than
than MMCN¬l and MMCN¬h. The experimental re-
sult confirms the superiority of introducing the multi-
level encoding network to capture high-level and low-
level semantic features in our model, which exploits the
multi-level semantics of textual information of posts.
Besides, it can be seen that compared with low-level
features that include more basic syntactic information,
high-level features containing more semantic informa-
tion have a larger impact on the performance of the
proposed model.

(3) Effects of the Text_CNN module: We compare the
performance of MMCN with MMCN¬t on the two
datasets (WEIBO and PHEME). It can observe that
the proposed MMCN has superior performance than
MMCN¬t, which shows that introducing the Text_CNN
module to our model is sensible.

(4) Effects of the visual information: We compare the
performance of MMCN with MMCN¬v on the two
datasets (WEIBO and PHEME). It can observe that
the proposed MMCN has superior performance than

MMCN¬v. The result shows that the visual information
can consistently provide complementary information to
improve our model.

F. IMPACTS OF THE VALUES OF λ1 AND λ2

In order to learn the rich multi-level semantic representations
of multi-modal information, we utilize two different multi-
modal cross-attention networks to capture the high-level and
low-level representations. The output of the high-level multi-
modal cross-attention network unit is Xh = λ1Eho + (1 −
λ1)Rho, where λ1 ∈ {0, 1}. Also, the output of the low-level
multi-modal cross-attention network unit is X l = λ2Elo +
(1 − λ2)Rlo, where λ2 ∈ {0, 1}. To find suitable λ1 and λ2
values, we respectively vary λ1 and λ2 from 0.0 to 1.0, and
evaluate the impacts for the accuracies of fake news detection
on the two datasets. The results are shown in Figure 3(a) and
Figure 3(b).

When λ1 grows from 0.0 to 1.0 and λ2 is fixed to 0.7
according to experience, the accuracy of our model keeps
changing. In Figure 3(a), when the value of λ1 is 0.7, the
accuracy has the highest results on WEIBO and PHEME
datasets simultaneously.

For λ2, we fix λ1 to 0.7 and vary the value of λ2 from 0.1
to 1.0 to represent the impact for the accuracy of fake news
detection on the two datasets. It can observe in Figure 3(b)
that when λ2 is 0.1, the accuracy is the highest on WEIBO
dataset. On PHEME dataset, when λ2 is 0.5, the accuracy
is the highest. Considering the compositive performance of
the proposed model on WEIBO and PHEME datasets si-
multaneously, the accuracy on the two datasets can achieve
satisfactory results when λ2 is 0.7.

Therefore, we set λ1 = 0.7 and λ2 = 0.7 on the two
datasets so that MMCN can achieve relatively good perfor-
mance.

G. FAILURE CASES STUDY
To further illustrate the performance of the proposed method,
we collect and analyze some failure cases. Figure 4(a) and
Figure 4(b) are two fake news examples that the proposed
method failed to detect. In Figure 4(a), the text content of
the post is very short, leading to poor performance of the
proposed multi-level multi-modal cross-attention network. In
Figure 4(b), the scene of the attached image in the post is
very complicated, which also contains text information, and
the meaning expressed by this image is highly abstract. All
of these make the model difficult to extract and represent the
contained semantic information and fail to detect it as a piece
of fake news. Besides, in order to explore better performance,
we will try to fix these weaknesses in our future work.

VI. CONCLUSION
In this paper, we have proposed a novel end-to-end Multi-
level Multi-modal Cross-attention Network (MMCN), which
jointly models the multi-modal information and the multi-
level semantics of textual content into a unified model for
fake news detection. We argue that existing methods are
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(a) (b)

FIGURE 3. Impacts of different λ1 and λ2 for the Accuracy of the proposed model on WEIBO and PHEME datasets.

(a) 天哪！(Oh, My god!) (b) WAKE UP Ferguson http://tco/4N8kRGBXUf

FIGURE 4. Illustration of some fake posts which cannot be correctly classified by the proposed MMCN.

difficult to utilize the multi-modal context information for
each post. In addition, existing approaches mainly ignore
the rich multi-level semantics of textual content that can
help learn a better news feature representation to enhance
the detection of fake news. To address these limitations, we
design a novel multi-modal cross-attention network based on
learned fine-grained representations for sentence words and
image regions. In addition, we design a multi-level encoding
network to capture the abundant multi-level semantics for
fake news detection. The multi-modal representations and
multi-level semantics are employed simultaneously to calcu-
late the probability that the input post is fake or real. Existing
methods mainly ignore the variability of word relations in
the different backgrounds and different types of information
appearing in posts. In future work, we intend to seek a more
effective way to utilize background knowledge in deep net-
works, which can supply useful complementary information
for fake news detection.
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