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Abstract

Design and optimization of high-frequency inductive components is a complex task because of the huge number of variables 

to manipulate, the strong interdependence and the interaction between variables, the nonlinear variation of some design 

variables as well as the problem nonlinearity. This paper proposes a multi-objective design methodology of a 200-W flyback 

transformer in continuous conduction mode using genetic algorithms and Pareto optimality concept. The objective is to 

minimize loss, volume and cost of the transformer. Design variables such as the duty cycle, the winding configuration and 

the core shape, which have great effects on the former objectives but were neglected in previous works, are considered in 

this paper. The optimization is performed in discrete research space at different switching frequencies. In total, 24 magnetic 

materials, 6 core shapes and 2 winding configurations are considered in the database. Accurate volume and cost models are 

also developed to deal with the optimization in the discrete research space. The bi-objective (loss–volume) and tri-objective 

(loss–volume–cost) optimization results are presented, and the variations of the design variables are analyzed for the case 

of 60 kHz. An example of a design (30 kHz) is experimentally verified. The registered efficiency is 88% at full load.

Keywords Genetic algorithms · NSGAII · Pareto front · Flyback converter · Transformer · Core loss · Winding loss

List of symbols

Vin, Vout, Pin, Pout  Input and output voltage and power

Pt, Pc, Pw  Transformer, core and winding losses

D, lg, J  Duty cycle, air gap, current density

Vp, Vs, Ip, Is  Primary and secondary voltage and 

current

Nlp, Nls, Ntp, Nts  Primary and secondary number of lay-

ers and number of turns per layer

Cc, Wc  Core cost and winding configuration

dp, ds  Primary and secondary diameters

lc, lm  Mean core length and mean turn length

Ipmax, Ismax  Primary and secondary maximum 

currents

Ipavg, Isavg  Primary and secondary average 

currents

Ipr, Isr  Primary and secondary currents ripple

Rdcp, Rdcs  Primary and secondary DC resistance

Fr, Ac  Ac-to-dc resistance ratio, core section

x  Diameter-to-skin depth ratio

Lp, Ls  Primary and secondary inductance

Bac, Bmax  Swing and maximum flux density

Np, Ns  Primary and secondary number of 

turns

Vtr, Vc, Vw  Transformer, core and winding 

volumes

µ0, µr  Vacuum and relative permeability

Iprms, Isrms  Primary and secondary RMS currents

f, fu  Frequency and winding filling factor

1 Introduction

Flyback converter is widely used in low-power applications 

such as laptop and mobile chargers. It has several advan-

tages compared to other topologies, especially for low-power 

applications. On the other side, this topology presents one 

major inconvenient which is its limited power capability. 

The converter is only suitable for low power (< 150 W), and 

its efficiency degrades as the power increases. This is due to 

the conflict in the inductance design requirements. From one 

side, the inductance needs to be increased in order to allow 

more power storage capability during the on-time, and from 

the other side, it needs to be decreased because it is inversely 
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proportional to the output power [1–6]. Several parameters 

and interdependent variables contribute in the design of 

the flyback transformer. The conflict in the design of the 

transformer inductance makes the optimization process a 

complex task which needs advanced design and optimization 

techniques to improve its performance.

Classical design techniques of inductive components are 

mainly the area product method and the core geometry coef-

ficient [6, 7]. Both design approaches do not consider the 

nonlinearity of the design variables or/and the nonlinearity 

of the complete problem. Moreover, the variables are very 

dependent on each other which make the problem impos-

sible to be solved accurately using these methods. Some 

other techniques were presented to optimize the magnetic 

devices by determining the optimum magnetic flux density; 

however, they do not solve the nonlinearity issue [8–10]. 

The limitations of these methods are discussed more deeply 

in Sect. 2.1.

The consideration of more than one objective in the opti-

mization transforms the problem to a multi-objective prob-

lem which cannot be solved by the previous presented tech-

niques. Some methods like the weighted sum method and the 

Min/Max method were used for this kind of problems [11]. 

However, they can only deal with convex and continuous 

functions which is not the case of the inductive components 

design problem.

Genetic algorithms and Pareto optimality concept starts 

to be a common solution in the design of electromagnetic 

devices in the last decade [11–22]. The main feature of the 

GAs is their capability to handle numerous optimization 

variables and objective functions without losing accuracy in 

the convergence to the optimum Pareto front. They are also 

very effective in solving problems with discontinuous vari-

ables, concave and convex, linear and nonlinear, constrained 

and non-constrained objective functions. Additionally, GAs 

allow also reducing the design time and eventually the cost. 

All the previous advantages make of the GAs a good can-

didate for the multi-objective optimization of the inductive 

components.

From another side, the convergence to the optimum set 

of solutions doesn’t only depend on the performance of the 

optimization algorithms but more importantly on the prob-

lem formulation. This later includes the selection of the 

design variables, the design equations, the design constraints 

and the sequences between them. As an example, in some 

types of nonlinear problems, one variable or more can be at 

the same time an objective function and a design variable or 

it can also be a constraint. Few works were achieved to opti-

mize the inductive components for power electronics such 

as [13] and [14]; however, no one of them addressed these 

issues. The goal of this paper is to deal with this problem. 

Particularly in this work, some crucial variables such as the 

duty cycle, which has a great effect on the transformer loss, 

the efficiency, the magnetic material and the winding con-

figurations, are considered as main design variables. Finally, 

to improve the design objectives, reliable and accurate mod-

els of the objective functions, the design constraints and the 

intermediate design functions, such as core loss, winding 

loss and leakage inductance, are developed.

1.1  Research contributions

The main contributions of this work are:

1. To develop a multi-objective optimization approach to 

design a flyback transformer in continuous conduction 

mode using GAs and Pareto optimality concept.

2. To solve the nonlinearity of the design problem resulting 

from the interdependence between the design variables, 

the objective functions and the design constraints.

3. To include the effect of some crucial variables in the 

optimization process such as the duty cycle and the effi-

ciency which are neglected in the previous works.

4. To analyze the variation of the design and optimiza-

tion variables with respect to the Pareto front for the bi-

objective (loss–volume) optimization and tri-objective 

(loss–volume–cost) optimization problems in order to 

get a clear picture on the variation of these variables 

with respect to the objective functions.

5. To verify the optimization results of the transformer 

designed for 30 kHz by experiments and comparison 

with existing approaches.

6. To give an insightful picture on the state-of-the-art on 

the design and optimization of inductive components.

This paper is organized as follows. A review of the opti-

mization and design methods of inductive components is 

presented in the second section. The third section details the 

multi-objective design and optimization approach. The opti-

mization results are highlighted and analyzed in the fourth 

section. The experimental verification and comparison with 

classical methods of a design case are shown in the fifth 

section. Finally, the advantages of the future works of the 

proposed design are summarized in the conclusion.

2  Review of the high‑frequency inductive 
components design and optimization 
methods

2.1  Challenges in the design of HF transformer

The major challenges faced today by designers of high-

frequency transformers are the selection of: the appropriate 

magnetic material, the suitable core shape, the required core 

size and the winding configuration. All the former variables 
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are generally chosen based on the designer experience to 

satisfy the design constraints and requirements which can 

reduce the design efficiency. The selection of the switching 

frequency and the duty cycle is defined arbitrarily. How-

ever, it was shown in the literature that the duty cycle pre-

sents a great effect on the core loss and the winding loss 

[22–32]. The frequency has also an important role in the 

transformer loss and volume. Thus, the consideration of 

these variables as main design and optimization variables is 

crucial. The determination of the number of turns, the calcu-

lation of the air gap and some other intermediate functions 

is derived from the relationships between the inductance 

reluctance model, the energy storage equation and Fara-

day’s and Ampere’s laws. These variables have nonlinear 

relationships between each other. Furthermore, the design 

of high-frequency transformers needs to take into considera-

tion some constraints such as the leakage inductance and the 

temperature rise. In general, there is a huge interdependence 

and interaction between the design variables, the intermedi-

ate design functions, the design constraints and the objec-

tive functions which makes the problem very complex to 

be solved.

In a given design problem, one combination or more of 

the previous discussed design variables can be the optimum 

set of solutions for the objective functions such as the effi-

ciency, the cost and the volume. In the following, the exist-

ing methods are analyzed and their limitations to solve the 

former issues are figured out. The existing methods can be 

classified into two categories: single-objective methods and 

multi-objective methods.

2.2  Single‑objective methods

The area product method was early developed to select the 

suitable magnetic core for a given application [6, 7, 33]. It 

is a geometry dimensional factor of magnetic cores which 

has an equivalent term of electrical variables of the power 

converter. The equivalent term depends on the maximum 

magnetic flux density. The geometry term is the product of 

the core window area and the core cross section. In the lit-

erature, there are several forms of the area product. Some 

correction factors are adopted by industrials in order to meet 

the design requirements [34–36]. For example, author in [34, 

35] has proposed that the volume of the flyback transformer 

is twice the one for forward. This correction factor is used 

because the flyback transformer needs to store energy dur-

ing the on-time. In [2], a monogram of the area product 

as a function of the stored energy is given in [36], and the 

area product was expressed as a function of the magnetizing 

inductance to take into consideration the effect of the DC 

current and the stored energy.

The first drawback of the area product (AP) method is that 

it includes the filling factor which is an unknown and usually 

estimated to 0.3 or 0.4. Secondly, the product between the 

core section and the window area doesn’t give a real pic-

ture and an accurate characterization of the core shape. In 

other terms, the area product does not take into account the 

core shape effect on the design because two different core 

shapes can have the same AP. Furthermore, the area prod-

uct method allows only getting an idea about the required 

core size; however, all the remaining variables, such as the 

material and the winding configuration, are chosen by the 

designer using his own experience. In addition to that, this 

method does not minimize the transformer loss because it 

doesn’t include the eddy currents effect at high frequency.

The core geometry coefficient method is also a geom-

etry dimensional factor. The expression of the core geom-

etry coefficient is derived from the formula of the optimum 

magnetic flux density that yields to minimum transformer/

inductance loss. It includes the core length in addition to the 

core window and the core cross section which can improve 

the accuracy in the selection of the suitable magnetic core. 

It also includes the Steinmetz parameters, characterizing the 

core loss of the magnetic materials. This feature offers the 

possibility to consider the effect of the magnetic material 

loss in the design process, and therefore the selection of the 

best material becomes achievable [37].

Although the core geometry coefficient offers better accu-

racy in the selection of the suitable magnetic core than the 

area product, it still presents major limitations which are 

summarized as follows: (1) the method is a single-objective 

design approach used to improve the efficiency and not the 

cost or the volume, (2) the method is only suitable at fixed 

frequency and fixed duty cycle, and (3) the method needs 

an iterative approach to include the effect of the core shape 

because magnetic core with different shapes might have the 

same core geometry.

Hurley developed an improved expression of the equiva-

lent term of the area product to include high-frequency 

effects such as the skin and the proximity effects as well as 

the temperature effect. This was achieved by calculating the 

optimum magnetic flux density instead of using the maxi-

mum magnetic flux density [9, 10].

A similar approach based on the determination of the 

optimum magnetic flux density was presented by Petkov 

but without consideration of the high-frequency effects [8].

In [38], the weighted efficiency method was applied to 

optimize the flyback inverter, including the transformer com-

ponent, for photovoltaic applications. The optimization of 

the weighted function was solved by the differential evolu-

tion method.

2.3  Multi‑objective methods

In the former design approaches, the efficiency is the 

only objective to deal with as it is the major concern of 
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the designer. In the last decade, designers are much more 

interested to optimize, not only the converter efficiency, but 

also the cost and the volume in order to meet the standards 

and clients requirements. This is called a multi-objective 

optimization problem. Genetic algorithms are powerful 

optimization methods to solve this kind of problems. Pareto 

front is also one insightful and effective tool to represent 

the optimum solution in the objectives space or variables 

space. Using Pareto optimality concept, the decision maker 

can move along the Pareto front to select one of the optimal 

solutions that meets the required needs. It is also possible 

to know the evolution of the optimization variables and any 

intermediate function with respect to Pareto front. Hence, 

the effect of every variable can be well understood and ana-

lyzed. In fact, using GAs and Pareto concept of optimality, 

we can get a clear picture of the full problem in the objective 

space and the intrinsic variation of the design variables can 

be seen at any optimal operating point [11, 19–21]. In [12], 

GAs was used to achieve the best tradeoff between volume 

and loss of PWM inverter output filters. In [13], the loss 

and weight optimization of medium frequency transform-

ers was performed using genetic algorithms (NSGAII). The 

main limitation of this work is that the capability of the 

GAs to solve nonlinear problems is not fully utilized. As an 

example, in [13], the value of the required inductance was 

initialized in the design of LLC and DAB converter. GAs 

was applied to determine the optimum set of the variables 

given by the inductance reluctance model independently of 

the converter operation constraints. However, to be more 

accurate, the value of the required inductance depends on 

several other variables, depending on the converter topology, 

such as the duty cycle, the frequency and the efficiency. In 

a similar way in [14], the magnetizing inductance was con-

sidered as a fixed parameter for LLC converter which is not 

enough accurate design approach.

Generally speaking, in the previous discussed works, the 

dependency of required inductance on the converter require-

ments (efficiency, duty cycle, frequency, etc.) was neglected 

and this can reduce the design accuracy. Another important 

issue which was not clearly explained and formulated in 

previous work is the relationship between the different opti-

mization variables, the objective functions and the design 

constraints which all contribute in the nonlinearity of the 

design problem. Additionally, the models of the objective 

functions present lack of accuracy such as the negligence of 

the temperature effect on the core loss.

In [15], two kinds of evolutionary algorithms (GA and 

PSO) have been tested to optimize the volume and the mass 

of EI and UI core inductor, respectively. A continuation of 

the work presented in [15] is exhibited in [16]. The single 

optimization (volume) and the bi-objective optimization 

(loss vs. volume and loss vs. cost) of the EI inductor are per-

formed. The tri-objective optimization is also presented by 

optimizing the cost and the volume constrained to the objec-

tive function loss. The single-objective optimization is pre-

sented with continuous and discrete variables. GOSET opti-

mization tool, developed by authors in [17, 18], was used to 

achieve the optimization process. It was shown that GOSET 

tool allows achieving better minimization with discrete vari-

ables. The structure of GOSET is similar to NSGAII but 

with more optional function that improves its performance. 

In [19], a multi-objective optimization approach was pre-

sented to minimize the losses, the weight and the volume of 

power inductors for three-phase high power density inverter.

2.4  200‑W flyback converter design complexity

Designing a 200-W flyback converter is very complicated 

due to the reasons discussed previously. In the literature, 

there are few attempts done to realize a flyback converter 

at this power level. The only industrial 200-W flyback con-

verter was designed by Texas Instruments. The adopted solu-

tion consists in using two interleaved transformers with an 

inductance of 500 µH each, and the switching frequency is 

100 kHz. The value of the inductance reflects the signifi-

cant volume of the used transformers [39]. Another company 

developed a 140-W flyback converter, but it can supply a 

maximum power of 200 W [40]. The inductance of the trans-

former is 300 µH. Another study in [41] showed the design 

of a 180-W flyback converter using a regenerative snubber 

circuit concept. The magnetizing inductance is 102 µH, and 

the switching frequency is 80 kHz.

In all the previous designs, the use of a big inductance is 

necessary to reach the 200-W output. In the following, GAs 

and Pareto front optimality concept is used to optimize the 

200-W flyback transformer.

3  Design approach

3.1  Problem description

The objective is to perform the bi-objective (loss–volume) 

and tri-objective (loss–volume–cost) optimization of high-

frequency transformer for a 200-W flyback converter. The 

characteristics of the converter are summarized in Table 1.

Table 1  Converter 
characteristics

Output voltage 120 V

Input voltage 48 V

Output power 200 W

Maximum tem-
perature rise

60 °C

Frequency 10–20–30–
40–50–
60 kHz



999Electrical Engineering (2019) 101:995–1006 

1 3

Several variables and constraints contribute in the design 

of flyback transformer. As per our knowledge, still there is 

no study solving the optimization of this magnetic problem 

with consideration of all variables due to the issues dis-

cussed in Sect. 2. Using the advantages of GAs, the optimi-

zation of the flyback transformer with consideration of all 

the design variables becomes possible. All the data of the 

magnetic cores and magnetic materials are summarized in 

Tables 5, 6 and 7.

3.2  Core loss prediction

Several empirical models have been developed to calculate 

magnetic core loss of high-frequency inductive components 

used in switching power supplies. These models, which are 

the modified Steinmetz equation, the generalized Steinmetz 

equation (GSE), the improved GSE and the  improved2 GSE, 

are derived from the Steinmetz equation [23–27]. They 

present some limitations which are explained in [22]. The 

model given in [22] [Eq. (1)] solves the limitations of the 

former models. Its main features are: high accuracy espe-

cially at low duty cycle, compact, reliable and easy to apply.

In this work, the Steinmetz parameters are expressed as 

a function of the frequency in order to improve the reli-

ability of the optimization algorithm [22]. Figure 1 shows 

how accurately the Steinmetz parameters are derived and 

the high consistency between the manufacturer data and the 

developed model for material N27.
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To include the effect of the temperature, the following 

equation was developed using curve fitting technique of the 

core loss given in manufacturer’s catalogs. It is multiplied to 

Eq. (1):

3.3  Winding loss

At high frequency, the skin effect and the proximity effect are 

significant and their impact on the AC resistance is very huge. 

In the literature, there are various models to account the effect 

of these phenomena such as Dowel’s formula and Ferreira’s 

formula [28, 29]. Dowell’s formula has shown a good accuracy 

and consistency with measurements [30–32]. For this reason, 

it is applied in our design. The winding loss can be expressed 

as follows:

3.4  Volume modeling

The volume models presented in the literature are not enough 

accurate and cannot be applied for all geometries. The wind-

ing configuration and the core reference are two optimization 

variables as it is given in Sect. 3.6. For that reason, a volume 

model was developed for each configuration and each core 

geometry. In the following, we detail the volume model using 

EE core with split winding (see Fig. 2). The objective is that 

the developed model should be expressed as a function of the 

optimization variables to improve the algorithm reliability.
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(6)A
c
= DF

Fig. 1  Modeling of core loss curves for N27 Fig. 2  Core type EE with split winding configuration
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The primary winding volume is equal to:

Similarly, the secondary winding is calculated.

3.5  Transformer cost modeling

The cost model is derived using curve fitting technique from 

the data in [39, 42]. It is a function of the volume, the mag-

netic material and the geometry.

Parameter k represents the geometry cost effect, and a, b 

and c are parameters depending on the magnetic material.

3.6  Problem formulation

The objective of this work is to minimize the loss, the vol-

ume and the cost of the flyback transformer. Their models 

are given in the previous subsections. In order to achieve an 

accurate design, a good understanding of the design equa-

tions as well as the dependency and interaction between the 

optimization variables, the design constraints and objective 

functions is mandatory.

The full design equations of the flyback converter are given 

in Eqs. (9–13). As it can be seen in Eq. (10), the efficiency is a 

design variable. Simultaneously, it represents the first objec-

tive function as it reflects the total loss. This later appears also 

in Eq. (19) as a design constraint of the temperature rise. This 

clearly represents one aspect of nonlinear problem. In order 

to deal with this issue, an optimization variable referred to as 

“effective efficiency” is generated as shown in Table 2. Then, 

by imposing an equality constraint between the efficiency 

(objective function) and the effective efficiency (variable), 

the problem can be solved. The same idea is performed for 

(7)Vwp = 2Ntpd
2
p

(

F + D + 2Nlpdp

)

(8)C
c
= k

(

aV
b

c
+ c

)

the air gap which has an effect on the inductance and the core 

saturation as given in Eqs. (9 and 16).

GOSET optimization tool, discussed in Sect. 2.3, is used 

in our work. The optimization flowchart is given in Fig. 3. 

For one iteration, a set of variables, given in Table 2, is ran-

domly chosen by the algorithm and applied for the different 

calculation steps. The calculation phase includes the design 

equations, the design constraint, the objective functions and 

the intermediate functions. Solutions which do not satisfy the 

design constraints are discarded; however, those which fulfill 

the requirements are ranked to form the Pareto front of the 

ith iteration. The process is repeated until the Pareto front is 

reached. The needed number of iteration is defined by the user.

3.6.1  Design equations of the transformer

The design equations of the flyback transformer are sum-

marized below.
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; Isavg =
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; Isrms =
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Lsf
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Isr

2
+ Isavg

(12a)Ip =

Pin

Vin

;

(12b)I
pavg

=

I
p

D
;

Table 2  Design space for the discrete research spaces

Variable Unit Type Interval

Magnetic material U Integer [1–24]

Duty cycle – Integer [1–72]

Core reference U Integer [1–n]

Wc U Integer [1–2]

Np U Integer [1–100]

Ns U Integer [1–100]

dp U Integer [1–60]

ds U Integer [1–60]

lg M Real [1e−4, 4e−3]

ηi – Real [0.95–0.99]
Fig. 3  Flowchart of the optimization tool
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3.6.2  Design constraints

The design constraints are summarized as follows:

• The core saturation, the gain and the air gap are as fol-

lows:

 

 

• Conductor diameters: They are determined by [31].

• The winding area Aw should be capable of allocating the 

two windings. fu is equal to 0.4.

• Temperature rise Tr:

• Currents ripple factor: it should be lower than rmax.

(12c)Ipr =
VinD

Lpf

(12d)I
prms

=

I
p

√

D

;

(12e)Ipmax =

Ipr

2
+ Ipavg

(13a)Bac =
VinD

fNpAc

;

(13b)Bmax =

B
ac

I
pmax

I
pr

(14)B
max

≤ 0.7B
s

(15)Gain =
NsD

Np(1 − D)

(16)lg =

�0I
2
pmax

Lp

AsB
2
max

−

lc

�r

(17)dp =

√

Ipmax

7.2
; ds =

√

Ismax

7.2

(18)Aw ≥

�

(

Npd2
p
+ Nsd

2
s

)

fu

(19)T
r
=

53
(

P
c
+ P

w

)

V0.53

c

≤ 60
◦

C

• Peak MOSFET voltage: the maximum allowable voltage 

across the MOSFET time must be lower than 400 V.

• Leakage inductance: it is kept lower than 2% of the mag-

netizing inductance. Model presented in [42] is used.

3.6.3  Optimization variables

The optimization variables are highlighted in Table 2. They 

are of two types: integer and real.

4  Multi‑objective optimization in discrete 
research space

4.1  Bi‑objective optimization

The results of the GA-based optimization for different 

frequencies are shown in Fig. 4. The first important thing 

that can be noticed is the intersection of the Pareto fronts 

between each other which shows that the dominance of each 

one depends on the design region in the volume–loss plan. 

Using Pareto front, the designer has the ability to select the 

best switching frequency depending on the requirements in 

term of loss and volume. Generally, 60 kHz can be consid-

ered as the optimum frequency. The second optimum fre-

quency is 50 kHz. In the volume region [50–600]  cm3, the 

dominant Pareto front is in the descendant frequency order 

except around 200 cm3 where 30 kHz dominates 40 kHz. The 

minimum optimum volume that can be achieved is 21 cm3 

realized with 60 kHz. This volume yields to a total loss of 

5.9 W. The minimum total loss is 1.8 W achievable either 

with 500 cm3 and 50 kHz or with lower volume and 60 kHz.

The best magnetic material that offers minimum loss 

and minimum volume is F of type ferrite manufactured by 

(20)I
pr
≤ r

max
; I

sr
≤ r

max
I
savg

Fig. 4  Pareto fronts of loss versus volume
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Magnetics (Fig. 5). This material has the second highest 

permeability (3000) among all the ferrite materials in the 

database, which helps to reduce the magnetizing current and 

therefore minimize the core loss. It has also the second least 

specific core loss among all ferrite materials at 60 kHz.

EE and ETD shapes are the best geometries for small vol-

ume (< 100 cm3) and UU and Toroid for big volume (Fig. 6). 

The choice of UU and Toroid shape for big volume is not 

because of their performances but because they are the only 

shapes available with this volume (Table 7).

The diameter of the primary winding increases with the 

increase in the transformer volume and the decrease in the 

total loss (Fig. 7).

The results of the tri-objective optimization are depicted 

in Fig. 8. It can be seen that the 60 kHz keeps almost the best 

solution. A better way to see the distribution of the Pareto set 

is to use a 2D plan for two objective functions, and the third 

one can be read using color bar tool as given in Fig. 9 for the 

case of 60 kHz. The loss decreases with respect to volume; 

however, the cost is not (Fig. 10).

Using the normalized Euclidean distance to ideal solution 

(Eq. 21), the best optimum solution can be determined for the 

different cases. Their details are shown in Table 3

(21)d
is
=

√

√

√

√

√

n
∑

i=1

(

fi(x) − f min

i

f min

i

)2

Fig. 5  Magnetic material versus Pareto front

Fig. 6  Core shape versus Pareto front (see Table 7)

Fig. 7  Primary diameter versus Pareto front

Fig. 8  3D Pareto front of loss–volume and cost
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5  Comparison with classical area product 
method and experimental verification

The optimum magnetic material that is selected by the opti-

mization algorithm is F material provided by Magnetics. 

But, at the time of the experimental implementation, this 

selected core was not available in the market. For that rea-

son, the optimization process was run a second time and the 

results show that R material is the new optimum one. No 

changes were registered for other variables (core reference, 

number of turns, duty cycle, etc.).

5.1  Comparison with the area product methods

The objective of this section is to compare the outputs of the 

design case 30 kHz with the outputs of two single-objective 

design approaches in order to verify the reliability and the 

accuracy of our results and to get an approximated idea 

about the efficiency of the design.

The two classical design techniques are the approach of 

Lloyd from Texas Instruments and the Approach of Sanjaya 

[34–36]. To give a fair comparison between the different 

approaches, we have used the same magnetic material which 

is the optimal one selected by the proposed approach (ferrite 

F). The duty cycle was fixed to 0.5 for the classical tech-

niques. For the brevity of the paper, we highlight the most 

important steps of the design in Table 4.

It is clear from Table 4 that the proposed approach yields 

to better theoretical efficiency than other design techniques. 

However, Sanjaya approach leads to the worst efficiency 

resulting from the high number of winding layers. The sec-

ond approach of Lloyd allows getting the same magnetic 

core as the one selected by the proposed approach; however, 

the transformer loss is bigger because of the reduced size 

of the winding conductors. The first approach of Lloyd has 

comparable efficiency to our design but with bigger mag-

netic core.

In comparison with the design solutions given in 

Sect. 2.3, the inductance of the designed transformer is 

233 µH at 30 kHz which is much lower than the one designed 

by Texas and the one proposed by ON Semiconductor.

5.2  Experimental results

An IGBT STGFW30V60F is used, and it is controlled using 

a driver TC4429. A capacitor of 63 V 2200uF is used in the 

input, and a 400 V 47 μF for the output filter. The rectifier 

diode is Mur1560. The sensing resistors in the input and 

output are 0.1 Ω, 5 W.

The obtained waveforms of the input and output currents, 

the IGBT voltage and the diode voltage are shown in Fig. 8. 

Fig. 9  Pareto front loss–volume–cost for the case of 60 kHz

VGS :10 V/ DIV

VDS :100 V/ DIV

Ip :5A / DIV Io :2A / DIV

VD :50 V / DIV

Fig. 10  Experimental flyback converter waveforms at 30  kHz (time 
division is 6.66 μs/div)

Table 3  Details of the design solutions

30 kHz 40 kHz 50 kHz 60 kHz

Losses (W) 4.88 4.37 4.02 3.66

Cost ($) 5.68 3.9764 3.96 3.32

Volume  (cm3) 63.41 44.11 44.12 42.75

Material/Wc F/2 F/2 F/2 F/2

Shape/Ref ETD/7 ETD/6 ETD/6 ETD/6

dp (mm) 1.82 1.8 1.82 2.05

ds (mm) 0.91 1.02 1.02 0.91

Np/Ns 23/47 24/27 17/32 9/37

lg (mm) 1 0.7 0.6 0.5
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The efficiency reaches up to 88% at full load. This efficiency 

is very acceptable for a 200-W flyback converter operating 

at 30 kHz. The obtained results can be improved by better 

selection of the switching devices. However, we are limited 

to use only devices available in the laboratory because it is 

not the objective of this work to optimize the full converter.

6  Conclusion

The paper proposes a multi-objective optimization approach 

of flyback transformers in discrete research space using 

GAs. The key conclusions of this paper are summarized as 

follows:

• The approach solves the limitations of the existing works 

by considering the effect of the duty cycle and the effi-

ciency as main optimization variables. The approach 

takes also into account the nonlinear relationships 

between variables, objective functions and design con-

straints.

• The proposed approach allows better minimization of the 

loss and volume in comparison with existing classical 

methods.

• The approach is very effective as it improves the accu-

racy of the results compared to other techniques, and it 

reduces the design time. The optimization needs 30 min 

to get the optimum Pareto fronts which can take longer 

time using classical techniques.

• Results show that the optimal magnetic material and opti-

mal core shape depend on the switching frequency.

• Pareto fronts of the objective functions (loss, cost and vol-

ume) are inversely proportional to the switching frequency.
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Appendix

See Tables 5, 6 and 7.

Table 4  Comparison of the 
design outputs between the 
proposed approach and the 
classical techniques (30 kHz 
design case)

Proposed approach Lloyd approaches [36] Sanjaya 
approach 
[34]1st approach 2nd approach

Primary inductance (μH) 233 216.45 216.45

Maximum swing flux (T) 0.1 0.1 0.1

Area product  (cm4) – 17.78 10.24 2.09

Selected core ETD59 EE 65 ETD59 ETD49

Selected material F F F

Turns ratio 0.48 0.4 0.4

Primary/secondary number of turns 23/47 15/38 22/55 38/95

Primary/secondary diameter (mm) 1.82/1.45 1.28/0.77 1.28/0.77

Primary/secondary number of layers 1/1 1/1 2/2

Primary/secondary resistance (mΩ) 81.12/327.52 76.54/396 112.25/574 663/2100

Winding loss (W) 4.72 5.44 7.94 39

Core loss (W) 0.17 0.27 0.17 0.08

Transformer loss (W) 4.88 5.71 8.11 39.08

http://creativecommons.org/licenses/by/4.0/
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