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Abstract—Distributed multiple-input multiple-output (MIMO) Our work advances the state-of-art on point-to-point MIMO
promises a dramatic capacity increase. While significant the- (e.g., |IEEE 802.11n) and point-to-multi-point MIMOeg.,
oretical work has been done on distributed MIMO at the |EEE 802.11ac) in that when each AP has multiple antennas

physical layer, how to translate the physical layer innovation into
tangible benefits to real networks remains open. In particular, we can now send up to the sum of the total numbers of

realizing multi-point to multi-point MIMO involves the following ~ @ntennas across all APs. For example, using our approach,
challenges: (i) how to accurately synchronize multiple APs in three 8-antenna APs can support up to 24 concurrent streams

phase and time in order to successfully deliver precoded signals to instead of limiting to 8 streams as in 802.11ac. Moreover, we
the clients, and (ii) how to develop a MAC protocol to effectively go beyond the previous worke., [1], [11], [8], [2]), which

support multi-point to multi-point MIMO. In this paper, we . ) L
develop a practical approach to address the above challenges. we@ll focus on the physical layer, by developing multi-poiat t

implement multi-point to multi-point MIMO for both uplink and multi-point MIMO-aware MAC.
downlink to enable multiple APs to simultaneously communicate
with multiple clients. We examine a number of important MAC Il. OVERVIEW
design issues, such as how to access the medium, perform rate
E)dsiggﬂgﬂi's?gr?spoétn?jcggﬁg!li?grt'rr]grr\];ﬂir']s ;gﬁss\tl\t/:aagigrh%?qzltg?e " Downlink: To illustrate the idea, let us start with a simple
feasibility and effectiveness through a prototype implementation Scenario with two APS sending to two clients, where two APs
on USRP and SORA, two of the most well-known software aré connected using the Ethernet and are close enough to
defined radio platforms. interfere with each other in the wireless medium. Consider
we have two frameg; andp, to transmit to client 1 and 2,

|. INTRODUCTION respectively. In traditional transmission, to avoid ifiéeence,

only one of the APs can transmit at a time if they are on the

Motivation: Multiple-input multiple-output (MIMO) is an 0" cpannel” So it takes two time slots to trangmitind

exciting technology that promises a dramatic capacity gin ,
exploiting spatial multiplexing and diversity across nplé : . .
transmitter and receiver antennas. While significant rebeac{o Zdeg)i\-/Z?r(t:r?e(szeF)tvvmouTr;Jrizrs bSi%TJfI?a:rTslzgs[llz]Itcarzabkeesusti%
has been done on the theoretical front, realizing multipoi ombined received sianals arriving at each c}lli.ent the sesne a
to multi-point MIMO in practice requires addressing seVer e clean intended signal for thatgclient LBt be a channel
significant challenges. First, antennas residing on differ oefficient matrix Whgere its element at. tigh row and i-
nodes are driven by different clocks, so it is challenging t& columnh;; is the channel coefficient from APto cIie]nt
synchronize the phase and time of their transmissions.rfseco. If a transz‘;nitted sianal is a product of the inverse of the
:jhe new sty:]e ofr:ransmissions rr(]aquire(? us todrevisit the M nnel coefficient mgatrix and tﬁe intended signal vectamt
esign, such as how to access the medium, adapt rates, sup . ; L . . X
ACKs, handle losses and collisions, schedule transmissioll'® "éceived signal at each client is the intended signelfits
limit Ethernet overhead, and obtain channel state infoonat '© be more specific, the precoding is performed as follows:

Our approach: In this paper, we develop a practical approach z; | 1 g P gt | P

to enable distributed MIMO in WLANS as follow. v | T ERE | g | THIFET ]
e For the downlink, we implement Zero-Force (ZF) beam,
forming to allow multiple APs to transmit to multiple
clients simultaneously. The APs perform joint precodin

herex; andx, are precoded signals transmitted by AP 1 and
AP 2,p; andp, are the intended signal vectors, dhll —*| ¢

: . er COUING the Frobenius norm ofi ~*. We normalize by||H~|»
such that the combined signals arriving at each client cai onsremutti-point to Multi-point MIMO has the same power
be demodulated as usual. The major challenge in realizifgnqmption as separate transmissions. The received sig-
this goal is to precisely synchronize phase and time of their " 1 P
transmissions. We develop a practical solution to addre3als are{ o } = H v | = H|H||pH! { | =
these challenges (Section ). »

1 . . . . . .
e For the uplink, we let multiple APs share their received 2 17 p, | - Since each client receives its intended signal

signals and perform joint decoding of multiple simultanefust scaled down by the channel attenuation), it can dettozle
ous uplink transmissions (Section V). signal using traditional demodulation. This precoding moeit
e We address a number of important MAC issues, inclug;, r?eﬁe ia;élsg::éepgecﬁietﬂtgng(?stz% |2 saenndir-recigxﬁglpalrs.
ing how to access the medium, perform rate adaptatio Yot 7.1 t matri d ' de d tpy Hn1 T\;Vh th
support acknowledgments in unicast traffic, deal witfio© l|)menf Lns r!x,lan Wﬁ preﬁo € a;)a usf Ig : ﬁn e d
losses/collisions, and schedule transmissions (Sectjon \#UMPer of APS Is larger than the number of clients, the preco
ing matrixW is pseudo-inverse of the channel matrix to further
e We implement our approach on USRP [13] andchieve the diversity gain, which & = HT(HHT) . As
SORA [10], two of the most well known software-definedefore, ||W| » is used for normalization to ensure the same
radio platforms to demonstrate its feasibility and effesti transmission power as separate transmissions. While we focu
ness (Section VI). on ZF beamforming, our system design and synchronization
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where N (i) is the number of antennas at APand M(j) (a) Downlink phase synchronization (b) Uplink synchronization

is the number of antennas at cliept This is a fundamental Fig. 1. Synchronization in the downlink and uplink.
advantage of multi-point to multi-point MIMO over pointto matrix as long ag\; # A.. In this case, each receiving signal
point or point-to-multipoint MIMO, whose capacity is lireil is no longer just a function of its own signal but depends on

by the number of antennas residing on one AP. In compafire other signal, so it does not have enough information to
son, Multi-point to Multi-point MIMO allows us to scale WLAN correctly decode its signal.

capacity by deploying more APs, which is much easier ar}ﬂ)proaches to synchronize the phaseSynchronizing the

cheaper to do than getting more spectrum. initial phases among multiple transmitters is, howeveasiiele
Uplink: In the uplink scenario, multiple clients simultaneconsidering that the initial phase is a function of time and
ously send traffic to APs and APs can cooperate over tliO. Let f, be the difference between the center frequency
Ethernet to decode the transmissions. For example,tLetand the hardware frequency at the sender (i.e., CFO) and
and ¢t denote the transmitted signals from client 1 and 277t be the initial phase of the signal transmitted at tipe
respectively. The APs 1 and 2 receiyg = hiip1 + hi2p2  then the initial phase at timeis: c(t) = Ze/(ta?m/e(t=ta))
andys = ha1p1 + haapa, respectively. The APs can decodevhere £ represents the phase of a complex number. This
the unknown transmitted signal andt, by measuring and implies that the sender can predict the phase of its nexstran
sharing the channel coefficients and received signal and sahission if it knows the time interval between transmissjons
ing a linear system with 2 unknowns based on the 2 constrai@s0O, and the phase of the previous transmission. Therefore
derived from the received signals. In this way, it can suppaie propose a phase synchronization algorithm that lethall t
min(_; Ni, >~ ; M;) streams in the uplink of WLANSs. transmitted signals have the same initial phase. #.eand

Architecture: To generalize the above downlink/uplink ex<’" be the transmission time and the initial phase of ithe
amples, we have a controller that coordinates all the AFgnders signal, respectively. Then the signal of the sende
In the downlink case, the controller precodes the signats an at time ¢ has the initial phase;(t) = Zel(:2mfe(t=t),
transmits the precoded signals to the responsible APshwhit® synchronize the initial phases, all senders except the le
will further transmit to the air. In the uplink, the contrefl sender adjust their phases by multiplying the phase compen-
gathers the received signals from all the involved APs am@tion factora; = e/(c1()=<i()) to all the transmitted signals
performs joint decoding. The Ethernet traffic required inhbo o that all the transmitters have the same initial phasg).

uplink and downlink is affordable. Now the only question remains is how to estimate CFO and
the initial phase for the above computation. To achieve, this
[1l. M ULTIPLEXING DOWNLINK TRAFFIC as shown in Figure 1(a), upon receiving the trigger message,

In this section, we describe how to multiplex downlinlzhe APs transmit preambles to estimate their initial .phase
traffic using distributed and loosely synchronized APs. and CFO. Starting ffo'.”” the Ie.ad AP, each AP transmits the

] ) preamble as ordered in the trigger frame. We use the Long
Need to synchronize phase:In a standard point-to- Training Sequence (LTS) in IEEE 802.11a/g as preamble. To
point MIMO where multiple transceiver modules are afestimate the CFO, the receiver measures the amount of the
tached in one hardware, the transceiver shares a singigse rotation between two OFDM symbols in LTS using the
clock for Voltage Controlled Oscillator (VCO). In thisgigorithm in [5]. To further enhance the accuracy of CFO
case, all transmitted signals from different antennas haystimation, frequency-domain residual CFO estimatioretias
the same amount of Carrier Frequency Offset (CFO). Bh pilot symbols in [6] can be used. We handle sampling
Multi—point to MUlti-pOint M'MO, each AP has its own CIOCkS,frequency offset during the packet by using a |0ng_term
phase offsets among transmitters, which cause serioueptobrecejver measures the average phase difference between the
in the Multi-point to Multi-point MIMO. When transmitters haVe known preamb'e and the received preamb'e using the same
different initial phases, the precoding introduced in Bect algorithm as in [5].
Il does not diagonalize the effective channel. In a case of 2The measurement of CFO and initial phase can be done
senders and 2 receivers, for exampié&;* and ¢’22 denote either by a client or by APs that are co-senders. To minimize
the initial phases of the two senders. The transmitted pkEEO the overhead, multiple data frames can be transmittedreont
signals are| “1 | = e/ _OA -1 | P1 | Tphen uously after a single phase synchronization process.

x 0 eI=2 Besides synchronizing the initial phase, we also need to
synchronize the phase of all the signals involved in thestran
missions. This is necessary because CFO difference across
eB1 0 [, . the APs can cause phase shift even though the initial phase is

0 eile py |- AS @ result, the effective g nchronized. To avoid this, each transmittexcept the lead

channel is not diagonalized as intended due to the initiabph sender multipliesleﬂ”(fi—fi)tn to its data signals, wherg,

the received signals at the two receivers beco %i =



is the time elapsed from the start time of the transmission tile phase rotates even by a small CFO. Therefore we have to
the time of transmitting thex-th signal so that all concurrent perform per-frame synchronization in the downlink case.
signals have the same phase.

g P V. MAC DESIGN

IV. MULTIPLEXING UPLINK TRAFFIC In this section, we examine a range of important MAC
Next we turn to multiplexing uplink traffic. design issues: how to (i) access wireless medium, (ii) adapt

Synchronizing Transmissions: When clients have traffic data rates, (iii) support ACKs in unicast traffic, (iv) deal
to upload, they contend for the wireless medium using tiéth losses and collisions, (v) schedule transmissiond, (i)
traditional IEEE 802.11. Upon winning, a client may infornPbtain channel state information.

other clients to join its transmission using the same trigg®¥edium access:The controller selects a set of APs to transmit
message as described in Section Ill. To get the chaniselveral frames simultaneously. The selected APs as well as
coefficient of each individual link, APs need a clean preambtlients use the IEEE 802.11 MAC protocol to contend for
from each transmitter. To do that, as shown in Figure 1(&), tthe medium as usual. Whenever one of the selected APs
lead sender transmits long training sequence (LTS) formélanwins the medium, the winning AP sends a trigger frame
estimation along with short training sequence (STS), aed tto inform all the other APs to join its transmission. The
kth co-sender transmits LTS after waitiig + 1) x |LTS|. trigger frame includes the number of co-senders, the cdesen
After the preamble transmission is finished, data symbadsldresses, and the corresponding client addresses. gbertri
are transmitted. A client can select other clients to jom iframe has network allocation vector (NAV) set to the dunatio
transmission by monitoring the wireless traffic and extract from the end of the trigger message till the end of the data
other active clients’ addresses. When a selected client thasfirmme in order to prevent other nodes from interrupting the
traffic to send, it just skips its transmission and the remeivtransmission.

can detect the corresponding preamble is missing and gyoper When a client wins the medium, it sends a trigger message
decode the remaining signals. to inform other clients to join the transmission. As in the

Frame Decoding: The controller collects the received signal§lownlink, the NAV in the trigger is set appropriately to peew

and estimates channel coefficients to decode the receiféger nodes from transmitting.

frame using MIMO decoding schemes. One simple way Rate adaptation: In the downlink case, a receiver’s signal
Zero Forcing (ZF), which multiplies the inverse of the cheihnis generated by the composition of the signals of multiple
coefficient matrix to the received signals. We use this in otransmitters. In this case, it is hard to estimate the SNR of
prototype implementation for simplicity. The optimal meth the received signal by measuring the SNR of the individual
is Maximum Likelihood (ML) decoding, which finds thelink, which makes the rate selection problem challengirg. T
best possible combination of modulated symbols that gjoselvercome this issue, unlike traditional RSSI-based SNR tha
matches the received signals. It incurs a high computatish ¢ divides the received signal strength by noise power, we use
Another alternative is Bell Laboratories Layered Spaae€li Error Vector Magnitude (EVM) of the received symbols to
(BLAST) [3] based on successive interference cancellatioquantify the channel quality. EVM-based SNR measures the
which is sub-optimal but computationally more efficientrtharelative distance between the received symbols and thestlos
ML decoding method. constellation points [9]. Therefore, we can estimate tigea

Handling Offset: One important difference between uplinkuality that each receiver perceives without considering t
and downlink multiplexing is that the uplink multiplexingSignal strength of links. The same approach applies to the
does not require sample level timing synchronization, as tHPiNk traffic, where each AP estimates EVM according to
signals are not precoded. As long as the amount of timiﬁ@e decop!ed symbols and their clpsest Constellanon.pomts
offset is less than OFDM Cyclic Prefix (CP) duration, the In add|t|0n,w_e should also ta_kelnto accountSNR difference
receiver can properly decode it. To ensure that, we use arlar§Ccross subcarriers as shown in [4]. To achieve the goal, the
FFT window to proportionally increase the entire symboldimfeceiver estimates per_subcarner BER using the EyM and data
including CP. This does not increase CP overhead. In 802.184¢, derives the Effective SNR (ESNR) that takes into antou
WLAN based on 64-point FFT, a CP duration is Q:8. To FEC_ a}ccordlng to [4], and feeds it back to the sen'de.r. Upon
increase the slack time of synchronization without indreps feéceiving it, the sender selects the rate that maximizes the
the CP overhead, we use 256-point FFT, which gives 3troughput from SNR-BER relationship in [4]. Similarly, in
1s CP. The phase synchronization is not required in uplifke uplink, each AP computes EVM for each subcarrier and
transmission, because the phase offset is easily compelnsé?eds the derived ESNR back to its sender to select the best
in the channel compensation process, just as in a norrfgfa rate.
individual transmissionife., a preamble from a given sendeiSupporting ACKs: So far we have focused on transmit-
contains the same phase offset as that in its data signals &nd traffic in one direction. This is sufficient for broad-
can be cancelled out). cast and multicast traffic. For unicast traffic, we also
However, CFO differences should be compensated in bathed to support sending ACKs in the reverse direction.
uplink and downlink. To handle this, a client sends a sirdisoBy using downlink and uplink transmission mechanism
sequence every 10 seconds, and the other clients tune thagether, Multi-point to Multi-point MIMO can easily support
center frequencies to reduce CFO. Based on our observatid@Ks. Specifically, when APs send unicast frames to clients,
CFO does not distort the signal as long as the CFO differenak the clients that receive the frames can simultaneouetyl s
is maintained within 100Hz for a 20MHz channel. Note suchACKs back to APs in a similar way as sending multiple data
loose synchronization is not acceptable for downlink beeauframes to the APsif., they send preambles in clean and



then send ACKs together). The only difference is that we rio select which frames to transmit and who to transmit when
longer need the trigger message. The clients can synclerorttze medium is available.
their ACK transmissions by all transmitting ACKs right afte  We first answer this question for the downlink traffic. Our
SIFS since data reception. The APs put the unacknowledggahls are to (i) avoid delaying transmissions, (i) maimttie
frames back to the global queue for retransmission. AsainitiFIFO order as much as possible, and (iii) maximize the total
transmissions, retransmissions can also be sent togeftier whroughput / parallelism. Therefore we determine the set of
other frames in the future. frames to transmit by adding the first frame (from the global
Similarly, when clients unicast data frames to APs, APgueue at the controller) to the transmission list. Then wepke
will precode ACKs in the same way as precoding data framadding another frame to the list in the FIFO order as long
(i.e, code the transmissions such that each client recei&ss (i) the total number of transmissions destinated to afclie
its intended ACK). Again, the APs can synchronize thefoes not exceed its number of antennas, (ii) it has similar
ACK transmissions after SIFS since data reception. Clierft&nsmission time, and (jii) it does not exceed the maximum
retransmit if they do not receive their intended ACKs. number of concurrent frames that can be supporied, (

Dealing with Losses and Collisions: All transmissions on € = min(22; N(i),3-; M(j)), where N(i) is the number

wireless are subject to losses and collisions. We leveragfe@ntennas at AR and M (j) is the number of antennas at

spatial diversity and rate adaptation to reduce losses wf d§/€NtJ)- o

frames and use ACKs and retransmissions to recover from! N€ transmission time of concurrent frames need not be the
data losses. So below we focus on losses of trigger messadfitical. When a shorter transmission finishes, we consiisler
First, we consider losses due to weak wireless signal (but figended signal as a null signal for precoding. Moreover, we

due to interference). If a client misses a trigger messagya fr d0 NOt require all transmissions to use the same data rag si
the lead client, it is not harmful since the client that missd’€c0ding works for analog signals generated from differen

the trigger simply does not participate in the transmisgind d2(@ rates. In addition, we can possibly concatenate rfeultip
the APs can identify which clients actually transmit baseg[!0"t transmissions so that their total transmission tise i
on the headers that are transmitted and correctly decode %HE'Iar to that of a long concurrent transmission. .
remaining transmissions. In contrast, if an AP misses gerig . 0" the uplink, uniike APs, a client has more limited
message from the lead AP, it can cause decoding error siffgiormation about traffic at other clients. As a result, upon
precoding ensures each client receives its intended sigral WINNiNg the medium, clieny simply randomly selects up to
when all the APs involved transmit. To ensure the delivery &f — (J) client antennas wher€ is the maximum number of
a trigger message, the lead AP sends a trigger message GoEcUrent frames allowea.g., if every client has 1 antenna,
both wireless and Ethernet. We cannot skip the trigger ngess Se'ngS_C; -1 chents., '.f every C"ef?t has wo antennas, it
over wireless because the NAV in the trigger message sent 0¥ €CtS 7~ clients) to join its transmission. If some selected

wireless prevents other un-triggered transmitters frondlisgy C'ents do not have traffic to send at the time, they simplyp ski
at the same time using virtual carrier sense. transmissions and the APs will detect which clients acyuall

Note that there is one special case where the triggertéq.nsm't and P“’P?”V decode the remaining signals by sglvi
AP, denoted as AR4, senses the carrier and is not allowed mela-r system with fewer unknow-ns.

to transmit at that time. This is possible because the AP¥taining Channel State Information (CSI): For the up-

are at different locations and may sense different carrie§ik, the APs get the up-to-date channel estimation from the
In this case, the data transmissions without all the inblvéPreéambles in the received data frames and we do not need to
transmitters participating will fail. To minimize the overad Separately feed back CSI. In comparison, for the downlink,
of failures, we let APA send an abort message over thihe clients should feed back .the CSI to the /-_\Ps o] that.the
Ethernet. This not only informs all the other transmittingsA APS can use them for precoding. Our evaluation lets a client
to stop wireless transmission immediately, but also infornieedback CSI once for every five data frames. To further
all the other APs to cancel the NAV from the previous triggeieduce overhead, APs can leverage the channel recipracity t
message. In this way, the APs can proceed immediately to {8 the CSI using the frames received from the clients.

next transmissions, thereby reducing the failure overhead VI. EVALUATION

Next We.consider collision Ios_ses of trigger messages. When, implement upload multiplexing on SORA for its high
multiple trigger messages collide, multiple lead sende¥s g, rate However, SORA cannot support precoding in down-
well as those that receive the trigger message correctly | @ because its initial phase offset is random and unpre-
any) proce(_ac_l to send subseq_uent data frames, wh|ch ey Eable, which makes it infeasible to implementing phase
in data collision. If not dealt with, the cost of such colbisi synchronization in downlink. So we implement downlink
is similar to data collision in the current IEEE 802.11 sinc UltipleXing on USRP Wthh has deterministic initial pbas
the data frame typically dominates the transmission time. Vg gnports timestamp that allows multiple transmitteriset
can optlonally_reduce collisions by supporting RTS/CTS a§nchronized in sample level.
follows. The trigger message from a lead AP serves as RTS g implementation is based on 802.11a PHY. The uplink
The clients that deem the medium is available will transmilymmnication uses 20MHz bandwidth while the downlink
CTS in the same way as sending ACKs. If the APS receiyRes 1MHz width. We fix the channel coding to 1/2 rate con-
CTS correctly from all the clients through joint decodinggy o1ution coding, and use three different modulations (BPSK
procee_d with data transmission. The same approach works @5SK and 16-QAM) that give 6, 12 and 24Mbps transmission
the uplink case, as well. rates, respectively in 20MHz bandwidth channel. Frame size
Scheduling transmissionsAnother important question is howis fixed to 1000 bytes for all evaluations.
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Fig. 2. Micro benchmarks and throughput evaluation.

Micro benchmarks: Figure 2(a) shows cumulative distri-rate adaptation scheme described in Section V. We collected
bution function (CDF) of phase misalignment between twQPSK packet traces frord x 2 downlink multiplexing envi-
USRP transmitters. We measure the amount of the phasaments. By measuring the dispersion of the symbols in the
error by two senders sending sinusoids separately after firevious frame, it calculates the BER and determines frame
phase synchronization process. The median and 90-th penror rate if the signals were modulated as BPSK, QPSK or
centile phase misalignments are 0.075 radian and 0.14amadil6QAM considering FEC; and then select the rate that gives
respectively. Based on our simulation, these phase misalighe highest throughput. We compares its performance with
ments result in 0.4 and 1.2 dB SNR reduction, respectivethe best fixed rate, which uses the traces collected using all
This is acceptable given significant multiplexing gain. modulation for a given location and selects the rate thatgiv

Downlink multiplexing: We conduct downlink experiments inthe best throughput. The results in Figure 2(d) show that our
5 placements of APs and clients. At each location, we condui@te adaptation achieves 96% throughput of the best fixed rat
5 runs, where during each run every AP sends 1000 frames. VIl. RELATED WORK

To amortize the synchronization overhead, the transraitter By _

send five data packets consecutively after the synchrimizat 1here are a few nice experimental work that are closely
process. Figure 2(b) shows the downlink throughput. wglated to ours. For example, [1] allows a single AP with
evaluate throughput under three rates, but only the resrti f Multiple antennas to send to multiple clients and [11] aflow
the rate that gives the best performance is reported for edipingle AP with multiple antennas to receive data from
location under each scheme. Error bars in the figure represg@iiferent clients. [8] and [2] focus on achieving distribdt
95% confidence interval x 2 and3 x 3 downlink represent MIMO at the physical layer. Different from [1] and [11], we
letting two or three APs send together to two or three clieni@ke a significant step further by allowing different APs to
while individual represents the case where each AP transmfi@mmunicate with different clients at the same time, thgreb
separately to each client. The throughput increases almpgther increasing multiplexing gain. Different from [8hd
proportional to the number of antennas: the throughput l: Wwe go beyond the PHY-layer design by exploring a range
2 x 2 and3 x 3 multiplexing are 1.91x and 2.82x of separat@f important MAC layer design issues in distributed MIMO.

transmissions, respectively. It is not exactly 2x or 3x doe t REFERENCES
S“g_htly mcr.ease.d erro.r rate and overhead. ) ) [1] E. Aryafar, N. Ananq, T. Saloni_dis, and E. W. Knightly._ §ign and
Uplink multiplexing: Figure 2(c) shows the uplink multiplex- experimental evaluation of multi-user beamforming in wirelesdNs.

; i B : ; In Proc. of MobiCom, Sept. 2010.
Ing throthpUt' Here, muItlpIe clients transmit terthemg [2] H. V. Balan, R. Rogalin,pA. Michaloliakos, K. Psounis,cai. Caire.

the synchronization protocol while APs cooperatively dakco Achieving high data rates in distributed MIMO systems. Rroc. of

the signals. Again we conduct 5 experiments using diﬁerent] gloglcFom, ﬁ_Ol_Z-L § i hitecture for lei _
H . J. FOschinl. Layered space-time architecture for \g& communi-

_placement of APs and _cllents to evaluate the throthpLﬁ cation in a fading environment when using multi-element ardsridell

in various channel quality, and plot the throughput under [abs Technical Journal, 1996.

the best rate for each scheme. The baseline algorithm aifd D. Halperin, W. Hu, A. Sheth, and D. Wetherall. Predi¢ea802.11

Co e ; packet delivery from wireless channel measurementrée. of ACM
Multi-point to Multi-point MIMO have the same best rates in all SIGCOMM, Aug. 2010.

locations, except the location 4. The average throughput ¢ J. Heiskala and J. Terry.OFDM Wireless LANs: A theoretical and
2 x 2 and3 x 3 multiplexing are 1.48x and 2.09x of separate ! gr?;l:tlcalhgugie- 'SAMSYIZOOLt i 4 characterizatioa i

H H H H . Murpny. besign, impiementation and characterizal oooperative
transmlssmns_, r_espectlvely. It is IO\_Ne_I’ than the number . communications systenPhD Thesis at Rice University Department of
antennas. This is not an inherent limit of the uplink multi-  Electrical and Computer Engineering, 2010.
plexing method and can be improved as follows. First, we caffl H. Rahul, H. Hassanieh, and D. Katabi. SourceSinc: aridiged

; ; _ wireless architecture for exploiting sender diversity. Aroc. of ACM
compensate for the phase §hlft caused by CFO as in the dovyn SGCOMM, 2010.
link to enhan(_:e_ the dechlng rate. Second, a _better decodlpg H. Rahul, S. Kumar, and D. Katabi. MegaMIMO: scaling wees
method €.g., joint decoding) can be used. Third, while we . gagaCItyNWgh utﬁer dem;n;gsér?m%hm ACMdssGCleMlﬂéika%Z'R .

H Tty H H .oen, N. santhapurl, K. K. ouanury, an . arl Neldik cuRate:
SYnChrom_Ze _senders Wlthm_ CP, their OI_:DM SymbOIS e_lre St"[l constellation based rate estimation in wireless networ ksPrbc. of
slightly misaligned and get increased noise due to Interi€ar NSDI, 2010.

Interference (ICl) from symbol misalignment. The symbd[ILO] §O$A- hétp:{/_restjearlgh-micwsw-comlgn;hslproyshﬂméh 4G M

ieali ; e . Tan, H. Liu, J. Fang, W. Wang, J. Zhang, M. en, an .
mlsallgnment can be reduced if the scheme is |mpler_nented H Voelker. SAM: enabling practical spatial multiple accesswiimeless
chipset-level hardware rather than on a software radiottast LAN. In Proc. of ACM MobiCom, Sept. 2009. o
|0nger and variable turn-around time. SourceSync [7] slidow&?2] D. Tse and P. ViswanathFundamentals of Wreless Communication.
that multiple transmitters can synchronize within 20 using Cambridge University Press, 2005.

. " [13] USRP. http://www.ettus.com.
an FPGA implementation.
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