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ABSTRACT 

Performing realistic simulations of Internet packet traffic 
on a national or global level is a daunting task from both 
the modeling and the computational perspective. We  pre-
sent the MIITS (Multi-scale Integrated Information and 
Telecommunications System) tool that implements a novel 
approach to network simulation and report first scaling re-
sults from a realistic Internet scenario. MIITS’ end-to-end 
approach to network simulation relies on modules for (i) 
accurate network topology and capacity representation, (ii) 
realistic communication session generation based on the 
activities of an agent population that is statistically equiva-
lent to the population in a large metropolitan area, (iii) the 
actual scalable packet-level network simulation that is 
based on distributed event–driven technology, and (iv) 
analysis of large amounts of simulation output data.  We 
present a sample simulation of a Los Angeles network as 
an intermediate step toward the vision of national-level 
simulation.  

1 INTRODUCTION 

Packet-level communication network simulation is compu-
tationally intense as a single agent or network node can 
generate multiple sessions at the same time that each create 
hundreds of data packets that then in turn need to traverse 
the network via a potentially large number of intermediate 
hops. A large number of network simulation tools has been 
developed. A non-exhaustive list includes SSFNET 
(SSFNET), ns-2 (NS2), QualNet (QUALNET), GTNetS 
(Riley 2003), GloMoSim (Zeng et al. 1998), OPNet 
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(OPNET), pdns (PDNS), USSF (Rao et al. 1999), 
DaSSFNet (DASSFNET), SWAN (Liu et al. 2001). Each 
simulator was designed with a different focus (e.g., SWAN 
is for wireless simulation; OPNET and QualNet are com-
mercial tools with a focus on accurate representation of 
hardware-specifics; SSFNet, GTNetS, and pdns are aimed 
at simulating large-scale Internet traffic).   

We believe the Grand Challenge in network simula-
tion is to simulate on a packet-level the global communica-
tion traffic generated by 5 billion people using and in-
structing a similar number of diverse electronic 
communication devices; see (Fujimoto et al. 2003) for a 
first attempt. Meeting this challenge requires changes not 
only in simulation technology, but maybe even more in 
traffic and network modeling concepts.  Existing simula-
tors have all focused on a few aspects of the grand chal-
lenge: for instance, OPNET allows for excellent level of 
detail, while SSFNet aims at optimizing packet-flows in 
Internet settings, ns-2’s wireless simulation focuses on ac-
curate (and thus expensive) physical layer representation.  
The MIITS tool that we introduce takes new aspects into 
account and expands on well-established aspects.   

A first key aspect of MIITS is an end-to-end approach 
to simulation. Traditionally, a network simulator is consid-
ered to be given network topology and capacity informa-
tion as input, maybe in addition to a few parameters (e.g., 
mean value) that characterize the distribution according to 
which traffic gets generated. MIITS’ approach to network 
simulation puts a lot of emphasis on creating realistic net-
work topology and realistic communication sessions be-
tween end users by individually modeling end user devices 
and behavior. It does so by leveraging existing socio-
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technical simulation technology developed at Los Alamos 
National Laboratory (TRANSIMS), (Barret et al. 2002), 
and (Barret et al. 2004). 

A second key aspect is an integrated approach across 
various types of networks. This requires integration of 
packet-switched and circuit-switched networks including 
conversions between the two technologies, it requires rep-
resentation of  end devices that can access different types 
of networks (e.g., some Blackberry devices operate on 
802.11, Bluetooth, and cell phone networks). Traditionally, 
simulations of, say PSTN (Public Switched Telephone Sys-
tem), cell phone networks, and the Internet have been exe-
cuted separately from each other. With the advent of VoIP, 
and increasing  substitution of PSTN through cell phones, 
such separate simulation ignores increasingly important 
network-interdependency aspects. 

A third key aspect is scalability. Scalability is largely 
recognized to be hard to achieve in network simulation. 
Several network simulation tools focus on scalability. 
MIITS’ approach to scalability is an uncompromising dis-
tributed simulation design. All key MIITS modules, in par-
ticular Session Generation and Network Simulation, rely 
on distributed discrete-event simulation. We have found 
that even the session generation module has memory re-
quirements, when simulating a metropolitan area, that 
greatly exceed those of a single processor machine. 

The objective of this paper is to introduce the MIITS 
approach with a focus on the actual network simulation 
technology and to report first simulation results for a large-
scale study.  In Section 2.1 we introduce SimCore the 
simulation interface, in Section 2.2 we present NetSim, a 
packet-level simulation system, both developed at Los 
Alamos National Laboratory. In Section 3 we present some 
data on the performance of the system, in Section 4 we 
present result obtained on the Los Angeles network, and 
finally in Section 5 we conclude with some evaluative re-
marks and the path forward. 

2 SYSTEM OVERVIEW 

The system presented here is a module of MIITS a scal-
able, end-to-end simulation environment for representing 
and analyzing extremely large, complex communication 
networks of any type, including cellular networks, public 
switched telephone networks (PSTNs), the Internet, and ad 
hoc mesh networks. MIITS in turn is a module of the Ur-
ban Infrastructure Suite (UIS) developed at Los Alamos 
National Laboratory. UIS is a set of seven interoperable 
modules that employ advanced modeling and simulation 
methodologies to represent urban infrastructures and popu-
lations.  

MIITS employs state-of-the-art software engineering 
principles in order to achieve its goal of being the world’s 
fastest, largest-scale, most accurate, packet-based, general-
purpose and integrated network simulator for use in large-
213
scale urban simulation. MIITS is a unique tool that models 
any communication network if there is data available on 
how the network operates. It offers network representation 
in several resolutions, ranging from packet-level simula-
tion to flow-based approaches, giving the user the possibil-
ity to choose a level of detail in the simulation that is suit-
able to his/her specific needs when making the trade-off 
decision between accuracy and reasonable turn-around 
time is the key design criterion for MIITS. 

Figure 1 shows the types of networks that are covered 
by MIITS. Traditional wireless and wire-line networks 
such as the public switched telephone network (PSTN), the 
cell phone network and the Internet are covered by MIITS; 
in addition, emerging technologies, including ad hoc net-
works, sensor networks, WLANs are accommodated too. 

 

 
Figure 1: Types of Networks Covered by MIITS.  

 
Figure 2 shows an overview of the architecture of MIITS. 
Each box represents a module of the system. Data flows 
from left to right, with the Core Simulation Framework 
providing the core libraries and architecture on which all 
other modules are based (discussed in detail in section 2.1). 
The System Integration & Applications layer represents 
specific integrated applications build on these modules. 

 

 
Figure 2: MIITS Architecture 
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The three data generation modules create the input for 
the Network Simulator. They receive their input from other 
modules of the UIS that create that data based on survey 
data. Module Network Generation generates the higher or-
der elements of the communication network, for example 
routers connecting through media such as wire-lines or the 
ether. Module Device Generation creates the communica-
tion devices and assigns the devices to individual users, 
possibly varying assignments over time. Module Session 
Generation generates communication sessions between 
network devices. Module Network Simulation performs 
the actual simulation and is discussed in detail in Section 
2.3. 

2.1 End-To-End Simulation 

One of the main objectives in the development of MIITS 
was the ability to perform end-to-end simulations of popu-
lation communication. By this we mean that all types of 
communication as depicted in Figure 1 are simulated for 
the entire population on a city, country, and global level. 
To achieve this admittedly ambitious goal various system 
components needed to be developed. One was the simula-
tion system designed to be scalable to run in parallel on 
thousand of computing units. We have developed a core 
simulation framework, SimCore, which provides the foun-
dation of the modules. This framework is shown as part of 
the overall system in Figure 2 and is discussed in detail in 
section 2.2.. In this document we focus on one system that 
was built on this framework, Netsim, the simulation of 
packet-switched traffic. This system will be discussed in 
detail in Section 2.3. 

Second, there is the data. End-to-end simulation re-
quires that the communication patterns of every person in 
the scenario on every communication device be simulated. 
This includes all the supporting infrastructures and sup-
porting devices, and requires analyzing statistical data and 
survey data to create a synthetic population that closely re-
sembles the real population on an individual level. Exam-
ples are the populations mobility patterns, their communi-
cation patterns, and also the devices used for 
communication: phone, cell phone, email, web pages, etc. 
This data is created using the systems and methods devel-
oped at Los Alamos over the last 15 years and creation of 
this data may represent by itself one of the most time-
consuming aspects of MIITS. 

And finally, one needs the computing infrastructure to 
execute the simulation, which in the case of MIITS consist 
of grids of single or multi CPU computers. 

MIITS is still in the early stages of development, but 
has already proofed an indispensable tool in such analyses 
as hurricane impact studies, and infrastructure vulnerability 
analysis. An example of how a real-world network could 
be analyzed is provided in Section 4. 
2134
2.2 SimCore 

SimCore is a generic discrete event simulation framework 
that provides an entity-service level interface on which 
specific simulation systems can be built. Its first applica-
tion was an end-to-end packet routing simulation system, 
Netsim. However, in the meantime its versatility has been 
recognized and it is being considered in applications that 
are not internet related. A second application for which it 
has already been used is the Session Generator depicted in 
Figure 2. 

SimCore isolates the implementation of simulation 
systems from the simulation engine details or logical proc-
esses (LPs). Simulations are implemented in terms of enti-
ties that receive packets, handle or service those packets, 
and send packets to other entities, where they are handled 
in a similar fashion. The details of the actual location of the 
receiving entity (on which LP, and on which CPU) are hid-
den from the implementation. This is facilitated by an API 
level specification of the interface based on a generic pro-
gramming paradigm, and a generic data input mechanism 
that can be used for any combination of entities and ser-
vices. 

SimCore provides an application interface (API) on 
which to develop discrete event simulation applications. It 
also provides an API for the simulation engine. Currently, 
SimCore uses DaSSF (DASSF) as the underlying simula-
tion engine. However, any engine that supports a conserva-
tive synchronization mechanism could be used. SimCore 
provides a generic set of base classes from which all com-
ponents in a specific simulation application can be derived.  
Finally, SimCore provides the I/O mechanisms for the sys-
tem. Figure 3 shows the conceptual layout of the System. 
 

 
Figure 3: Layers of Components of the Software System.  
 

A visual representation of how events (called Info 
packages) are sent between the services of entities is 
shown in Figure 4 and Figure 5. Figure 4 shows the flow of 
an Info Package from a source entity to a target entity with 
the package created at time t1 and delivered at time t2, the 
specified arrival time. As described earlier, events need 
only provide the address of the destination entity and the 
address of the service on that entity and leave to SimCore 
the actual sending of the event through the system. Figure 
5 shows the detailed flow of an Info Package: the Info 
Package is encoded into an EventInfo package by SimCore 
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and is sent by DaSSF to the destination. At the destination 
a corresponding unpacking sequence is performed. Figure 
5 also shows that the time at which the EventInfo package 
is sent is not explicitly defined and is up to the simulation 
engine. On the other hand the time when the Info package 
is sent to and received by SimCore is explicitly known.  

 

 
Figure 4: Flow of an Info Package from a Source Entity to 
a Target Entity 

 
 

 
Figure 5: Detailed Flow of an Info Package 

2.3 Netsim 

Netsim is an implementation of a packet switching net-
work. It is built on SimCore and provides implementation 
of the entire protocol stack as well as the devices involved 
in the simulation. As such it implements the physical layer, 
the MAC layer, the network layer, the transport layer, and 
the application layer. It also implements representations of 
physical devices, Devices, Interfaces, and Media, that host 
the layers. Devices are the simulation representation of the 
physical devices hosting the higher level protocols such as 
the application layer. Interfaces are the simulation repre-
sentation of the interface card(s) that facilitate communica-
tion for the Device. Finally, Media are the simulation rep-
resentation of the media that transport the data, either 
wired or wireless.  

Netsim provides base implementations for all the pro-
tocols and specific implementations of particular protocols. 
Various physical devices are implemented using parame-
terizations of the object representing the device. 

Physical devices are organized in a hierarchy. See 
Figure 6. Devices contain their Interfaces, and Interfaces 
contain their (unique) Medium. Physical devices are im-
plemented as subclasses of Entities. As such they maintain 
a list of “Services” that they provide. The application layer, 
the transport layer, and the network layer are associated 
with Devices. The MAC layer and the physical layer are 
associated with the Interface layer. Media provide connec-
tivity information.  
213
 
Figure 6: Hierarchical Organization of Devices and Proto-
cols within Netsim 

2.4 Routing 

Routing is one of the crucial elements in any network 
simulation system. Netsim employs a generic mechanism 
to implement routing. This allows different routing mecha-
nisms to be used in different simulation scenarios. It allows 
routing to be implemented locally, i.e. on the same host as 
the protocol that requires routing information, or it allows 
routing to be implemented on specialized routing servers. 
Routing may be implemented using a shortest path ap-
proach or a hierarchical approach depending on the re-
quirements of the simulation. It may be implemented with 
the routing computations distributed over multiple hosts. 
Finally, routing is implemented in such a fashion that only 
those nodes that actually participate in the routing of pack-
ets are included in the representation of the routing net-
work. Due to the open design of NetSim, alternative meth-
ods, such as neighbor-index vectors (Riley et al. 2000), can 
be implemented with minor implementation effort. 

3 SYSTEM PERFORMANCE 

3.1 Memory 

This section presents performance characteristics of the 
system. It includes performance that is tied to the Session 
Generator and Netsim, and to the underlying simulation 
engine DaSSF. 

Memory requirements for devices is approximately 
3000 bytes. This includes data for the interfaces and proto-
cols, an indication of the overhead that is incurred when 
implementing a system using a true object oriented or ge-
neric implementation paradigm.  
5
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Typically one would expect there be significantly 
more messages involved in a simulation than there are de-
vices. As an example the simulation presented in the next 
section which simulates a network with 1 million devices 
and 1 million sessions on that network sends 2.255 billion 
messages. Messages come in two flavors, control messages 
and actual IP packets sent in the system. Not all of these 
messages, but at times a large portion are stored in the 
simulation engine, which at a size of 200 bytes per mes-
sage can make up the bulk of the used memory. 

3.2 Speed 

As mentioned earlier, the system was developed to be run 
in a parallel environment. We ran the system on a Linux 
cluster of 60 1.4Ghz Dual CPUs running MPICH2.  

Figure 7 shows that parallel execution generated a sig-
nificant speedup. Our experiments show that this is mostly 
due to the parallelism created for the routing computation. 
If the time to compute routes is ignored the speedup is less 
pronounced and the simulation overhead may cause the 
walltime on fewer CPUs to exceed that on more CPUs in 
scenarios with sparse packet density (i.e. packets per simu-
lation time). We believe that in these cases the efficiency 
of the parallelism resulting from distributing the simulation 
over many CPUs is negligible and is outweighed by the 
overhead resulting from the communication through the 
network and the increased overhead for the simulation en-
gine. 
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Figure 7: Relative Walltime of Simulations Run with Dif-
ferent Numbers of CPUs  

 
The typical performance of the simulations presented 

in the following sections was a CPU time of 602639 sec-
onds (or 167.4 CPU hours) for 1 million sessions (with an 
average of 72 packets). 
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4 LOS ANGELES NETWORK SIMULATION 

4.1 Network 

Local Data of Los Angles was collected using trace route 
from various national locations. This resulted in a network 
with 100k nodes. This network contained a significant 
number of nodes with degree 2. We collapsed these nodes 
resulting in a smaller network of 11225 nodes, which we 
refer to as the core network. In the collapsing process the 
overall structure of the network was maintained. To ensure 
connectivity of the core network we introduced bridges 
that connected the individual components. In our simula-
tion core nodes are the nodes which perform the routing 
and can be considered the local backbone of the Los Ange-
les network. 

Connected to the core network are stub lines that con-
nect to end nodes which represent the end-devices. End 
devices are divided into clients and servers. Clients repre-
sent the end-users, servers represent sites such as Web 
servers and Email servers. Connections between core node 
and core nodes, and servers and core nodes are simulated 
using a bandwidth of 10Mbit/sec, client to core node con-
nections are simulated using lines with a bandwidth of 1 
Mbit/sec. Our simulation connects 90 end-devices through 
stub lines to every node of the core network, resulting in a 
total network size of  11225*90 = 1010250, i.e., roughly 
one million nodes.500 of the devices are identified as serv-
ers, 5000 are identified as clients. All traffic in the simula-
tion is between these identified clients and servers. 

4.2 Scenario 

We uniformly chose data downloads using UDP as the 
model of sessions to disentangle network capacity from the 
particularities of the protocol. The packet size is also cho-
sen uniformly at 60Kbits per packet. The distribution of 
sessions was chosen such that 30% of the session send 100 
packets and the overall average is 72 packets per session. 
This is equivalent to an average of 540kbyte per session.  

To eliminate the overhead incurred in routing we 
chose to compute all shortest paths at the startup and store 
this data in a lookup table. For the different simulation runs 
the average separation in time between sessions was 1.5, 
0.5, 0.1, 0.01, 0.001, and 0.0001 seconds, with the maxi-
mum being twice this number and the minimum being 0. 

A sample movement of a session with a single packet 
through the network is shown below. Sessions were num-
bered starting at 1000000, and the trace shown is the 
movement of the first packet of the first session. 

 
Time  EntityId Service  Type Info 
0.929887 (d 87569) eProt_FTP 1 1000000 
0.93  (i 96910) eProt_FIFO 3 
0.930101 (i 96910) eProt_UDG 1 60 
0.936201 (i 96910) eProt_FIFO 4 
0.936201 (i 12115) eProt_FIFO 3 
6
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0.937174 (i 12115) eProt_UDG 1 60 
0.943274 (i 12115) eProt_FIFO 4 
... 
0.943274 (i 19084) eProt_FIFO 3 
0.943455 (i 19084) eProt_UDG 1 60 
0.949555 (i 19084) eProt_FIFO 4 
... 
0.998147 (i 19961) eProt_FIFO 3 
0.999045 (i 19961) eProt_UDG 1 60 
1.00515  (i 19961) eProt_FIFO 4 
1.00515  (i 213027) eProt_FIFO 3 
1.00516  (i 213027) eProt_FIFO 4 
1.00516  (d 103759) eProt_FTP 2 1000000 

4.3 Results 

Differences in session spacing allows us to analyze how 
the network performs for scenarios with different network 
loads. For example the packet shown above moves through 
the network in less than 1 second, with an average of 0.07 
seconds per hop. This is approximately what one would 
expect. We measure the average time to finish a session 
(with an average of 72 packets as described above). With 
sufficient spacing the time required is 0.7 seconds to 0.8 
seconds. As session spacing decreases the time increases to 
17 seconds.  

The reason of the slowdown becomes apparent when 
analyzing the load on nodes in the network. There is a 
small set of nodes which handle a large portion of the traf-
fic. As session spacing decreases the load on these node 
increases dramatically. We measured the average lengths 
of the queues in the MAC layer. For sessions with spacing 
larger than 0.01 seconds the load on the queues is trivial 
with the load on the node with maximum load being 11. 
The queue lengths become interesting for the scenario with 
an average session spacing of 0.001 seconds. The queue 
lengths for the 3 nodes with maximum average queue 
lengths are shown in Figure 8. 
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Figure 8: Profiles of Average Queue Lengths of Node 4500 
(blue), Node 4538 (red), and Node 7300 (yellow) 

 
The maximum queue length was set to 512 packets. 

We recorded dropped packets in the system. This record is 
shown in Figure 9. This figure shows that only a small 
number of packets is lost for a session spacing of 0.001 
213
seconds. The actual traffic through the nodes shown are 
shown in Figure 10. 
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Figure 9: Number of Dropped Packets in the Network for 
Session Spacing of 0.001 Seconds 
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Figure 10: Number of Packets per Second through Node 
4500 (blue), Node 4538 (red), and Node 7300 (yellow) for 
Session Spacing of 0.001 Seconds 
 

The distribution of the loads of the nodes which have 
an average of at least 10 packets is shown in Figure 11 (for 
session spacing of 0.001 seconds). As can be seen 485 
nodes, or 4%, of the core network have a queue buildup of 
more than 10 packets. Once the session spacing is reduced 
further by an order of magnitude, the network is unable to 
handle the load. Figure 12 shows the trace of the dropped 
packets in that scenario for the first few seconds of simula-
tion time. 

 

0

50

100

150

200

250

10 30 50 70 90 110 130 150 170
Max Queue Size (# Packets)

# 
N

od
es

Figure 11: Histogram of Queue Sizes of Network Nodes 
7



Waupotitsch, Eidenbenz, Kroc, and Smith 

 

0

30000

60000

90000

120000
1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96

Simulation Time (s)

D
ro

pp
ed

 P
ac

ke
ts

 
Figure 12: Number of Dropped packets in Network (Ses-
sion Spacing of 0.0001 Seconds) 

5 CONCLUSION AND FUTURE WORK 

We present a truly scalable system to simulate internet traf-
fic for large local and the national network. We demon-
strated proof feasibility by simulating a large local network 
on a network topology that, if not exactly, but closely re-
sembles that of Los Angeles.  

Ongoing and future development include improving 
the memory footprint of the system and an improved dis-
tribution strategy for the device nodes to reduce inter CPU 
message traffic. We expect to implement a routing scheme 
that takes the hierarchical nature of the internet topology 
into account. And finally we are working on improving the 
fidelity of our internet topology representation. 
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