
IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS (TO APPEAR) 1

Multi-Service Load Sharing
for Resource Management

in the Cellular/WLAN Integrated Network
Wei Song,Student Member, IEEEand Weihua Zhuang,Fellow, IEEE

Abstract— With the interworking between a cellular network
and wireless local area networks (WLANs), an essential aspect
of resource management is taking advantage of the overlay
network structure to efficiently share the multi-service traffic
load between the interworked systems. In this study, we propose
a new load sharing scheme for voice and elastic data services
in a cellular/WLAN integrated network. Admission control and
dynamic vertical handoff are applied to pool the free bandwidths
of the two systems to effectively serve elastic data traffic and
improve the multiplexing gain. To further combat the cell
bandwidth limitation, data calls in the cell are served under
an efficient service discipline, referred to asshortest remaining
processing time (SRPT) [1]. The SRPT can well exploit the
heavy-tailedness of data call size to improve the resource uti-
lization. An accurate analytical model is developed to determine
an appropriate size threshold so that data calls are properly
distributed to the integrated cell and WLAN, taking into account
the load conditions and traffic characteristics. It is observed from
extensive simulation and numerical analysis that the new scheme
significantly improves the overall system performance.

Index Terms— Cellular/WLAN interworking, resource man-
agement, quality of service, load sharing, vertical handoff, ad-
mission control.

I. I NTRODUCTION

As two most popular wireless networks, the cellular network
and wireless local area network (WLAN) are complementary
in terms of mobility support, quality of service (QoS) provi-
sioning, deployment strategy, etc. With the cellular/WLANin-
terworking, the complementary strengths of the two networks
can be combined to provide QoS enhancement for multiple
services. The multi-service traffic load should be appropriately
shared across the interworked systems so as to efficiently
utilize the overall resources. Especially, in the overlay area
with both cellular and WLAN access, the load sharing is
essentially important as the heterogeneous mobility and QoS
support of the interworked systems can significantly affectthe
service provisioning and overall resource utilization.

There have been some research works on the load sharing
for cellular/WLAN interworking via admission control, which
properly assigns incoming calls to a target system in the
overlay network. In [2], optimal and adaptive strategies are
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proposed only for data users based on user mobility and traffic
characteristics. An optimal joint session admission control
scheme based on a semi-Markov decision process (SMDP) is
proposed in [3] for multimedia traffic. The overall network
revenue is maximized under QoS constraints. Nonetheless,
much research attention is paid to the vertical handoff calls
involved with user mobility at WLAN boundary crossing. It is
known that most WLANs are deployed in indoor environments
like cafés, offices, and hotels. Users within these areas are
most static or only maintain a pedestrian-level mobility. To
efficiently utilize the resources in the interworked systems,
it is necessary to introduce the dynamic load transfer for
low-mobility users staying within the overlay area. In [4],
dynamic session transfer is studied for hierarchical integrated
networks as an analogy to task migration in distributed op-
erating systems. We also investigate the load sharing prob-
lem in [5] and consider both call assignment via admission
control and load transfer via dynamic vertical handoff. The
complementary QoS provisioning capabilities of the cellular
network and WLANs are effectively exploited by multiple
services. However, there are still not many analytical works
that consider the dynamic vertical handoff within the overlay
area, which is triggered by network states instead of user
mobility. As the dynamics of both interworked systems are
involved, the load sharing problem becomes very complex for
a multi-service scenario.

In this paper, we propose a new load sharing scheme for
voice and elastic data services in the cellular/WLAN inte-
grated network. First, it uses admission control and dynamic
vertical handoff to distribute real-time voice calls preferably
to the cell. With ubiquitous cellular coverage and fine QoS
provisioning, the voice traffic can be efficiently supported.
The free bandwidths unused by voice in the two systems are
then combined to effectively serve elastic data traffic for a
large multiplexing gain. To further combat the cell bandwidth
limitation, we consider an efficient service discipline, referred
to asshortest remaining processing time(SRPT) [1], for data
calls in the cell. The SRPT can well exploit the heavy-tailed
property of data call size to make a good trade-off between
user perceived QoS and grade of service (GoS) (e.g., call
blocking probability). Data calls are assigned to the integrated
cell and WLAN, respectively, based on a call size threshold.
To appropriately determine the size threshold, we develop an
analytical model to evaluate the system performance accu-
rately and effectively. The model takes into account the heavy-
tailedness of data traffic and also the dynamic vertical handoff
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triggered by network states.
The remainder of this paper is organized as follows. In

Section II, we describe the multi-service traffic model and
the system capacity model for the WLAN and cellular cell.
In Section III, a new load sharing scheme is proposed and
the system performance is evaluated analytically. Based on
the analytical model, we further discuss the impact of data
size threshold and develop a simple search algorithm to
determine the size threshold. Numerical results are presented
and analyzed in Section IV. Section V concludes this research.

II. SYSTEM MODEL

A. Traffic Model for Voice and Elastic Data Services

With cellular/WLAN interworking, the complementary net-
work strengths can be effectively combined to improve multi-
service provisioning. In this study, we consider both voice
service and elastic data services, which are typical services
of the conversational class and interactive class defined for
the universal mobile telecommunication system (UMTS) [6],
respectively. The conversational class is meant for real-time
services characterized by a two-way conversational commu-
nication pattern. For voice service, there is a stringent de-
lay requirement. The interactive class includes non-real time
services such as Web browsing and file transfer, which are
tolerant of elastic bandwidth. If the download of a Web page
or data file is viewed as a data call, the data call duration (i.e.,
the time to complete the file transfer) is dependent on the file
size and occupied bandwidth. Also, the data transfer delay
is referred to asresponse timeto emphasize the interactive
nature. The mean response time should be bounded to ensure
fluent interaction. The delay bound is far less stringent than
that of conversational services. For Web browsing, a transfer
delay of2 - 4 seconds per page is the proposed bound and a
desirable target is0.5 seconds.

As incoming calls are invoked independently by a large
number of users, we assume that voice and data call arrivals
are independent Poisson processes with mean rates denoted by
λv andλd, respectively. The voice call duration, which is of
an order of minutes, is assumed to be exponentially distributed
with mean (µv)−1. For elastic data services such as Web
browsing and file transfer, it is observed that the packet-level
traffic presents asymptotic self-similarity and high variability
over a wide range of time scales [7]. This is mainly attributed
to the heavy-tailed document size, which is a very important
call-level traffic characteristic affecting the QoS metrics of
interest. To explore the impact of the heavy-tailed data call
size (denoted byLd) on performance,Ld is modeled by a
Weibull distribution [8], whose probability density function
(PDF) is given by

fLd
(x) =

αd

βd

(

x

βd

)αd−1

e−(x/βd)α
d (1)

0 < αd ≤ 1, βd > 0, x > 0

where αd is the shape parameter andβd is the scale pa-
rameter. The PDF of the Weibull distribution is denoted
by Wb(x, αd, βd) for simplicity. The mean ofLd is given
by E[Ld] , Ld = βd Γ(1 + 1

αd

), where Γ(·) is the Gamma

function. The exponential distribution is actually a special case
of the Weibull distribution withαd = 1, while the Weibull
distribution is heavy-tailed if0 < αd < 1. The smaller the
αd value, the heavier the tail that occurs in a given Weibull
distribution. To assess the degree of heavy-tailedness,Weibull
factor is introduced in [9], which is defined as

WLd
= x

d

dx

[

ln(− ln(1 − FLd
(x)))

]

(2)

where FLd
(·) is the cumulative distribution function (CDF)

of Ld. For a Weibull distribution, the Weibull factor actually
equals the shape parameterαd.

B. System Capacity of WLAN and Cellular Cell

It is well known that the complementary strengths of the
cellular networks and WLANs have motivated their interwork-
ing. As WLANs operate at license-exempt frequency bands,
a large bandwidth is available to support a high date rate,
e.g., up to11 Mbit/s in IEEE 802.11b. However, WLANs are
usually deployed in disjoint hotspot areas and can only provide
local coverage. In contrast, the cellular networks have well
entrenched infrastructure providing ubiquitous coverage, but
relatively low data rates are supported with current widely
deployed third-generation (3G) networks. For example, the
UMTS system (Release 1999) can provide a data rate up
to 2 Mbit/s for low-mobility applications (up to10 km/hr)
[10]. There are also some enhancement technologies such as
the high speed packet access (HSPA), which can promote
the downlink packet rate of UMTS access network up to
14 Mbit/s. However, these broadband wireless technologies
are still not widely applied to the cellular networks in op-
eration. Also, the deployment of microcells or picocells in
hotspots is not so cost-effective as WLAN deployment. Hence,
we focus on the interworking of WLANs and 3G cellular
networks with a much smaller cell capacity.

To maximize the interworking effectiveness, it is imperative
to take into account the complementary QoS provisioning
strengths of the two networks. For the WLAN, the contention-
based access determines its limitation in service differentiation
and hard QoS guarantee, e.g., to real-time services. As all
services with different traffic characteristics compete together
to access the WLAN channel, this complete sharing (CS)
manner penalizes services with a larger bandwidth requirement
and privileges services requiring only a smaller bandwidth
and those with aggressive traffic [11]. Hence, the elastic data
traffic can be efficiently supported by the WLAN, as the large
bandwidth and flexible access are constructive to increasing
the multiplexing gain.

At the call level, a flow capturing the WLAN channel
cannot hold the channel to complete its transmission, different
from the first come, first served (FCFS) discipline. Instead,
packets from ongoing calls take turns to be served according
to the contention among them, similar to the sharing of CPU
power by jobs in time-sharing computer systems. This service
discipline is referred to asprocessor sharing(PS). The service
queue with PS discipline exhibits unique characteristics,which
should be considered in the resource management and may
significantly affect the utilization. Based on the queueing
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Fig. 1. Data call performance in terms of mean response time(Td) and data
call blocking probability(Bd) under PS service discipline versus offered load
factor (ρd) and number of admitted data calls(Nd).

analysis forM/G/1/K − PS queues, Fig. 1 is obtained to
illustrate the dependence of performance on the offered traffic
load factor(ρd) and number of admitted data calls(Nd). It
can be seen that the mean response timeTd increases relatively
slowly with ρd, when the system is underloaded withρd ≪ 1.
For a moderately large value ofNd, the data call blocking
probabilityBd is very small andTd is almost independent of
Nd. However, when overload occurs withρd ≥ 1, Td increases
fast and almost linearly withρd andNd, while Bd converges
fast to the limit ρd−1

ρd

with a moderately large value ofNd

[12]. Hence, admitting more calls is not effective to reduce
the blocking probability in overload but may significantly
degrade the perceived performance. It is important to ensure
that the system operates in a normal load condition, so that
the blocking probability is bounded and a sufficiently high
throughput is maintained for admitted calls [12].

In [13], we have analyzed the WLAN capacity (i.e., the
achievable throughput of the WLAN channel) for integrated
voice and data services. The data throughput is observed to
vary with the numbers of voice and data calls accommodated
in the WLAN. When there is no voice call in service, the
maximum achievable throughput is around5.4 Mbit/s over a
11 Mbit/s physical channel. That is, the spectrum utilization
at the medium access control (MAC) layer is around50%.
The data throughput is reduced by around112 kbit/s to admit
a new voice call, although the voice codec generates a packet
stream only at a constant rate of8 kbit/s in the example. As
real-time traffic uses small payloads in packetization to meet
the delay bound, the large protocol overhead indeed reduces
the efficiency. Also, the simplified physical layer of WLAN
to reduce implementation cost further exacerbates its weak
support for real-time services [14].

To enhance QoS provisioning of WLANs, many mecha-
nisms have been proposed [15]. For example, admission con-
trol can be applied at the access point to restrict the bandwidth
occupancy of each service and enable certain QoS protection.
It is observed in [16] that there exists an optimal operating
point for the WLAN in the unsaturated case, beyond which the
packet delay increases dramatically and the throughput drops
quickly. When the packet service rate is larger than the arrival

rate (network stability constraint) and the collision probability
is small enough (e.g., less than0.1), the service queue of
a flow is almost empty and the packet delay is sufficiently
small (say, less than 30 ms) to meet the requirement of
real-time voice service. Based on the analytical model in
[13], we can derive the WLAN admission region in terms
of the maximum numbers of voice and data calls that can be
simultaneously accommodated in the WLAN, denoted by a
feasible set of vectors(nw

v , nw
d ). Accordingly, the mean data

packet service rateξw
d (nw

v , nw
d ) (in bit/s) is obtained for each

vector(nw
v , nw

d ) in the admission region. Then, equipped with
an admission control module, the access point of the WLAN
decides whether to accept or reject an incoming call based on
the numbers of ongoing calls and the admission region.

On the other hand, in the cellular network, reservation-based
resource allocation is enabled with the centralized infras-
tructure. Real-time services can be supported efficiently and
provided fine QoS guarantee. For example, voice calls with
strict delay bound can be provided preemptive priority over
data traffic, while data calls share the remaining bandwidth
unused by voice traffic. As such, the QoS of voice calls is not
degraded even when the system is overloaded with data traffic.
Consider a cellular system based on code division multiple
access (CDMA). Suppose that voice traffic is delivered with
dedicated channels (DCH), while data traffic can be trans-
ported over the downlink shared channels (DSCH). Based on
a cell load factor [17], the capacity of the more congested
downlink can be modeled similar to [18]. The maximum
numbers of simultaneously admitted voice and data users,
denoted by(nc

v, nc
d), are limited to bound the interference level

and satisfy user QoS requirements for the ratio of bit energy
to noise and interference power spectral density

(

Eb

N0

)

.
Based on the above system model, we investigate in this

study how to properly share the multi-service traffic load
across the interworked systems so as to maximize the overall
resource utilization. In the following section, we proposea new
load sharing scheme with QoS-awareness. The complementary
strengths of the two networks in QoS provisioning are well
exploited with admission control and dynamic vertical handoff.
The characteristics of data call size are also taken into account
in the load sharing.

III. L OAD SHARING BETWEEN

INTEGRATED CELL AND WLAN

A. Proposed Load Sharing Scheme with QoS-Awareness

As discussed in Section II-B, it is very inefficient to support
real-time services in the WLAN due to excessive control
overhead. In contrast, the cellular network has a strength
in real-time service provisioning. The large cell size and
ubiquitous cellular coverage can reduce handoff frequencyand
in turn the impact of handoff latency on delay-sensitive real-
time traffic. Thus, in our load sharing scheme, an incoming
voice call is preferably distributed to the cell, and overflows
to the WLAN only if there is not sufficient free bandwidth
for a voice call in the cell. The advantage of preferably
assigning voice calls to the cell has also been observed in
previous works such as [19]. On the other hand, we also
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consider dynamic transfer of ongoing voice calls in the WLAN
to the cell via vertical handoff whenever the cell has free
bandwidth to accommodate more voice calls. The dynamic call
transfer can be implemented with the policy-based framework
discussed in [5]. When network under-utilization is detected
after call completion or outgoing handoff, vertical handoff
can be triggered and performed with the coordination of the
WLAN access point and cellular radio network controller.
However, the signaling overhead is inevitable with the dy-
namic call transfer. As mentioned in Section II-A, the data
call duration is bounded within several seconds to guarantee
responsiveness. To improve the control efficiency, we only
consider the dynamic transfer of voice calls between the cell
and the WLAN, as voice calls are relatively long-lived with
an average duration in an order of minutes. By this means,
voice calls are more concentrated in the cell and provisioned
fine QoS guarantee. The bandwidths unused by voice traffic
in the two systems can then be combined to effectively serve
data calls. The rationale behind the idea can be understood
by viewing the integrated cell and WLAN as two coupled
queueing systems with service ratesC1 andC2, respectively.
By exploiting the cellular/WLAN interworking and vertical
handoff, the integrated network performance within the over-
lay area can approach that of one queue with a larger service
rate(C1 + C2), which maximizes the multiplexing gain [20].

For elastic data calls, the response time depends on the
bandwidth sharing manner and also the fluctuation of ongoing
flow numbers [21]. As discussed in Section II-B, data traffic
in the WLAN is served in a PS manner with the contention-
based access. The mean response time varies with the offered
load as shown in Fig. 1. On the other hand, because voice
calls are preferably distributed to the cell via admission control
and vertical handoff, the average bandwidth available to data
traffic is relatively small when the voice traffic load is high.
With the centralized control of base stations, it is necessary
and feasible to serve data calls in the cell with a more
efficient bandwidth sharing policy. In this study, we consider
the shortest remaining processing time (SRPT) discipline [1],
which is optimal in terms of minimizing the mean response
time. Under the SRPT, only one call with the least remaining
data to transmit is scheduled first and receives service at an
instant. Given an incoming data call with a size smaller than
the remaining data size of the call in service, the ongoing call
is preempted and waits in the queue, while the new call is
served subsequently. In contrast, under the PS, each ongoing
call shares an equal quantum of service. As such, smaller-size
data calls under the SRPT will not be stuck in the system for
such a long duration as when the bandwidth is shared with
data calls of a larger size.

It is known that the SRPT can significantly outperform the
PS when the call size is heavy-tailed and the load is high.
It may be suspected that the improvement of SRPT over PS
comes at the expense of a longer response time for calls with
a larger data size. Thus, the SRPT is often thought to be
unfair as it favors short calls and penalizes long calls. An
argument for this claim is the Kleinrock conservation law
[22], which holds for service disciplines not making use of
the size but is not necessarily true for size-based disciplines

such as the SRPT. It is proved in [23] that, for any load
condition and any continuous heavy-tailed size distribution
with finite mean and variance, at least99% of the data calls
have a smaller response time under the SRPT than under
the PS. These99% of calls actually do significantly better,
and the unfairness of SRPT diminishes with the heavy-tailed
property. In addition, the control overhead of SRPT such as
for preemption is also not higher than that of PS [23]. In
practical systems, the PS may be implemented in a round
robin manner and each call is preempted after receiving one
quantum of service. In contrast, the preemption of SRPT only
occurs when a new call of a smaller size arrives and there
is less preemption overhead. Although the SRPT scheduling
may involve higher implementation complexity and cost than
the simple FCFS, significant performance improvement can be
achieved. There is always the trade-off between complexity
and performance. As the SRPT is applied at the call level
instead of the packet level, the implementation complexityand
cost should be affordable.

In this study, we consider some specific elastic data ap-
plications such as Web browsing and file transfer. They
usually preserve a request-response pattern and are primarily
unidirectional from application servers to user terminals. The
Web documents or data files are pre-stored in the Web server
or file server. It is possible to know the data call sizea priori
from session signaling. For example, a session description
protocol (SDP) offer/answer mechanism has been proposed
as an Internet draft for file transfer [24]. By introducing a
set of new SDP attributes, it is possible to deliver some meta
information of the file (such as content type and size) before
the actual transfer. On the other hand, cross-layer design has
become very popular and essential in the wireless domain
to address the unique challenges such as the scarce radio
resources and highly error-prone transmission conditions. The
information exchange across different protocol layers can
further improve the system performance. Hence, in our load
sharing scheme, we exploit the meta information of data calls
that can be passed to the network layer. In particular, a data
call is distributed to the cell if the call size is not greaterthan
a thresholdΦd and the cell bandwidth available to data traffic
is at leastRc

d. Otherwise, that data call is assigned to the
WLAN. By properly determining the data size threshold (to
be discussed in Section III-C), we can improve the resource
utilization without degrading the user QoS experience.

B. Steady-State Probabilities of Interworked System

In the above load sharing scheme, we take into account the
traffic characteristics of different services and the complemen-
tary QoS provisioning capabilities of the two networks. By
taking advantage of the interworking and vertical handoff,the
free bandwidths of the interworked systems are combined to
maximize the multiplexing gain. Some previous works such as
[5] have shown the performance improvement by simulation.
In this section, we analytically evaluate the QoS metrics such
as voice/data call blocking probabilities and mean response
time of data calls, based on which we can appropriately
determine the data size threshold.
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As discussed in Section II-B, data calls in the WLAN share
the available bandwidth in a PS manner. Under the PS, the
mean response time is insensitive to the call size distribution
if the overall service capacity is fixed. Nonetheless, due to
the random access in the WLAN, the bandwidth available
to data traffic actually fluctuates not only with voice call
arrivals/departures but also with the contention status. The
insensitivity is generally lost in case of a varying capacity [25].
For data calls with a heavy-tailed size and high variability,
the call-level performance such as mean response time even
improves over the case with an exponentially distributed
data call size. However, with admission control in place, the
insensitivity can be retained for a high load condition, where
proper resource allocation and load control are critical to
prevent QoS violation. In a light load case, the call blocking
probability is usually sufficiently low and all admitted calls are
provided satisfactory QoS. Hence, we assume that the QoS of
data traffic in the WLAN is insensitive to the heavy-tailed
call size distribution. The insensitivity assumption is validated
by the numerical results given in Section IV-A. Although
conservative control is possible for a light load condition
due to QoS underestimation, the control effectiveness is not
affected very adversely.

Since data calls are assigned to the integrated cell and
WLAN based on the bandwidth occupancy state of the cell
and data call size, the data call arrivals to the cell and WLAN
are still Poisson processes with mean rates denoted byλc

d and
λw

d , respectively. Then, with the insensitivity assumption for
data service in the WLAN, we can model the interworked
systems with a three-dimensional Markov chain, in which the
state(i, j, k) denotes the numbers of voice and data calls in
the WLAN (i and j, respectively) and the number of voice
calls in the cell(k). The steady-state probability is denoted by
π(i, j, k). Based on the bandwidth occupancy of voice traffic
in the cell and the data call size distribution given in (1), the
mean data call arrival rate to the cell can be derived as

λc
d = λd · δc

d · χc
d (3)

δc
d =

∫ Φd

0

fLd
(x) dx, χc

d =
∑

(i,j)

∑

k: Cc

d
(k) ≥ Rc

d

π(i, j, k)

whereδc
d is the fraction of data calls with a size not greater

than Φd, (1 − χc
d) is the probability that such a data call

is blocked by the cell due to congestion, andCc
d(k) is the

maximum cell capacity available to data traffic when there are
k voice calls in progress. Similarly, the mean data call arrival
rate to the WLAN can be obtained as

λw
d = λd

[

δc
d · (1 − χc

d) + (1 − δc
d)

]

= λd ·
(

1 − δc
d · χ

c
d

)

. (4)

As discussed in Section II-B, the WLAN capacity varies
with the accommodated traffic load due to variable contention
overhead. Here, the analytical model in [13] is adopted to
capture the throughput degradation when more voice calls are
admitted to the WLAN. We can derive the maximum numbers
of voice and data calls that can be simultaneously carried by
the WLAN (nw

v , nw
d ). Accordingly, the mean data packet ser-

vice rateξw
d (nw

v , nw
d ) is also obtained for each vector(nw

v , nw
d )

in the admission region. Based on the analytical model, we can

derive the state transition rates of the aforementioned three-
dimensional Markov chain, given at the top of next page,
whereN c

v andNw
v are the maximum numbers of voice calls

admitted in the cell and the WLAN, respectively,Nw
d (i) is the

maximum number of data calls allowed in the WLAN with
i voice calls in progress1, ξw

d (i, j) is the mean service rate
provided to each data call when there arei voice calls andj
data calls in the WLAN, andgw

d is the mean size of data calls
flowing to the WLAN. Note that the transition rate from state
(i, j, k) to state(i − 1, j, k) consists of two components. One
is due to the completion of thei voice calls in the WLAN with
a mean rate ofi · µv, and the other is due to the completion
of the k voice calls in the cell with a mean ratek · µv. When
one of thek voice calls in the cell completes and makes room
for a new voice call, one of thei voice calls in the WLAN
can be handed over to the cell. According to our load sharing
scheme and the overall data call size distribution given in (1),
gw

d can be derived as

gw
d =

(1 − χc
d)

∫ Φd

0

xfLd
(x) dx +

∫ ∞

Φd

xfLd
(x) dx

δc
d · (1 − χc

d) + (1 − δc
d)

. (6)

The first term in the numerator of (6) corresponds to data calls
of a size not greater thanΦd, which are blocked by the cell due
to congestion with a probability(1 − χc

d) and overflow to the
WLAN. The second term in the numerator accounts for the
data calls that have a size larger thanΦd and are assigned
to the WLAN to request admission. The denominator is a
normalization constant for the size distribution of data calls
flowing to the WLAN.

Due to the interdependence betweeni and k as shown in
the state transition rates of (5), the size of the state spacedoes
not explode with the third dimension of the Markov chain
(k), i.e., the number of voice calls in the cell. The steady-
state probabilitiesπ(i, j, k) can be obtained by solving a very
sparse linear system of balance equations. Then, the voice call
blocking probabilityBv is given by

Bv =
∑

(i,j): i ≤ Nw

v

j > Nw

d
(i+1)

π(i, j, N c
v ). (7)

That is, an incoming voice call is blocked if there areN c
v voice

calls in the cell and not sufficient spare capacity is available
for one more voice call, and if the WLAN is also congested
with i voice calls andj data calls, which means that, with the
j data calls already in progress, the admission of one more
voice call in the WLAN will result in delay violation to the
admittedi voice calls.

As illustrated in Fig. 1, when overload occurs, the mean
response time under the PS increases dramatically with the
offered load and the number of admissible calls(Nd), while
the call blocking probability converges and cannot be reduced
by increasingNd. In contrast, in an underload case, the call
blocking probability is sufficiently small with a reasonably

1Nc
v , Nw

v , and Nw
d

(i) are obtained from the admission regions of
the cell and the WLAN, i.e., the feasible sets of vectors(nc

v, nc
d
)

and (nw
v , nw

d
), respectively. Here,Nc

v = max(nc
v), Nw

v = max(nw
v ), and

Nw
d

(i) = max(nw
d

), given nw
v = i.
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(i, j, k) → (i, j, k + 1) : λv, if i ≤ Nw
v , j ≤ Nw

d (i), k ≤ N c
v − 1

(i, j, k) → (i, j, k − 1) : k · µv, if i = 0, j ≤ Nw
d (i), 1 ≤ k ≤ N c

v

(i, j, k) → (i + 1, j, k) : λv, if i ≤ Nw
v − 1, j ≤ Nw

d (i + 1), k = N c
v

(i, j, k) → (i − 1, j, k) : (i + k) · µv, if 1 ≤ i ≤ Nw
v , j ≤ Nw

d (i), k = N c
v

(i, j, k) → (i, j + 1, k) : λw
d , if i ≤ Nw

v , 0 ≤ j ≤ Nw
d (i) − 1, k ≤ N c

v

(i, j, k) → (i, j − 1, k) : j · ξw
d (i, j)/gw

d , if i ≤ Nw
v , 1 ≤ j ≤ Nw

d (i), k ≤ N c
v

(5)

large value ofNd and the mean response time is almost
independent ofNd. Similar phenomenon is observed for the
SRPT discipline. Hence, the QoS of data calls can be assured
by maintaining an underload condition for data traffic in the
cell. This can be achieved by properly determining the data
size thresholdΦd. Then, the data call blocking probabilityBd

can be obtained as

Bd =
[

δc
d · (1−χc

d) + (1− δc
d)

]

Bw
d = (1− δc

d ·χ
c
d) ·B

w
d (8)

whereBw
d is the data call blocking probability of the WLAN

and is given by

Bw
d =

∑

(i,j): i ≤ Nw

v

j+1 > Nw

d
(i)

Nc

v
∑

k=0

π(i, j, k). (9)

That is, the admission of a new data call should not degrade
the WLAN capacity so much that the bandwidth requirement
of ongoing voice calls cannot be satisfied. From the Little’s
law, the mean response time of data calls served in the WLAN
can be obtained as

T w
d =

1

λw
d · (1 − Bw

d )

∑

(i,j): i ≤ Nw

v

j ≤ Nw

d
(i)

Nc

v
∑

k=0

j · π(i, j, k).

(10)
On the other hand, the mean response time of data calls ad-

mitted to the cell can be obtained from theM/G/1 − SRPT
queue. This is because data call arrivals to the cell is stilla
Poisson process with a mean rateλc

d given in (3). The data
call blocking probability is negligibly small if an underload
condition is guaranteed by the thresholdΦd. The average cell
bandwidth allocated to data calls is

C
c

d =
∑

(i,j): i ≤ Nw

v

j ≤ Nw

d
(i)

Nc

v
∑

k=0

Cc
d(k) · π(i, j, k). (11)

Then, based on the formulas in [1], the mean response time
is approximated by

T c
d =

∫ Φd

0

1

δc
d

fLd
(x) Γc

d(x) dx (12)

where 1
δc

d

fLd
(x) (0 < x ≤ Φd) is the PDF of the size of data

calls in the cell, andΓc
d(x) is the conditional response time

for a data call of sizex, given by

Γc
d(x) =

∫ y

0

dt

1 − ρc
d(t)

+
λc

d

[

∫ y

0
t2gLd

(t) dt + y2(1 − GLd
(y))

]

2
[

1 − ρc
d(y)

]2 (13)

ρc
d(y) = λc

d

∫ y

0

t · gLd
(t) dt, y =

x

C
c

d

(14)

gLd
(t) =

1

δc
d

Wb(t, αd, βd/C
c

d), 0 < t ≤ Φd/C
c

d. (15)

Here, gLd
(·) denotes the PDF of a bounded Weibull distri-

bution andGLd
(·) the corresponding CDF. In contrast to the

data call size distributionWb(x, αd, βd) given in (1), the scale
parameterβd is proportionally modified withC

c

d to switch the
unit from data call size to service time.

For comparison purpose, when data calls in the cell are
served under the PS discipline, the mean response time can
be approximated by [26]

T c
d =

(ρc
d)

Nc

d
+1(N c

d ρc
d − N c

d − 1) + ρc
d

λc
d ·

[

1 − (ρc
d)

Nc

d

]

(1 − ρc
d)

, ρc
d = ρc

d(Φd/C
c

d)

(16)
whereρc

d is the average load factor of data traffic in the cell,
which can be obtained from (14), andN c

d is the maximum
number of data calls allowed in the cell. Considering the
sharing of data traffic load based on call size, the overall mean
response time of data calls can be evaluated by

Td =
δc
d χc

d · T c
d +

[

δc
d · (1 − χc

d) + (1 − δc
d)

]

(1 − Bw
d ) · T w

d

δc
d χc

d +
[

δc
d · (1 − χc

d) + (1 − δc
d)

]

(1 − Bw
d )

.

(17)

C. Determination of Data Size Threshold

The proposed load sharing scheme aims at efficiently shar-
ing the multi-service traffic load between the integrated cell
and WLAN. Since voice calls are preferably distributed to the
cell for high efficiency and fine QoS, data traffic should be
properly balanced between the two systems correspondingly.
Based on the observations in Section II-B, there are some
important principles to follow in determining the data size
thresholdΦd.

First, an underload condition should be ensured for data
traffic in the cell. That is, the data load factor in the worst
case, denoted bŷρc

d, is less than 1:

ρ̂c
d = λc

d

∫ Φd/Rc

d

0

t ·
1

δc
d

Wb(t, αd, βd/Rc
d) dt < 1 (18)

where Rc
d is the minimum cell bandwidth available to data

traffic, and 1
δc

d

Wb(t, αd, βd/Rc
d), 0 < t ≤ Φd/Rc

d, denotes the



IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS (TO APPEAR) 7

1.0 3.0 10.0 30.0 100.0 300.0 1000.0

10
-3

10
-2

10
-1

Data call size threshold (kbit)

D
at

a 
ca

ll 
bl

oc
ki

ng
 p

ro
ba

bi
lit

y

Analytical results with  λd
 = 2.5  (calls/s)

Analytical results with  λd
 = 3.0  (calls/s)

Analytical results with  λd
 = 4.0  (calls/s)

(a)

1.0 3.0 10.0 30.0 100.0 300.0 1000.0

0.4

0.8

1.6

3.2

6.4

12.8

Data call size threshold (kbit)

M
ea

n 
re

sp
on

se
 ti

m
e 

of
 d

at
a 

ca
lls

 (s
)

Analytical results with  λd
 = 2.5  (calls/s)

Analytical results with  λd
 = 3.0  (calls/s)

Analytical results with  λd
 = 4.0  (calls/s)

(b)

Fig. 2. Voice and data call performance versus data size threshold (Φd)
with an exponentially distributed data call size(WLd

= 1.0) and different
load conditions ofλd = 2.5, 3.0, and4.0 (calls/s), respectively. (a) Data call
blocking probability(Bd). (b) Mean data response time(Td).

PDF of a bounded Weibull distribution with shape parameter
αd and scale parameterβd/Rc

d . Moreover, data calls with a
smaller size usually expect a shorter response time than those
with a larger size. As data calls in the cell have a smaller size
than most of those in the WLAN, our second principle is to
guarantee thatT c

d ≤ T w
d . The mean response timeT w

d andT c
d

are given by (10) and (12), respectively. Last, a good trade-
off should be maintained between user-perceived QoS such as
mean data response time and GoS in terms of call blocking
probabilities. An appropriate thresholdΦ∗

d can be determined
to satisfy the following condition:

Bd(Φd) < Bd(Φ
∗
d) ⇒ Td(Φd) > Td(Φ

∗
d), ∀ Φd 6= Φ∗

d.
(19)

That is, the size thresholdΦd should be chosen so that the
mean response timeTd is minimized without increasing the
data call blocking probabilityBd. As such, the resource uti-
lization is improved without degrading the QoS performance.

To evaluate the impact of data size threshold(Φd) on
performance, we carry out some numerical analysis with
the following system parameters: the mean voice call ar-
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d
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Analytical results with Weibull factor of  L
d
  being 0.7

Fig. 3. Mean data response time(Td) versus data size threshold(Φd) with
mean data call arrival rateλd = 3.6 (calls/s) and different heavy-tailedness
for data call size, i.e.,WLd

= 0.2, 0.3, and0.7, respectively.

rival rate λv = 0.45 (calls/s), average voice call duration
(µv)−1 = 140 (s), and average data call sizeLd = 64 (kbyte).
Moreover, the parameters for the WLAN and the cell are the
same as those used in [13] and [18], respectively.

Fig. 2 shows the impact of the data size threshold (Φd) on
data call blocking probabilities(Bd) and mean data response
time (Td) in different load conditions(λd). It is observed that
Bd andTd only slightly decrease withΦd whenΦd is relatively
small. After a certain threshold such asΦd = 102.4 (kbit),
Bd begins to decrease faster withΦd. WhenΦd is sufficiently
large, e.g.,Φd ≥ 640.0 (kbit), Td even increases exponentially
with Φd. The phenomena observed in Fig. 2 can be explained
as follows. First, the explosive increase ofTd with a large
value ofΦd is due to congestion in the cell. As seen from (3),
more data traffic load is assigned to the cell whenΦd is larger.
Due to a small cell bandwidth and high occupancy by voice
traffic, the data call performance is degraded substantially if
the cell is overloaded. On the other hand, whenΦd is relatively
small, the decrease ofTd with Φd is attributed to the fact that
the cell bandwidth unused by voice traffic can be efficiently
utilized by small-size data calls under the SRPT. WhenΦd is
sufficiently small to meet the underload condition, the larger
the value ofΦd, the more the data calls of a small size that
can be assigned to the cell. Under the SRPT, the small-size
data calls in the cell will not stay in the system for such a
long duration as in the case where the bandwidth is shared
among data calls of a large size in a PS manner.

To further demonstrate the impact of the data size threshold
with various heavy-tailedness degrees of data call size, wevary
the shape parameterαd in (1) and select the scale parameterβd

accordingly to keep the same mean valueLd. Let the Weibull
factor WLd

= αd denote the degree of heavy-tailedness. The
smaller the value ofWLd

, the heavier the tail of the distribution
of data call size. In terms of data call blocking probability,
the impact of the size thresholdΦd is similar to that of the
exponential case shown in Fig. 2(a). With a smallerWLd

, Bd

decreases withΦd more slowly. Due to space limitation, the
results are not shown here. Fig. 3 shows the dependence of
the mean data response timeTd on the size thresholdΦd with
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TABLE I

SEARCH ALGORITHM FOR DATA SIZE THRESHOLD

1: Derive the WLAN capacity region in terms of vectors(nw
v , nw

d
) to meet

the stability constraints.
2: Derive the cell capacity region in terms of vectors(nc

v , nc
d
) to satisfy the

Eb

N0

requirements.
3: Set the search range for the size threshold as[Φd,min, Φd,max].

// Search for optimalΦd that minimizesTd by Brent’s method [27].
4: for i = 1, ..., Niter do // Try Niter rounds of iterations at maximum.

// The constraints that̂ρc
d

< ε and T c
d
≤ T w

d
are incorporated by

setting the evaluation ofTd to be infinitely large if these constraints
are violated.

5: if A parabolic interpolation is acceptablethen
6: Construct trial parabolic fits.
7: else
8: Resort to golden section search.
9: end if

10: if The desired precision is reachedthen
11: Exit the iteration loop.
12: end if
13: end for
14: Output the data size threshold that minimizesTd and satisfies the

preceding constraints, denoted byΦ∗

d
.

15: Adapt the data size threshold in a range of[Φ∗

d
· (1 − τ), Φ∗

d
· (1 + τ)]

so as to minimizeBv and Bd while ensuring aTd below the
corresponding upper bound.

different heavy-tailedness of data call size. We can see that
Td first slowly decreases withΦd until a sufficiently largeΦd

leads to an explosive increase ofTd due to system overload.
In contrast to Fig. 2(b) with an exponentially distributed data
call size, the reduction ofTd with Φd is more evident in the
heavy-tailed case. For a smallerWLd

(say,0.2), Td decreases
more slowly and can achieve an even smaller lower bound.
This is due to the“mice-elephants”property of heavy-tailed
distributions. A smallerWLd

(i.e., a higher level of heavy-
tailedness) implies that there is a larger fraction of even shorter
data calls and that less data calls have a much larger size.
Given the same size thresholdΦd, more data calls can then
be efficiently served under the SRPT in the cell. As a result,
a smallerTd is achievable with an appropriate size threshold.

Taking into account the observations in Fig. 2 and Fig. 3,
we propose a simple search algorithm, as given in Table I,
to determine the data size threshold. Following the principles
discussed at the beginning of this section, we apply the
Brent’s method [27] to find the optimalΦ∗

d that minimizes
the mean data response timeTd. The constraints that̂ρc

d < 1
and T c

d ≤ T w
d are incorporated in the Brent’s method by

setting the evaluation ofTd to be infinitely large if these
constraints are violated. As a superlinear search method, the
Brent’s method can efficiently locate the minimum. In each
iteration, the QoS metrics are evaluated only once with a
given trial size threshold. The analytical model given in
Section III-B can be employed to effectively evaluate the QoS
metrics such asBv, Bd, and Td. Hence, the size threshold
can be determined with an affordable running overhead and
adapted to traffic load variations. Moreover, it is observed
in Fig. 2(b) and Fig. 3 thatTd may be sensitive toΦd in
the neighborhood ofΦ∗

d. Therefore, the underload condition
given in (18) is applied conservatively to guarantee system
stability. As shown in Table I, the bound for the data load
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Fig. 4. Analytical and simulation results of voice and data call blocking
probabilities (Bv and Bd, respectively) and mean data response time(Td)
versus mean data call arrival rate(λd) with an exponentially distributed data
call size(WLd

= 1.0).

factor ρ̂c
d is set to beε, which is less than1 and around0.9.

Based onΦ∗
d, the size threshold can further vary in a range

of [Φ∗
d · (1 − τ), Φ∗

d · (1 + τ)] so as to minimizeBv andBd

while ensuring aTd below the corresponding upper bound.

IV. N UMERICAL RESULTS AND DISCUSSION

In this section, we first validate the analytical model
given in Section III-B, and then compare the performance
of the new load sharing scheme with the randomized load
sharing scheme proposed in [18] and a service-differentiated
scheme. For the randomized load sharing scheme, incoming
voice and data calls are distributed to the WLAN with a
probability θw

v and θw
d , respectively, and to the cell with a

probability θc
v (= 1 − θw

v ) and θc
d (= 1 − θw

d ), respectively.
The admission parametersθw

v andθw
d (or θc

v andθc
d) are deter-

mined to achieve the best performance [18]. For the service-
differentiated scheme, voice calls are preferably admitted to
the cell, while data calls are first distributed to the WLAN. A
call rejected by its preferred network overflows to the overlay
cell or WLAN to request admission. Further, dynamic call
transfer is not considered in this scheme. The same system
parameters are used as the preceding numerical analysis on
the impact of data size threshold.

A. Accuracy Validation of Analytical Model

In Section III-B, we develop an analytical model for QoS
evaluation. Based on the observations forM/G/1/K − PS
queueing systems, the performance of data calls in the WLAN
are assumed to be insensitive to the data call size distribution
with the contention-based access. The insensitivity assumption
needs to be verified because the WLAN capacity is not fixed
as in the analysis forM/G/1/K − PS queues. To assess the
validity of this assumption, we develop a discrete event-driven
simulator with C/C++ language. Consistent with the system
model given in Section II, a cellular cell and a contention-
based WLAN are simulated to serve voice and data calls.
More than107 call arrivals and departures are generated in
each simulation round to collect statistics on voice/data call
blocking probabilities and mean response time of data calls.
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Fig. 5. Analytical and simulation results of voice and data call per-
formance versus Weibull factor(WLd

) with a heavy-tailed data call size
and λd = 1.0, 3.0, and 5.0 (calls/s), respectively. (a) Data call blocking
probability (Bd). (b) Mean data response time(Td).

Fig. 4 shows the analytical and simulation results of data
call blocking probability(Bd) and mean data response time
(Td) when the data call size is exponentially distributed, i.e.,
the Weibull factorWLd

= 1. A close match can be observed
for different load conditions(λd). Fig. 5 further illustrates the
cases with a heavy-tailed data call size, i.e.,0 < WLd

< 1.
Similarly, the analytical results agree with the simulation
results, except that the data call blocking probability is slightly
overestimated whenWLd

≤ 0.3. This is due to the increase of
heavy-tailedness with a smallWLd

. In our analytical model
given in Section III-B, we assume that the performance of
data calls in the WLAN is insensitive to the data call size
distribution under the PS service discipline. Due to the varying
WLAN capacity, the insensitivity is impaired and the call-level
QoS may improve when a greater variability is induced with
the heavy-tailed call size [25]. Nonetheless, the insensitivity
is expected to retain when the call blocking probabilities
are sufficiently small. For example, as seen in Fig. 5, with
a relatively light traffic load (say,λd = 1.0 calls/s) and a
smaller data call blocking probability, the gap between the
analytical results and simulation results is much smaller when
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Fig. 6. Performance of different load sharing schemes versus mean data call
arrival rate(λd) with an exponentially distributed data call size(WLd

= 1.0).
(a) Data call blocking probability(Bd). (b) Mean data response time(Td).

WLd
≤ 0.3. As the system is usually designed to ensure

call blocking probabilities in the order of10−3 - 10−2, the
analytical model in Section III-B is valid for the following
performance analysis.

B. Performance Improvement with Proposed Load Sharing
Scheme

Fig. 6 shows the performance of the three schemes in
terms of data call blocking probability(Bd) and mean data
response time(Td). Significant performance improvement is
observed with the new scheme. For example, in the case of
λd = 3.6 (calls/s),Bd of the new scheme is85.6% smaller
than that of the randomized scheme, whileTd is 46.8% lower.
A performance gain of74.8% is achieved by the new scheme
with respect to the service-differentiated scheme forBd,
althoughTd of the two schemes is very close. In some cases,
Td of the service-differentiated scheme is even slightly lower
than that of the new scheme. However, this low mean data
response time of the service-differentiated scheme is achieved
at the expense of much higher call blocking probabilitiesBv

and Bd. The new load sharing scheme still outperforms the
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Fig. 7. Performance of different load sharing schemes versus Weibull factor
(WLd

) with a heavy-tailed data call size and mean data call arrivalrate
λd = 3.6 (calls/s). (a) Data call blocking probability(Bd). (b) Mean data
response time(Td).

other two schemes.
Fig. 7 shows the performance of the three schemes with

different Weibull factorsWLd
, i.e., different heavy-tailedness

degrees of the data call size. It can be seen that an even
larger performance gain is achievable with the new scheme
for Bd andTd whenWLd

is smaller, i.e., the data call size is
distributed with a heavier tail. For example, whenWLd

= 0.2,
Bd of the new scheme is more than95% smaller than those of
the other two schemes, while the reduction is around87.7%
when WLd

= 0.8. Similarly, whenWLd
decreases from0.8

to 0.2, the reduction ofTd with respect to the randomized
scheme increases from49.6% to 79.7%. In comparison with
the service-differentiated scheme, the new scheme reducesTd

by 7.7% when WLd
= 0.8 and by32.8% when WLd

= 0.2.
In addition, the reduction ofTd with WLd

is due to the
much higher call blocking probabilities, which restrict the total
admissible traffic load to share the bandwidth.

The significant performance gain observed in Fig. 6 and
Fig. 7 lies in the fact that the new load sharing scheme not
only takes advantage of the complementary QoS of the inter-
worked systems in load distribution, but also exploits vertical
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Fig. 8. Mean response time(Td) of data calls under SRPT or PS service
discipline applied in the cell.

handoff in dynamic call transfer to maximize the multiplexing
gain. Moreover, the data size threshold can be appropriately
determined with the approach given in Section III-C, which
effectively takes into account the load conditions and heavy-
tailedness of data call size. Nonetheless, the new scheme
requires that the data call size be knowna priori via session
signaling. The signaling and control overhead for dynamic
vertical handoff may increase the implementation complexity.

C. Overload Protection via SRPT Scheduling

As discussed in Section III-A, data calls in the cell are
served under the SRPT, which can be enabled by the cen-
tralized resource allocation and benefit the system with the
best performance achievable. The advantage of SRPT is par-
ticularly more evident in system overload when it is more
challenging for the cell of small bandwidth to provide QoS
guarantee. Fig. 8 compares the mean data response time(Td)
when the SRPT or PS are applied respectively to serve data
traffic in the cell. It can be seen that, when system overload
occurs,Td under the SRPT is much lower than that under the
PS. At the same time, both service disciplines exhibit very
close voice and data call blocking probabilities. It is known
that there exists a trade-off betweenTd and call blocking
probabilities. That is, when more calls are admitted and
share a given bandwidth,Td increases although call blocking
probabilities decrease. Hence, the observation of a significantly
reducedTd and similar call blocking probabilities implies a
higher resource utilization under the SRPT.

V. CONCLUSIONS ANDFURTHER WORK

In this paper, we have investigated the load sharing problem
for the cellular/WLAN integrated network so that the inter-
working is exploited to enhance multi-service provisioning.
A new load sharing scheme has been proposed to effectively
support voice and elastic data traffic in the integrated network.
While voice calls are preferably distributed to the cell via
admission control and dynamic vertical handoff, the radio
resources unused by voice in the two systems are pooled
to effectively serve elastic data traffic. To further overcome
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the cell bandwidth limitation, the efficient service discipline
SRPT is applied for data calls in the cell, and only data calls
with a size not greater than a threshold are admitted to the
cell. The size threshold can be determined with the proposed
analytical model, taking into account the load conditions and
heavy-tailedness of data call size. It is observed that the new
scheme significantly outperforms the randomized load sharing
scheme and a service-differentiated scheme.

The cellular networks are evolving toward broadband
wireless access, while many enhancement features can be
introduced to WLANs with state-of-art techniques such
as efficient packet scheduling. At the same time, more
bandwidth-demanding services such as multimedia streaming
become popular in the wireless domain. Considering the
ever-increasing service demands, the load sharing is stilla
challenging issue, even with increased network capacity and
enhanced QoS provisioning capability. In this study, we have
observed that the system performance can be significantly
improved by exploiting the data traffic characteristics such
as the heavy-tailed data call size in the load sharing. The
study can be further extended to bandwidth-demanding mul-
timedia services such as video streaming for the interworking
of augmented cellular networks and WLANs, where unique
characteristics presented by the scalable video traffic such as
rate-adaptiveness should be taken into account.
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[11] P. Tran-Gia and F. Hübner, “An analysis of trunk reservation and grade
of service balancing mechanisms in multiservice broadbandnetworks,”
in Proc. IFIP Workshop TC6, 1993, pp. 83–97.

[12] S. B. Fredj, S. Oueslati-Boulahia, and J. W. Roberts, “Measurement-
based admission control for elastic traffic,” inProc. 17th Int’l. Teletraffic
Congress, Dec. 2001, pp. 161–172.

[13] W. Song, H. Jiang, and W. Zhuang, “Performance analysisof the
WLAN-first scheme in cellular/WLAN interworking,”IEEE Trans.
Wireless Commun., vol. 6, no. 5, pp. 1932–1952, May 2007.

[14] A. K. Salkintzis, G. Dimitriadis, D. Skyrianoglou, N. Passas, and
N. Pavlidou, “Seamless continuity of real-time video across UMTS
and WLAN networks: challenges and performance evaluation,” IEEE
Wireless Commun. Mag., vol. 12, no. 3, pp. 8–18, June 2005.

[15] H. Zhu, L. Ming, I. Chlamtac, and B. Prabhakaran, “A survey of quality
of service in IEEE 802.11 networks,”IEEE Wireless Commun. Mag.,
vol. 11, no. 4, pp. 6–14, Aug. 2004.

[16] H. Zhai, X. Chen, and Y. Fang, “How well can the IEEE 802.11 wireless
LAN support quality of service?”IEEE Trans. Wireless Commun., vol. 4,
no. 6, pp. 3084–3094, Nov. 2005.
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