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Abstract— With the interworking between a cellular network  proposed only for data users based on user mobility andaraffi
and wireless local area networks (WLANSs), an essential aspe characteristics. An optimal joint session admission amntr
of resource management is taking advantage of the overlay scheme based on a semi-Markov decision process (SMDP) is
network structure to efficiently share the multi-service traffic : . . -
load between the interworked systems. In this study, we pragse proposed_ in [3] _fo_r multimedia traffic. The _overaII network
a new load sharing scheme for voice and elastic data servicesrevenue is maximized under QoS constraints. Nonetheless,
in a cellular/WLAN integrated network. Admission control and much research attention is paid to the vertical handoffscall
dynamic vertical handoff are applied to pool the free bandwiths  involved with user mobility at WLAN boundary crossing. It is
of the two systems to effectively serve elastic data traffic ral known that most WLANS are deployed in indoor environments

improve the multiplexing gain. To further combat the cell . p . -
bandwidth limitation, data calls in the cell are served unde like cafés, offices, and hotels. Users within these areas ar

an efficient service discipline, referred to asshortest remaining MOst static or only maintain a pedestrian-level mobilitp. T
processing time (SRPT) [1]. The SRPT can well exploit the efficiently utilize the resources in the interworked system

heavy-tailedness of data call size to improve the resourcetiti jt ijs necessary to introduce the dynamic load transfer for
lization. An accurate analytical model is developed to detenine low-mobility users staying within the overlay area. In [4]

an appropriate size threshold so that data calls are propest . . - . . .
distributed to the integrated cell and WLAN, taking into account dynamic session transfer is studied for hierarchical irattegl

the load conditions and traffic characteristics. It is obseved from networks as an analogy to task migration in distributed op-
extensive simulation and numerical analysis that the new seme erating systems. We also investigate the load sharing prob-

significantly improves the overall system performance. lem in [5] and consider both call assignment via admission
Index Terms— Cellular/WLAN interworking, resource man-  control and load transfer via dynamic vertical handoff. The
agement, quality of service, load sharing, vertical handdf ad- complementary QoS provisioning capabilities of the callul
mission control. network and WLANSs are effectively exploited by multiple
services. However, there are still not many analytical work
. INTRODUCTION that consider the dynamic vertical handoff within the oagrl

As two most popular wireless networks, the cellular netwo€a, Which is triggered by network states instead of user
and wireless local area network (WLAN) are complementafyobility. As the dynamics of both interworked systems are
in terms of mobility support, quality of service (QoS) previinvolved, the load sharing problem becomes very complex for
sioning, deployment strategy, etc. With the cellular/WLAN @ multi-service scenario.
terworking, the complementary strengths of the two network In this paper, we propose a new load sharing scheme for
can be combined to provide QoS enhancement for mumﬁ{@ice and elastic data services in the cellular/WLAN inte-
services. The multi-service traffic load should be appedply grated network. First, it uses admission control and dyoami
shared across the interworked systems so as to efficiertftical handoff to distribute real-time voice calls prefiely
utilize the overall resources. Especially, in the overlagaa to the cell. With ubiquitous cellular coverage and fine QoS
with both cellular and WLAN access, the load sharing iBrovisioning, the voice traffic can be efficiently supported
essentially important as the heterogeneous mobility ang Qdhe free bandwidths unused by voice in the two systems are
support of the interworked systems can significantly affieet then combined to effectively serve elastic data traffic for a
service provisioning and overall resource utilization. large multiplexing gain. To further combat the cell bandivid

There have been some research works on the load shafiftitation, we consider an efficient service disciplinefereed
for cellular/WLAN interworking via admission control, wdti  t0 asshortest remaining processing ting8RPT) [1], for data
properly assigns incoming calls to a target system in tigalls in the cell. The SRPT can well exploit the heavy-tailed
overlay network. In [2], optimal and adaptive strategies aProperty of data call size to make a good trade-off between

user perceived QoS and grade of service (GoS) (e.g., call

Manuscript received May 1, 2007; revised September 21, ;2863epted blocking probability). Data calls are assigned to the ira@:i
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triggered by network states. function. The exponential distribution is actually a spécase
The remainder of this paper is organized as follows. lof the Weibull distribution withay; = 1, while the Weibull

Section I, we describe the multi-service traffic model andistribution is heavy-tailed if0 < ay < 1. The smaller the

the system capacity model for the WLAN and cellular celky; value, the heavier the tail that occurs in a given Weibull

In Section Ill, a new load sharing scheme is proposed addtribution. To assess the degree of heavy-tailedriwsgull

the system performance is evaluated analytically. Based famtor is introduced in [9], which is defined as

the analytical model, we further discuss the impact of data d

size threshold and develop a simple search algorithm to WL, :I%[ln(—lﬂ(l—FLd(I))) 2

determine the size threshold. Numerical results are pteden

; ; : - here Fi,(-) is the cumulative distribution function (CDF)
and analyzed in Section IV. Section V concludes this researd" La . o .
yzedi ! ! u ! of Ly. For a Weibull distribution, the Weibull factor actually

Il SYSTEM MODEL equals the shape parameter.

A. Traffic Model for Voice and Elastic Data Services

B. System Capacity of WLAN and Cellular Cell
With cellular/WLAN interworking, the complementary net-

K st th be effectivel bined 1o | " It is well known that the complementary strengths of the
work strengihs can be efiectively combined 1o Improve mu_ Lellular networks and WLANSs have motivated their interwork

Service provisioning. In this s_tudy, we consider _bOth VO'_CFnhg. As WLANS operate at license-exempt frequency bands,
service and elastic data services, which are typical sesvic

: : . ; large bandwidth is available to support a high date rate,
of the conversational class and interactive class defined Eag up tol 1 Mbit/s in IEEE 802.11b. However, WLANS are
the unlt\_/erlsal _I'_EOb'Ie teleco?mulmclatlon_ systemt (]}JMTB?% EB sually deployed in disjoint hotspot areas and can onlyidev
respec 'Ve%/' ? gon(\j/el;sa |otna class 1s meant_ orln " local coverage. In contrast, the cellular networks havel wel
Services characterized by a two-way conversational COMMigy anched infrastructure providing ubiquitous coverdge
nication pattern. For voice service, there is a stringent d

I . t The int i | includ o t Felatively low data rates are supported with current widely
ay requirement. The interactive class Inciudes non- deployed third-generation (3G) networks. For example, the

services such as Web browsing and file transfer, which ar, TS system (Release 1999) can provide a data rate up
tolerant of elastic bandwidth. If the download of a Web pa . i o o
or data file is viewed as a data call, the data call duratien, (i.g(% 2 Mbivs for low-mobility applications (up tol0 km/hr)

the time t lete the file t for) is d dent on the f 0]. There are also some enhancement technologies such as
€ time to complete the file transfer) is dependent on the e high speed packet access (HSPA), which can promote

f¥e downlink packet rate of UMTS access network up to

is referred to agesponse timgo emphasize the interactive14 Mbit/s. However, these broadband wireless technologies
nature. The mean response time should be bounded to ENSE still not widely applied to the cellular networks in op-

fluent interaction. The delay bound is far less stringennthi

that of tional . For Web b . ; ration. Also, the deployment of microcells or picocells in
at of conversational services. -or Web browsing, a tens otspots is not so cost-effective as WLAN deployment. Hence
delay of2 - 4 seconds per page is the proposed bound an

desirable t {65 d R focus on the interworking of WLANs and 3G cellular
ezlra_ € larget 1 '” secon S.k d ind dentlv b | networks with a much smaller cell capacity.
S Incoming cafls are InVoked Independently by a 'arge 1, maximize the interworking effectiveness, it is impevrati

num_bzr of udser?,PW_e assume that VO'_(EE and dat? C"zlll arrtlv IStake into account the complementary QoS provisioning
are iInaependent FoISson processes With mean rates deyote }%ngths of the two networks. For the WLAN, the contention-

v an dd )‘d’f re§petct|V(_aIy. The V%'Cte gall durauor;., \Il;’h'((;.ge'rfbo ased access determines its limitation in service difféatan
antﬁr ero m'mifs’F's asslurrt1_e dot € exponen 'a}/] : V\;J nd hard QoS guarantee, e.g., to real-time services. As all
with mean (u,) . For elastic data services such as We ervices with different traffic characteristics competgether

:Jr(;fv_vsmg andtﬂle transtfet_r, It |s|fobs_e|rv_ed tha:;[ thhehpa;ilf_mlle to access the WLAN channel, this complete sharing (CS)
raffic presents asymptotic self-similarity and high varidy manner penalizes services with a larger bandwidth reqeném

over a wide range of time scale; [71. Th|s IS mainly Qttr'mteand privileges services requiring only a smaller bandwidth
to the heavy-tailed document size, which is a very importal

call-level traffic characteristic affecting the QoS medriof %d those with aggressive traffic [L1]. Hence, the elastia da

it CT | the i t of the h tailed dath trlaffic can be efficiently supported by the WLAN, as the large
interest. 10 explore the impact ot the heavy-taled dal& Cj, ,qwidth and flexible access are constructive to incrgasin
size (denoted byL;) on performancel, is modeled by a

; o < ) X the multiplexing gain.
Weibull distribution [8], whose probability density funah At thepcall ?e\?el a flow capturing the WLAN channel
(PDF) is given by '

cannot hold the channel to complete its transmission, reiffe
ag {2 \* ! (2/B)%d from the first come, first served (FCFS) discipline. Instead,
fra(z) = Ba \ Ba ¢ ) packets from ongoing calls take turns to be served according
to the contention among them, similar to the sharing of CPU
0<ag<1l, (4>0, x>0 . o . ? .
power by jobs in time-sharing computer systems. This servic
where a4 is the shape parameter amty is the scale pa- discipline is referred to agrocessor sharingPS). The service
rameter. The PDF of the Weibull distribution is denotedueue with PS discipline exhibits unique characteristidsch
by W (z,aq, 8a) for simplicity. The mean ofL, is given should be considered in the resource management and may
by E[Lg) 2 Lg = B4T(1+ a%)’ whereT'(-) is the Gamma significantly affect the utilization. Based on the gqueueing
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180 : ; 1’ rate (network stability constraint) and the collision pabbity
wol| :f_l;; . e is small enough (e.g., less thanl), the service queue of
- N iw / , a flow is almost empty and the packet delay is sufficiently
%”07 szso 2 10 z small (say, less than 30 ms) to meet the requirement of
éuo— +  Converging limit / e g real-time voice service. Based on the analytical model in
%100 10-4? [13], we can derive the WLAN admission region in terms
£ o B>/ - - g of the maximum numbers of voice and data calls that can be
g Ay R Vsﬁm simultaneously accommodated in the WLAN, denoted by a
g o e | s = feasible set of vectorgn)’,ny). Accordingly, the mean data
g a0 oot Lol °  packet service ratey (n, n%) (in bit/s) is obtained for each
2 N / T vector(n,n¥) in the admission region. Then, equipped with
A4 l//,/ an admission control module, the access point of the WLAN
0 02 04 06 08 10 12 14 16 decides whether to accept or reject an incoming call based on

Offered load f . . . .
ored loadactor(2,) the numbers of ongoing calls and the admission region.

, _ On the other hand, in the cellular network, reservatioretlas
Fig. 1. Data call performance in terms of mean response tify¢ and data . . . . .
call blocking probability(B;) under PS service discipline versus offered load€SOUICE allocatlon 1S ?nabled with the centrall_ze_d infras
factor (pg) and number of admitted data call®V,). tructure. Real-time services can be supported efficienily a
provided fine QoS guarantee. For example, voice calls with
analysis forM/G/1/K — PS queues, Fig. 1 is obtained tostrict delay bound can be provided preemptive priority over
illustrate the dependence of performance on the offerdfictra data traffic, while data calls share the remaining bandwidth
load factor(pq) and number of admitted data call®/,). It unused by voice traffic. As such, the QoS of voice calls is not
can be seen that the mean response fiin@creases relatively degraded even when the system is overloaded with data traffic
slowly with pg, when the system is underloaded wjith< 1. Consider a cellular system based on code division multiple
For a moderately large value df,, the data call blocking access (CDMA). Suppose that voice traffic is delivered with
probability B, is very small andl; is almost independent of dedicated channels (DCH), while data traffic can be trans-
Ng. However, when overload occurs with > 1, T, increases ported over the downlink shared channels (DSCH). Based on
fast and almost linearly withy; and Vg, while B, converges a cell load factor [17], the capacity of the more congested
fast to the Iimitpd—;1 with a moderately large value a¥; downlink can be modeled similar to [18]. The maximum
[12]. Hence, admitting more calls is not effective to reducgumbers of simultaneously admitted voice and data users,
the blocking probability in overload but may significantlydenoted byn¢, ng), are limited to bound the interference level
degrade the perceived performance. It is important to ensiihd satisfy user QoS requirements for the ratio of bit energy
that the system operates in a normal load condition, so thétnoise and interference power spectral den(s%g).
the blocking probability is bounded and a sufficiently high Based on the above system model, we investigate in this
throughput is maintained for admitted calls [12]. study how to properly share the multi-service traffic load
In [13], we have analyzed the WLAN capacity (i.e., theicross the interworked systems so as to maximize the overall
achievable throughput of the WLAN channel) for integrategbsource utilization. In the following section, we propassew
voice and data services. The data throughput is observeddad sharing scheme with QoS-awareness. The complementary
vary with the numbers of voice and data calls accommodateengths of the two networks in QoS provisioning are well
in the WLAN. When there is no voice call in service, thexploited with admission control and dynamic vertical haffid

maximum achievable throughput is aroufid Mbit/s over a The characteristics of data call size are also taken intowatdc
11 Mbit/s physical channel. That is, the spectrum utilizatiom the load sharing.

at the medium access control (MAC) layer is arouitds.
The data throughput is reduced by aroun@ kbit/s to admit m
a new voice call, although the voice codec generates a packet
stream only at a constant rate ®kbit/s in the example. As ] )
real-time traffic uses small payloads in packetization teme?- Proposed Load Sharing Scheme with QoS-Awareness
the delay bound, the large protocol overhead indeed reducegs discussed in Section II-B, it is very inefficient to supipor
the efficiency. Also, the simplified physical layer of WLANreal-time services in the WLAN due to excessive control
to reduce implementation cost further exacerbates its weakerhead. In contrast, the cellular network has a strength
support for real-time services [14]. in real-time service provisioning. The large cell size and
To enhance QoS provisioning of WLANS, many mechaibiquitous cellular coverage can reduce handoff frequandy
nisms have been proposed [15]. For example, admission canturn the impact of handoff latency on delay-sensitivd-rea
trol can be applied at the access point to restrict the baittiwitime traffic. Thus, in our load sharing scheme, an incoming
occupancy of each service and enable certain QoS protectiamice call is preferably distributed to the cell, and ovex#io
It is observed in [16] that there exists an optimal operatirtg the WLAN only if there is not sufficient free bandwidth
point for the WLAN in the unsaturated case, beyond which tHer a voice call in the cell. The advantage of preferably
packet delay increases dramatically and the throughpytsdr@ssigning voice calls to the cell has also been observed in
quickly. When the packet service rate is larger than thevalrri previous works such as [19]. On the other hand, we also

L OAD SHARING BETWEEN
INTEGRATED CELL AND WLAN
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consider dynamic transfer of ongoing voice calls in the WLANuch as the SRPT. It is proved in [23] that, for any load
to the cell via vertical handoff whenever the cell has freeondition and any continuous heavy-tailed size distriyuti
bandwidth to accommodate more voice calls. The dynamic calith finite mean and variance, at led % of the data calls
transfer can be implemented with the policy-based framkwdnave a smaller response time under the SRPT than under
discussed in [5]. When network under-utilization is detect the PS. Thes®9% of calls actually do significantly better,
after call completion or outgoing handoff, vertical harfdofand the unfairness of SRPT diminishes with the heavy-tailed
can be triggered and performed with the coordination of thoperty. In addition, the control overhead of SRPT such as
WLAN access point and cellular radio network controllefor preemption is also not higher than that of PS [23]. In
However, the signaling overhead is inevitable with the dyractical systems, the PS may be implemented in a round
namic call transfer. As mentioned in Section II-A, the dateobin manner and each call is preempted after receiving one
call duration is bounded within several seconds to guaeantguantum of service. In contrast, the preemption of SRPT only
responsiveness. To improve the control efficiency, we onbccurs when a new call of a smaller size arrives and there
consider the dynamic transfer of voice calls between the cel less preemption overhead. Although the SRPT scheduling
and the WLAN, as voice calls are relatively long-lived withmay involve higher implementation complexity and cost than
an average duration in an order of minutes. By this mearibe simple FCFS, significant performance improvement can be
voice calls are more concentrated in the cell and provislonachieved. There is always the trade-off between complexity
fine QoS guarantee. The bandwidths unused by voice traffied performance. As the SRPT is applied at the call level
in the two systems can then be combined to effectively serivestead of the packet level, the implementation complesitgt
data calls. The rationale behind the idea can be understaadt should be affordable.
by viewing the integrated cell and WLAN as two coupled In this study, we consider some specific elastic data ap-
queueing systems with service ratés and C», respectively. plications such as Web browsing and file transfer. They
By exploiting the cellular/WLAN interworking and vertical usually preserve a request-response pattern and are fyimar
handoff, the integrated network performance within thereveunidirectional from application servers to user terminalse
lay area can approach that of one queue with a larger servitleb documents or data files are pre-stored in the Web server
rate(C; + Cs), which maximizes the multiplexing gain [20]. or file server. It is possible to know the data call sizeriori

For elastic data calls, the response time depends on fl@m session signaling. For example, a session description
bandwidth sharing manner and also the fluctuation of ongoipgotocol (SDP) offer/answer mechanism has been proposed
flow numbers [21]. As discussed in Section 1I-B, data traffias an Internet draft for file transfer [24]. By introducing a
in the WLAN is served in a PS manner with the contentiorset of new SDP attributes, it is possible to deliver some meta
based access. The mean response time varies with the offénéofmation of the file (such as content type and size) before
load as shown in Fig. 1. On the other hand, because voite actual transfer. On the other hand, cross-layer design h
calls are preferably distributed to the cell via admissiontool become very popular and essential in the wireless domain
and vertical handoff, the average bandwidth available ta d4o address the unigque challenges such as the scarce radio
traffic is relatively small when the voice traffic load is highresources and highly error-prone transmission conditibhe
With the centralized control of base stations, it is neagssanformation exchange across different protocol layers can
and feasible to serve data calls in the cell with a mofarther improve the system performance. Hence, in our load
efficient bandwidth sharing policy. In this study, we comsid sharing scheme, we exploit the meta information of datascall
the shortest remaining processing time (SRPT) disciplije [that can be passed to the network layer. In particular, a data
which is optimal in terms of minimizing the mean responseall is distributed to the cell if the call size is not greattean
time. Under the SRPT, only one call with the least remainirgthresholdd, and the cell bandwidth available to data traffic
data to transmit is scheduled first and receives service atiarat leastRS. Otherwise, that data call is assigned to the
instant. Given an incoming data call with a size smaller thaWLAN. By properly determining the data size threshold (to
the remaining data size of the call in service, the ongoidlg cée discussed in Section 11I-C), we can improve the resource
is preempted and waits in the queue, while the new call igilization without degrading the user QoS experience.
served subsequently. In contrast, under the PS, each anpgoin
call shares an equal quantum of service. As such, smailer-si
data calls under the SRPT will not be stuck in the system B
such a long duration as when the bandwidth is shared within the above load sharing scheme, we take into account the
data calls of a larger size. traffic characteristics of different services and the camnmn-

It is known that the SRPT can significantly outperform thtary QoS provisioning capabilities of the two networks. By
PS when the call size is heavy-tailed and the load is higiaking advantage of the interworking and vertical handbi,
It may be suspected that the improvement of SRPT over B8e bandwidths of the interworked systems are combined to
comes at the expense of a longer response time for calls witlaximize the multiplexing gain. Some previous works such as
a larger data size. Thus, the SRPT is often thought to g have shown the performance improvement by simulation.
unfair as it favors short calls and penalizes long calls. A this section, we analytically evaluate the QoS metriashsu
argument for this claim is the Kleinrock conservation lawas voice/data call blocking probabilities and mean respons
[22], which holds for service disciplines not making use dime of data calls, based on which we can appropriately
the size but is not necessarily true for size-based disepli determine the data size threshold.

Steady-State Probabilities of Interworked System
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As discussed in Section 1I-B, data calls in the WLAN sharderive the state transition rates of the aforementionegethr
the available bandwidth in a PS manner. Under the PS, ttienensional Markov chain, given at the top of next page,
mean response time is insensitive to the call size distdbut where NS and N are the maximum numbers of voice calls
if the overall service capacity is fixed. Nonetheless, due smmitted in the cell and the WLAN, respectively,’ (i) is the
the random access in the WLAN, the bandwidth availableaximum number of data calls allowed in the WLAN with
to data traffic actually fluctuates not only with voice cali voice calls in progress £¥ (i, j) is the mean service rate
arrivals/departures but also with the contention statuse Tprovided to each data call when there arenice calls andj
insensitivity is generally lost in case of a varying capaf25]. data calls in the WLAN, and} is the mean size of data calls
For data calls with a heavy-tailed size and high variabilitflowing to the WLAN. Note that the transition rate from state
the call-level performance such as mean response time eyen, k) to state(: — 1, j, k) consists of two components. One
improves over the case with an exponentially distributed due to the completion of thevoice calls in the WLAN with
data call size. However, with admission control in place tha mean rate of - 1,,, and the other is due to the completion
insensitivity can be retained for a high load condition, vehe of the & voice calls in the cell with a mean rate u,,. When
proper resource allocation and load control are critical tme of thek voice calls in the cell completes and makes room
prevent QoS violation. In a light load case, the call blogkinfor a new voice call, one of the voice calls in the WLAN
probability is usually sufficiently low and all admitted tsahre can be handed over to the cell. According to our load sharing
provided satisfactory QoS. Hence, we assume that the QoSsofieme and the overall data call size distribution giverL)n (
data traffic in the WLAN is insensitive to the heavy-tailedy can be derived as
call size distribution. The insensitivity assumption ididated

(o] 00
by the numerical results given in Section IV-A. Although (1—X§)/ dfoLd(iU) d$+/ zfr,(z) do
conservative control is possible for a light load condition w 0 Pa (6)
due to QoS underestimation, the control effectiveness s no 05 (1 —xg) + (103
affected very adversely. The first term in the numerator of (6) corresponds to data call

Since data calls are assigned to the integrated cell agd, sjze not greater thab,, which are blocked by the cell due
WLAN based on the bandwidth occupancy state of the ¢l congestion with a probabilityl — x2) and overflow to the
and data call size, the data call arrivals to the cell and WLA{,| AN The second term in the numerator accounts for the
are still Poisson processes with mean rates denoted@nd yata calls that have a size larger thép and are assigned
Ad, respectively. Then, with the insensitivity assumption 1 the WLAN to request admission. The denominator is a
data service in the WLAN, we can model the interworkedormalization constant for the size distribution of datélsca
systems with a three-dimensional Markov chain, in which t'"fﬁ)wing to the WLAN.
state(, j, k) denotes the numbers of voice and data calls in p e to the interdependence betweeand k& as shown in
the WLAN (i and j, respectively) and the number of voiceye siate transition rates of (5), the size of the state spaes
cal‘ls’m the cell(k). The steady-§tate probability is de_noted b)ﬁot explode with the third dimension of the Markov chain
m(i, j, k). Based on the bandwidth occupancy of voice traffig) e the number of voice calls in the cell. The steady-
in the cell and the.data call size distribution given in (Bt giate probabilities: (i, j, k) can be obtained by solving a very
mean data call arrival rate to the cell can be derived as sparse linear system of balance equations. Then, the valce ¢

o= Ag 05 x5 (3) blocking probability B, is given by
b, A,
C c .. Bv = 5 ’Nv . 7
s= [ p@dn =Y % ik 2 RN ™
0 (i) ki CS(k) > RS S NE G

wheredg is the fraction of data calls with a size not greatefhat is, an incoming voice call is blocked if there a¥¢ voice
than @4, (1 —xjg) is the probability that such a data callcgjis in the cell and not sufficient spare capacity is aviglab
is blocked by the cell due to congestion, af}(k) is the for one more voice call, and if the WLAN is also congested
maximum cell capacity available to data traffic when theee ajith ; voice calls andj data calls, which means that, with the
k voice calls in progress. Similarly, the mean data call afriv; data calls already in progress, the admission of one more
rate to the WLAN can be obtained as voice call in the WLAN will result in delay violation to the

w _ c c ] ¢ e admittedi voice calls.

Ad = A [6”1 1-xa)+{ 6”1)} =M (1 O Xd)' @) As illustrated in Fig. 1, when overload occurs, the mean

As discussed in Section 1I-B, the WLAN capacity variesesponse time under the PS increases dramatically with the
with the accommodated traffic load due to variable contentieffered load and the number of admissible c&l&;), while
overhead. Here, the analytical model in [13] is adopted the call blocking probability converges and cannot be reduc
capture the throughput degradation when more voice cals &y increasingV,. In contrast, in an underload case, the call
admitted to the WLAN. We can derive the maximum numbetslocking probability is sufficiently small with a reasongbl
of voice and data calls that can be simultaneously carried by

the WLAN (nw’nvj). Accordingly, the mean data packet ser- INg, N¥, and N¥(i) are obtained from the admission regions of
v the cell and the WLAN, ie. the feasible sets of vectdrsg,n)

vice rateg}iﬂ.(nj_f}a ng) IS also obtained for eaCh_VeCt@%“v ng)  and (n¥,n¥), respectively. HereN¢ = max(n¢), N = max(n¥), and
in the admission region. Based on the analytical model, we ca¥ (i) = max(n¥), givenn¥ = i.
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(i,5,k) — (zy,k—i—l): Aus if i <NY, j<NY(@), k<NS—1

(g k) = (g k—1) kg, iti=0, < Ny, 1<k< N

(1,7, k) — (z—i-l],k): Avs if i <NY—1, j<NY(i+1), k=N¢ (5)
(i,5,k) = (i —1,4,k): (i+k)- o, if 1<i<NY, j<NP(i), k=N¢

(i,5,k) — (z]—i—l,k): Y, if i < NP, 0<j<NY(@)—1, k<N

Gojk) = (g —Lk) s e €0Gd)/ay,  if i< NP, 125 < N¥G), k< Ng

large value of N; and the mean response time is almogor a data call of sizex, given by
independent ofV,. Similar phenomenon is observed for the y dt
SRPT discipline. Hence, the QoS of data calls can be assured(z) = / T oo
by maintaining an underload condition for data traffic in the o 1—rit)

cell. This can be achieved by properly determining the data /\g[foy t2gr,(t) dt +y*(1 — Gp, (y))}

size thresholdb,. Then, the data call blocking probabilify, + —3 (13)
can be obtained as . 2[1 - p3(y)]
b X
pi0) =i [ g0ty == 14)
By = [63- (1= x5) + (1= 85)| By = (1-85-X5) - BY (8) o a
gr,(t) = 5 Wi (t, o, 82/Cy), 0<t<®y/Cy.  (15)

where B} is the data call blocking probability of the WLAN
and is given by Here, g1, (-) denotes the PDF of a bounded Weibull distri-

bution andGy,(-) the corresponding CDF. In contrast to the

(i4): i < NP k=0
JH+1 > NY ()

data call size distributiof;, (z, aq, 54) given in (1), the scale
parametefs, is proportionally modified witrﬁz to switch the
unit from data call size to service time.

For comparison purpose, when data calls in the cell are
served under the PS discipline, the mean response time can

That is, the admission of a new data call should not degrade approximated by [26]

the WLAN capacity so much that the bandwidth requirement
of ongoing voice calls cannot be satisfied. From the Little'gy; = 7 =
law, the mean response time of data calls served in the WLAN

can be obtained as

w o __ 1 . o
T T Y. (1-BY) > > jw(i gk,

(i) i < N k=0
E: .

[

(PN (NG PG - N§—1)+55 .

c(P ¢
N - Gy e e
(16)

wherep is the average load factor of data traffic in the cell,
which can be obtained from (14), amd; is the maximum
number of data calls allowed in the cell. Considering the
sharing of data traffic load based on call size, the overadirme
response time of data calls can be evaluated by

(10)
On the other hand, the mean response time of data calls &J-=
mitted to the cell can be obtained from thé/G/1 — SRPT
gueue. This is because data call arrivals to the cell is atill
Poisson process with a mean raig given in (3). The data
call blocking probability is negligibly small if an undedd C. Determination of Data Size Threshold
condition is guaranteed by the threshdig. The average cell The proposed load sharing scheme aims at efficiently shar-
bandwidth allocated to data calls is ing the multi-service traffic load between the integratetl ce
and WLAN. Since voice calls are preferably distributed te th
v cell for high efficiency and fine QoS, data traffic should be
m(i,4, k). (11) properly balanced between the two systems correspondingly
Based on the observations in Section II-B, there are some
important principles to follow in determining the data size
threshold®,,.
Then, based on the formulas in [1], the mean response t'mq:wst an underload condition should be ensured for data
is approximated by traffic in the cell. That is, the data load factor in the worst
case, denoted by, is less than 1:

85XG TS+ [05- (1= x9) + (1—65)](1 — BY) - T
85 x5+ [65- (1 —x9) + (1—05](1— BY)

(17)

D4
T;:/O 1de<> I%(z) de (12)

‘I>d/Rd 1
Pa = /\C/ 5 = Wi(t, aq, Ba/Rg) dt <1 (18)
0

where & 3 fr,(z) (0 <z < ®y) is the PDF of the size of datawhere R is the minimum cell bandwidth available to data
calls in‘the cell, and™(z) is the conditional response timetraffic, and 5 Wi (t, o, Ba/ Rg), 0 < t < 4/ R, denotes the
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& %%@ S o6
a \ ]
| | —o— Analytical results with A, =2.5 (calls/s) b 2
10 . . :
—~x— Analytical results with Ad =3.0 (calls/s) % 05
— o— Analytical results with Ag= 4.0 (calls/s) % '
T T T H
1.0 3.0 10.0 30.0 100.0 300.0 1000.0

Data call size threshold (kbit)

Data call size threshold (kbit)

a
(@) Fig. 3. Mean data response tini&,;) versus data size thresho{@ ) with

mean data call arrival ratd,; = 3.6 (calls/s) and different heavy-tailedness
for data call size, i.e. W, = 0.2, 0.3, and0.7, respectively.

T H i T H H
—o— Analytical results with A4=25 (calls/s) o

12.81

—~x— Analytical results with A 4= 3.0 (calls/s)

64/ |~ o Analyical results with 1, =40 (calisis)| | | rival rate A\, =0.45 (calls/g, average voice call duration

(py) ' = 140 (s), and average data call sizg = 64 (kbyte).

; Moreover, the parameters for the WLAN and the cell are the
; same as those used in [13] and [18], respectively.

' Fig. 2 shows the impact of the data size threshdid)(on
data call blocking probabilitiesB,;) and mean data response
time (T) in different load conditiong),). It is observed that

32r

16+

Mean response time of data calls (s)

o8 DRSS IR SRRV | ! By andT, only slightly decrease witl, whend, is relatively
b IR RN 7&1 PRt small. After a certain threshold such &s; = 102.4 (kbit),
04r s y B, begins to decrease faster widly. When®,; is sufficiently
10 3.0 100 300 1000 3000 10000 large, e.g.®4 > 640.0 (kbit), Ty even increases exponentially
Data callsize threshold (kbif with ®,. The phenomena observed in Fig. 2 can be explained
(®) as follows. First, the explosive increase Bf with a large

value of @, is due to congestion in the cell. As seen from (3),
Fi_gr-] 2. \Voice ar_ld” d%t_a C-f;” pgrf(?rmaﬂclf \{E;US data ?ZGZD? ff(<1>d) more data traffic load is assigned to the cell widenis larger.
with an exponentially distribute ata call si ., =1.0) an ifferent : H H
load conditions of\; = 2.5, 3.0, and4.0 (calls/s), rgspectively. (a) Data call Due, to a small cell bandwidth an(_j hlgh occupancy by _VOICe
blocking probability (By). (b) Mean data response ting@). traffic, the data call performance is degraded substantigll

the cell is overloaded. On the other hand, wiignis relatively

PDF of a bounded Weibull distribution with shape parametéMall, the decrease @f; with @ is attributed to the fact that
a4 and scale parametet;/RS. Moreover, data calls with a th_e_ cell bandW|dth unused by voice traffic can be efﬂc_lently
smaller size usually expect a shorter response time thae thitilized by small-size data calls under the SRPT. Whenis
with a larger size. As data calls in the cell have a smalle sigufficiently small to meet the underload condition, the éarg
than most of those in the WLAN, our second principle is t§1€ value of®,, the more the data calls of a small size that
guarantee thaf’; < 7. The mean response tinf&” and7¢ €an be assigned to the cell. Under the SRPT, the small-size
are given by (10) and (12), respectively. Last, a good tragdata calls in the f:ell will not stay in the system for_ such a
off should be maintained between user-perceived QoS sucHeid duration as in the case where the bandwidth is shared
mean data response time and GoS in terms of call blockiAg!ong data calls of a large size in a PS manner.
probabilities. An appropriate thresholef, can be determined 10 further demonstrate the impact of the data size threshold
to satisfy the following condition: with various heavy-tailedness degrees of data call sizezane
the shape parametey; in (1) and select the scale parametgr
Ba(®q) < Ba(®)) = Tu(Dy) > Ta(P}), V &4 # . accordingly to keep the same mean valug Let the Weibull
(19) factor W, = a4 denote the degree of heavy-tailedness. The
That is, the size threshold,; should be chosen so that thesmaller the value ofV;,,, the heavier the tail of the distribution
mean response timé&,; is minimized without increasing the of data call size. In terms of data call blocking probabijlity
data call blocking probability3,. As such, the resource uti-the impact of the size thresholdl, is similar to that of the
lization is improved without degrading the QoS performancexponential case shown in Fig. 2(a). With a smallér,, By
To evaluate the impact of data size threshdil;) on decreases witlb,; more slowly. Due to space limitation, the
performance, we carry out some numerical analysis withsults are not shown here. Fig. 3 shows the dependence of
the following system parameters: the mean voice call ahe mean data response tiffig on the size threshold®,; with
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TABLE |
05

T T T T T T
SEARCHALGORITHM FOR DATA SIZE THRESHOLD — - — Analytical results of mean response time of data calls
O Simulation results of mean response time of data calls
— — Analytical results of data call blocking probability
+  Simulation results of data call blocking probability
****** Analytical results of voice call blocking probability SN
Vv Simulation results of voice call blocking probability

0.05

I
~
T

o
o
=

1: Derive the WLAN capacity region in terms of vectqs;’, n}j) to meet
the stability constraints.
2: Derive the cell capacity region in terms of vectérs;, n5) to satisfy the

ﬁ—g requirements.
3: Set the search range for the size thresholdag, i, 4, maz]-
/I Search for optimafb; that minimizesTy by Brent's method [27].
4: for i = 1,..., Njter do /I Try Njzer rounds of iterations at maximum.

Il ' The constraints thap; < e and T < T’ are incorporated by

0.03

o
w

I
N

0.02

Mean response time of data calls (s)
\
\
Call blocking probabilities

setting the evaluation df; to be infinitely large if these constraints 01 P S 001
are violated. e S SR G S

5 if A parabolic interpolation is acceptabieen SN S5 o

6: Construct trial parabolic fits. 00 03 06 08 1z 15 18 21 24

7. else Mean data call arrival rate (calls/s)

8: Resort to golden section search.

9 end if . . . . . .
10: if The desired precision is reachéten Fig. 4. Analytical and simulation results of voice and dagdl blocking
11 Exit the iteration loop. probabilites B, and By, respectively) and mean data response ti{fig)
12: end if versus mean data call arrival rat&,) with an exponentially distributed data
13: end for call size (W, = 1.0).

14: Output the data size threshold that minimiZE€s and satisfies the . . .
preceding constraints, denoted ®f,. factor p¢ is set to bes, which is less tharl and around.9.

15: Adapt the Otlata size _thrt;shold(ijanal rangj’;i@z -1 _—T)7T<1>2t~)(|1 +Tﬂ)1] Based on®*, the size threshold can further vary in a range
SO as to minimizes, an 4 while ensuring ai, below e * * PR
corresponding upper bound. of [(I)d (1 __T)v @7 - (14 7)] so as to minimizes, and By
while ensuring dl; below the corresponding upper bound.

different heavy-tailedness of data call size. We can see tha I,V' NUMERICAL R_ESULTS. ANDDISCUSSIO'.\'

T, first slowly decreases witlh, until a sufficiently larged, !N this section, we first validate the analytical model
leads to an explosive increase Bf due to system overload. 91ven in Section 1lI-B, and then compare the performance
In contrast to Fig. 2(b) with an exponentially distributeatai ©f the new load sharing scheme with the randomized load
call size, the reduction of; with &, is more evident in the Sharing scheme proposed in [18] and a service-differentiat
heavy-tailed case. For a smalléf;,, (say,0.2), T, decreases sc_heme. For the random|zeq Iqad sharing scheme, incoming
more slowly and can achieve an even smaller lower bourtpicé and data calls are distributed to the WLAN with a
This is due to thémice-elephants”property of heavy-tailed Probability 6 and 67, respectively, and to the cell with a
distributions. A smallefiVz, (i.e., a higher level of heavy- Probability 67 (=1 —67) and 63 (=1 —6j), respectively.
tailedness) implies that there is a larger fraction of eveorter 1€ admission parametefy andd;; (or 6 andéy) are deter-
data calls and that less data calls have a much larger siZined to achieve the best performance [18]. For the service-
Given the same size thresholel;, more data calls can thendn‘ferentlated scheme, voice calls are preferably adohitte

be efficiently served under the SRPT in the cell. As a resume cell, while data calls are first distributed to the WLAN. A

a smallerT} is achievable with an appropriate size threshol§@!l rejected by its preferred network overflows to the cugrl
Taking into account the observations in Fig. 2 and Fig. $€/l o WLAN to request admission. Further, dynamic call

we propose a simple search algorithm, as given in Tab|etr|§msfer is not considered in this scheme. The same system

to determine the data size threshold. Following the priesip para}meters are Useq as the preceding numerical analysis on
discussed at the beginning of this section, we apply thae impact of data size threshold.

Brent's method [27] to find the optimab}, that minimizes o .

the mean data response tiriig. The constraints that; < 1 A Accuracy Validation of Analytical Model

and T < Ty are incorporated in the Brent's method by In Section IlI-B, we develop an analytical model for QoS
setting the evaluation of; to be infinitely large if these evaluation. Based on the observations MdyG/1/K — PS
constraints are violated. As a superlinear search metihed, ueueing systems, the performance of data calls in the WLAN
Brent’s method can efficiently locate the minimum. In eacare assumed to be insensitive to the data call size distribut
iteration, the QoS metrics are evaluated only once with vaith the contention-based access. The insensitivity apiom
given trial size threshold. The analytical model given imeeds to be verified because the WLAN capacity is not fixed
Section 1lI-B can be employed to effectively evaluate theSQaas in the analysis fod//G/1/K — PS queues. To assess the
metrics such asB,, By, and T,;. Hence, the size thresholdvalidity of this assumption, we develop a discrete eventedr
can be determined with an affordable running overhead asithulator with C/C++ language. Consistent with the system
adapted to traffic load variations. Moreover, it is observadodel given in Section Il, a cellular cell and a contention-
in Fig. 2(b) and Fig. 3 thafl; may be sensitive tab,; in based WLAN are simulated to serve voice and data calls.
the neighborhood of’. Therefore, the underload conditionMore than107 call arrivals and departures are generated in
given in (18) is applied conservatively to guarantee systegach simulation round to collect statistics on voice/dath c
stability. As shown in Table I, the bound for the data loabdlocking probabilities and mean response time of data.calls
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Fig. 5. Analytical and simulation results of voice and datll ger- Fig. 6. Performance of different load sharing schemes gemsean data call
formance versus Weibull factofiVr, ,) with a heavy-tailed data call size arrival rate(\q) with an exponentially distributed data call sidé’z, , = 1.0).
and Ay = 1.0, 3.0, and 5.0 (calls/s), respectively. (a) Data call blocking (a) Data call blocking probabilitf B;). (b) Mean data response tin{é&y).
probability (B). (b) Mean data response tinté&;).

) ] ] ] W, <0.3. As the system is usually designed to ensure
Fig. 4 shows the analytical and simulation results of data, blocking probabilities in the order afo—3 - 10~2, the

call blocking probability(B,) and mean data response timea\tical model in Section 111-B is valid for the following
(T;) when the data call size is exponentially distributed, "?erformance analysis.

the Weibull factoriV;, = 1. A close match can be observe
for different load condition$),). Fig. 5 further illustrates the ) )
cases with a heavy-tailed data call size, ies Wy, < 1. B. Performance Improvement with Proposed Load Sharing
Similarly, the analytical results agree with the simulatioScheme

results, except that the data call blocking probabilityligphdly Fig. 6 shows the performance of the three schemes in
overestimated whel;,, < 0.3. This is due to the increase ofterms of data call blocking probabilityB;) and mean data
heavy-tailedness with a smdl’;,. In our analytical model response tim&T;). Significant performance improvement is
given in Section IlI-B, we assume that the performance abserved with the new scheme. For example, in the case of
data calls in the WLAN is insensitive to the data call siza; = 3.6 (calls/s), B, of the new scheme i85.6% smaller
distribution under the PS service discipline. Due to the/ivey than that of the randomized scheme, whilgis 46.8% lower.
WLAN capacity, the insensitivity is impaired and the call#l A performance gain 0¥4.8% is achieved by the new scheme
QoS may improve when a greater variability is induced witlvith respect to the service-differentiated scheme 18y,

the heavy-tailed call size [25]. Nonetheless, the inswmitsit althoughTy of the two schemes is very close. In some cases,
is expected to retain when the call blocking probabilitie®; of the service-differentiated scheme is even slightly lowe
are sufficiently small. For example, as seen in Fig. 5, witthan that of the new scheme. However, this low mean data
a relatively light traffic load (say\; = 1.0 calls/s) and a response time of the service-differentiated scheme isegedi
smaller data call blocking probability, the gap between that the expense of much higher call blocking probabiliti&s
analytical results and simulation results is much smalleenv and B;. The new load sharing scheme still outperforms the
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o The randomized load sharing scheme | handoff in dynamic call transfer to maximize the multiplexi

| | | | gain. Moreover, the data size threshold can be appropyiatel
determined with the approach given in Section 11I-C, which
,,,,,,,,,, effectively takes into account the load conditions and keav
tailedness of data call size. Nonetheless, the new scheme
requires that the data call size be knowmpriori via session
signaling. The signaling and control overhead for dynamic
vertical handoff may increase the implementation compyexi

©
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Mean response time of data calls (s)
=
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R St D SO S SR St S S
T ) ) .
O b C. Overload Protection via SRPT Scheduling
G = L oL oL . L L . As discussed in Section lll-A, data calls in the cell are
. . .Weibullfaétorofheav-y-tailed data call size ’ . served under the SRPT, which can be enabled by the cen-
tralized resource allocation and benefit the system with the
(®) best performance achievable. The advantage of SRPT is par-

Fig. 7. Performance of different load sharing schemes sevgeibull factor ticularly more evident in system Overlo_ad when it_iS more
(Wg,) with a heavy-tailed data call size and mean data call aris## challenging for the cell of small bandwidth to provide QoS

rAedszogéi (t‘fr?]'('{sf)) (a) Data call blocking probability53). (b) Mean data g)arantee. Fig. 8 compares the mean data responsefime
@ when the SRPT or PS are applied respectively to serve data
other two schemes traffic in the cell. It can be seen that, when system overload
Fig. 7 shows the performance of the three schemes w cuz,l;ﬁ under thte_ SRPth'rS] much Iov(\j/_er Fhl"fm that l;ngj_ter the
different Weibull factorsiVy,,, i.e., different heavy-tailedness’ ™ neé same time, both Service disciplines exnibit very
é%se voice and data call blocking probabilities. It is kmow

degrees of the data call size. It can be seen that an eV - h ist trade-off betw d call blocki
larger performance gain is achievable with the new sche ere exists a trade-olt be edh and ca ocking
probabilities. That is, when more calls are admitted and

for By andT; whenWp, is smaller, i.e., the data call size is ) . ; .
distriguted w?th a heavLiér tail. For example, whif,, — 0.2 share a given bandwidtt,; increases although call blocking
. , J .2,

B, of the new scheme is more thai% smaller than those of probabilities decrease. Hence, the observation of a sigunitily
the other two schemes. while the reduction is aro8nd% reduced7y and similar call blocking probabilities implies a

when W, = 0.8. Similarly, whenW;, decreases from.s higher resource utilization under the SRPT.

to 0.2, the reduction of7T; with respect to the randomized

scheme increases fron9.6% to 79.7%. In comparison with V. CONCLUSIONS ANDFURTHER WORK

the service-differentiated scheme, the new scheme rediyces In this paper, we have investigated the load sharing problem

by 7.7% when W, = 0.8 and by32.8% when W, = 0.2. for the cellular/WLAN integrated network so that the inter-

In addition, the reduction ofl; with Wy, is due to the working is exploited to enhance multi-service provisianin

much higher call blocking probabilities, which restriceéttotal A new load sharing scheme has been proposed to effectively

admissible traffic load to share the bandwidth. support voice and elastic data traffic in the integrated agtw
The significant performance gain observed in Fig. 6 antfhile voice calls are preferably distributed to the cell via

Fig. 7 lies in the fact that the new load sharing scheme nadmission control and dynamic vertical handoff, the radio

only takes advantage of the complementary QoS of the inteesources unused by voice in the two systems are pooled

worked systems in load distribution, but also exploitsicait to effectively serve elastic data traffic. To further ovene
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the cell bandwidth limitation, the efficient service didoip
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[14] A. K. Salkintzis, G. Dimitriadis, D. Skyrianoglou, N.aBsas, and

SRPT is applied for data calls in the cell, and only data calls N. Pavlidou, “Seamless continuity of real-time video asrd$MTS

with a size not greater than a threshold are admitted to the
cell. The size threshold can be determined with the proposesi
analytical model, taking into account the load conditiond a
heavy-tailedness of data call size. It is observed that #ve nj;g
scheme significantly outperforms the randomized load sbari
scheme and a service-differentiated scheme.

The cellular networks are evolving toward broadban[(]:i7]
wireless access, while many enhancement features can[ise W. Song, Y. Cheng, and W. Zhuang, “Improving voice anthdzervices
introduced to WLANs with state-of-art techniques such
as efficient packet scheduling. At the same time, moyfgy
bandwidth-demanding services such as multimedia streamin
become popular in the wireless domain. Considering t
ever-increasing service demands, the load sharing is astill[ ]
challenging issue, even with increased network capacity aia1]
enhanced QoS provisioning capability. In this study, weehav
observed that the system performance can be significangy
improved by exploiting the data traffic characteristicshsuc
as the heavy-tailed data call size in the load sharing. THé!
study can be further extended to bandwidth-demanding mul-
timedia services such as video streaming for the interwarki[24]
of augmented cellular networks and WLANSs, where unique
characteristics presented by the scalable video traffib s8¢ |55
rate-adaptiveness should be taken into account.
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