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360-degree video content provides a rich and immersive multimedia experience to viewers by allowing viewers to the video from
any angle. However, 360-degree videos require much higher bandwidth to be delivered over mobile networks compared to
conventional videos. Multicasting of the videos is one of the solutions to efficiently utilize the limited bandwidth since many
viewers share the wireless spectrum resource for popular videos, such as sports events or musical concerts. LTE eMBMS assigns
the videos to the video sessions, and multiple viewers can subscribe to the same video allocated to the video sessions. Moreover,
the tiling of the 360-degree video makes it possible to control the regional quality of the video. The tiles that are likely to be seen
by many viewers should have higher quality than other tiles to satisfy more viewers. In this paper, we proposed the Multi-
Session Multicast (MSM) system to optimally allocate the wireless resources to tiles with different qualities to maximize the
expected user experience. The experimental results show that the proposed MSM system provides higher quality videos to
viewers using limited wireless resources.

1. Introduction

Virtual Reality (VR) is growing more popular these days, and
people can enjoy more realistic experiences with VR systems
[1]. VR allows people to look around a virtual world and feel
like they are in the environment. 360-degree video streaming
is a key technology in the implementation of VR applications.
However, streaming 360-degree videos to mobile devices is a
challenging task. 360-degree videos need much higher reso-
lution than conventional videos; therefore, providing viewers
with satisfactory 360-degree videos is much more difficult.
Viewers cannot watch the whole video frame at the same
time; instead, they can only focus on the area that they want
to watch, which is called a viewport or a view, and the view-
port is usually only 20% of whole video [2]. In fact, 4-6 times
more resolution is required for 360-degree videos to provide
the same experience as conventional videos. On the other
hand, there is potential for saving bandwidth, because 80%
of the video is unseen by the user at a given time. In an ideal
case, we could save 80% of the bandwidth, but in practice, we
still need to transmit redundant areas of the video because it
is difficult to predict how a user’s viewport will change [3].

A multicast system helps to meet the bandwidth
requirement of 360-degree video streaming by sharing
the same spectrum with many viewers requesting the same
video [4]. LTE- evolved Multimedia Broadcast Multicast
Services (eMBMS) allow the utilization of up to 60% of
their resources for the multicast [5]. An eNodeB (eNB)
allocates the resources for multicast video sessions, and
users subscribe to whatever videos they want with their
user equipment (UE). In the case of a unicast, eNB must
allocate the resource for every UE. The resource usage of
multicasting is not a function of the number of users but
of the number of video sessions. It helps save the spec-
trum on the LTE network when many users request the
same video.

The dynamic adaptive streaming over HTTP (DASH)
[6] multicast system [7–9] is applied to efficiently utilize
the limited resources and provide better videos to users.
The DASH multicast system allocates multiple copies of
the same video with different qualities to satisfy more
users, but it inevitably generates redundant data that
decreases the spectral efficiency. Especially in the case of
360-degree videos, most of the area is not visible to the
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users. Therefore, more redundant data are transmitted
than in conventional videos if we directly use the DASH
multicast for 360-degree video dissemination. To be more
efficient, redundant data should be reduced, and tiled
video [10] should allow the flexible allocation of fewer bits
to the redundant parts of the video.

In a tiled video scheme, the 360-degree video is
divided into tiles that can be encoded independently.
There can also be multiple copies of the same tile with dif-
ferent representation qualities. These tiles are transmitted
through a wireless channel. DASH can deliver the tiles
along with a spatial relationship descriptor (SRD) [11],
in addition to the media presentation descriptor (MPD),
for describing the projection types and spatial relationships
among the tiles. SRD includes the region-wise quality of
rectangular videos within the projected frame, and an
MPD includes the size of video chunks, location of the
files, and the codec information.

In this paper, we propose Multi-Session Multicasting
(MSM) for tiled-video allocation on a multicast system
and the cross-layer optimization framework for QoE opti-
mization of the system. We formulate the tiled-video mul-
ticast problem as a mathematical optimization task, which
allows us to find a solution for the wireless resource allo-
cation, user grouping, and tiled-video rate selections for
utility/QoE maximization. The existing resource allocation
algorithms and rate-selection algorithms can only support
conventional video multicasting and tiled-video rate selec-
tion independently. However, separate solutions are not
efficient for 360-degree video multicasting systems. In this
research, we aim to design a video multicast system that is
suitable for delivering 360-degree tiled videos. The pro-
posed cross-layer optimization framework and algorithms
jointly optimize operational components in VR video mul-
ticast systems with reasonable complexity. The framework
includes algorithms to do the user grouping, wireless-
resource allocation, and tiled-video rate selections. The
algorithms use the tiled video encoded by the conventional
video encoder as their source for the 360-degree video,
and LTE eMBMS is used as the wireless video multicast
system. Simulation results show that the proposed algo-
rithms can achieve a better utility, which quantitatively
denotes the Quality of Experience (QoE), than other exist-
ing algorithms. Here is the summary of the contributions
of the paper.

(1) MSM is proposed to efficiently allocate tiled videos
on multicast systems, such as eMBMS

(2) A cross-layer optimization framework is proposed to
jointly optimize the algorithms for grouping users,
allocating wireless resources, and selecting the tiled-
video rates to achieve the best utility value and visual
quality

(3) The spectral efficiency as a function of user grouping
was derived to find an efficient and effective grouping
algorithm that reduces the number of parameters to
be optimized

(4) A convex optimization method is applied to allocate
optimal resources for each multicasting session

A preliminary version of this work appeared in [12]. In
addition to giving a more detailed description of our pro-
posed method, the main addition of the content in this paper
includes 1) performance comparisons in different user distri-
butions resulting in different numbers of groups 2) the per-
formance gap by opening the multiple multicast sessions, 3)
the curve fitting results of the resource-utility curve that
allow us to apply the convex optimization method 4) more
in-depth discussions and analyses on the proposed method.

This paper is organized as follows. Section 2 summarizes
the related work. Section 3 presents our Multi-Session Multi-
casting (MSM) system for 360-degree video multicast. Sec-
tion 4 shows the problem formulation to optimize the
MSM system. Section 5 introduces the cross-layer optimiza-
tion algorithms for 360-degree video multicasting over LTE
system. Section 6 presents a performance analysis, and Sec-
tion 7 concludes the paper.

2. Related Work

This section summarizes the related work. Since we aim to
design a multicasting system for tiled media, we first review
the 360-degree video tiling and rate adaptation schemes. Sec-
ond, we reviewed existing video multicasting systems and
discuss drawbacks of existing systems. Finally, the user expe-
rience is discussed to reveal the design criteria of the 360-
degree video streaming systems.

2.1. Tiled 360-Degree Video-Streaming Systems. The most
popular and promising technology for controlling regional
quality of 360-degree videos is the use of tiles [13]. The tiling
scheme has been used for panoramic interactive videos [14],
since the interactive video allows users to change their view,
and users cannot watch the whole video at once. A 360-
degree video is divided into smaller rectangular videos (tiles),
and each video is encoded independently using conventional
video encoders. OpTile [15] is introduced to optimally divide
the video, but it is not practical for real-time streaming sys-
tems because of its longer processing time. In many practical
systems, the 360-degree videos are divided into same-size
tiles to make the smaller videos. Every tile has multiple copies
with different encoding rates. Different representations of the
tiles are transmitted as users’ viewport changes and network
channel conditions changes.

There are simple rate allocation algorithms for tiled
videos: Binary, Thumbnail, and Pyramid [16]. Binary allo-
cates higher representations on the visible tiles, and non-
visible tiles have the lowest representations to save the band-
width. It is the most bandwidth efficient way to allocate the
bits, but users can easily watch the lowest quality when they
move their viewport since the network has latency to respond
with viewport changes. Thumbnail allocates the minimum
bits for lowest representations to the whole video as the back-
ground video, and the remaining bits are allocated to visible
tiles for better representations. However, users still can watch
the lowest quality background video when they move the
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viewport faster than network latency. The Pyramid algorithm
allocates the best representations to visible tiles and gradually
lowers the representations for the tiles located far from the
viewport. However, these rate allocation algorithms are not
network-aware and not flexible enough to provide best qual-
ity to users with variable network channel conditions and
viewport movement.

Alface et al. [17] propose a rate-selection algorithm to
provide the best quality to users with a higher representation
for the viewport and lower representations for the other tiles.
The algorithm allocates the video rates on the tiles based on
utility-over-cost ratios. The utility includes the video bitrates
and a probability of view. Since it allocates the best represen-
tations to tiles to maximize the total utility if there is available
network bandwidth, the algorithm can achieve better utility
performance than other existing heuristic algorithms.

To improve the performance of 360-degree video stream-
ing systems, a deep learning-based rate adaptation algorithm
[18] and a layered video coding scheme [19] were introduced.
However, these algorithms are not applicable for multicast-
ing scenarios.

The rate allocation algorithms introduced in [17, 18, 19]
for the tiled-video streaming cannot be directly applied to
multicast scenarios. Multicast systems divide the users into
smaller groups, and these groups have different channel qual-
ities. It makes the total available bitrate, which is used as
resource constraint to solve the optimization problem in
[17–19], change with its grouping strategy and the wireless
resource allocation algorithm. Therefore, the efficient user
grouping and the wireless resource allocation algorithms that
can work together with the tiled video rate selection algo-
rithm are needed to optimize the 360-degree video multicast
systems.

2.2. Multicasting over LTE eMBMS Systems. LTE supports
multicasting of video streams by eMBMS [5] systems.
Figure 1 describes 360-degree video multicast systems using
LTE eMBMS systems. Broadcast Multicast Service Center
(BM-SC) is responsible for managing multicast sessions. It
provides membership, session and transmission, proxy and
transport, service announcement, security, and content syn-
chronization. An MBMS gateway (MBMS-GW) distributes
the video data to the eNBs. It performs session control signal-
ling towards the mobile management entity (MME). Multi-

cell/multicast coordination entities (MCEs) are part of eNBs,
and they provide admission control. They allocate the radio
resource to the multicast sessions and decide modulation
and coding scheme (MCS). Multiple video multicasting ses-
sions can thus be created, and users can subscribe to those
sessions at the same time.

The physical layer of an LTE downlink is based on the
OFDMA technology, and the basic unit of the resource in
the LTE system is a physical Resource Block (RB), which
has 180 KHz bandwidth with 12 subcarriers and 7 symbols
[20]. Within an RB, the same Modulation and Coding
Scheme (MCS) is applied for all subcarriers. Therefore, if
we define the MCS of an RB, there is corresponding number
of bits that one RB can carry.

DASH or scalable video coding (SVC)-based multicast-
ing algorithms have been introduced to efficiently utilize
the limited resources and give more users better video quality
[21, 22]. Park et al. [8] show that the total utility can be
improved, and more users can watch better video by using
DASH multicast over LTE. This algorithm allocates one
video representation to one multicast video session; there-
fore, there is corresponding video quality when the resource
is allocated to the video sessions. However, in case of tiled
360-degree videos, multiple tiles share the resource, and
many combinations of tiles with different representations
may be allocated in a single multicast video session. There-
fore, the video quality not only depends on the allocated
resource but also on the tile-based rate-selection algorithm.
In this paper, resource allocation and user-grouping algo-
rithms are proposed together with the tile-based rate-
selection algorithm to optimize the system.

There are two possible ways to do 360-degree video mul-
ticasting. The multicasting featured by grouping the users to
share the same resource. First, users with the same view can
be grouped into a multicast group. The number of multicast
groups is the same as the number of views [23, 24]. Some
resources can be saved by sharing the same view with many
users, but we cannot take advantage of using a multicast
scheme when users have different channel quality. All the
multicasting groups will suffer with the user who has very
bad channel quality. Moreover, all the users eventually need
to receive all the tiles because there is latency between the
server and the client which is difficult to overcome. Second,
users can be grouped by their channel quality [8, 21, 22]. This
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Figure 1: 360-degree Video Multicasting over LTE eMBMS.
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grouping strategy helps to select more efficient MCS and
application layer forward error correction (AL-FEC) code
rate to allocate better videos [25]. As the number of users
joining the group with better video increases, total utility is
also improved. Therefore, we have designed the multicast
systems based on the second scheme that groups the users
by their channel quality.

2.3. User Experience. User experience of streamed multime-
dia is determined by the resolution of video, loading delay,
and stall events. These factors contribute user experience in
different ways and there are many efforts to quantify the user
experience [2, 21]. However, recent literature shows that user
experience of multimedia differs by individual [26]. Content
itself can also affect multimedia experience [27]. Moreover, it
is much more difficult to define user experience in mathe-
matical form for 360-degree videos since they are interactive
media. Every individual can have different experience while
watching the 360-degree videos depending on their behav-
iour during watching the video. Machine learning-based
Quality of Experience (QoE) metric was introduced, but it
requires a human assistance to quantify QoE [28].

The 360-degree video multicast system should aim to
maximize average utility using limited resources. It is not a
practical goal trying to satisfy every single user. We know
the user experience is not linearly proportional to the video
rate and is gradually saturated with higher video rates. The
logarithmic law [29] is applied to quantify the quality of user
experience based on the video data rate. Therefore, in this
paper, we define the QoE of the 360-degree video multicast
service as an average utility.

3. 360-Degree Video Multicast Systems

The clients in a 360-degree video multicast system request
video chunks from the server based on MPD and SRD infor-
mation. The DASH server starts to deliver the tiled-video
data. BM-SC creates the multiple video sessions that will
deliver the tiled-videos with multiple video representations.
BM-SC is also responsible for adding AL-FEC redundant
blocks for lost packet recovery. Multiple video multicast ses-
sions are created to deliver multiple 360-degree videos and
multiple video representations to different user groups. A
video multicast session can contain a single tile or multiple
tiles. MBMS-GW passes the video data to the eNBs, and
MCE allocates the resource for video sessions and assigns
the proper MCS for the resource. Users participate in video
sessions, and the users who can participate on the multiple
video sessions have chances to choose better representations.
eNB receives the CQI feedback information from the UEs to
help allocate resource blocks (RB) and choose AL-FEC code
rate and MCS for the multicasting sessions.

We can consider two different ways to create video multi-
cast sessions. One is the per-tile multicasting (PTM), that
considers the tiles as independent videos, in which each tile
has its own resource, and every UE subscribes to all necessary
sessions to regenerate the 360-degree video. It needs to create
as many multiple multicasting sessions as the number of tiles
times the number of representations for a single 360-degree

video. All the possible video representations of all the tiles
are available to the users based on their channel quality,
and the users regenerate the 360-degree video with the best
quality tiles that they can decode. For example, if there are
T tiles and M representations for each tile total T×M multi-
cast sessions can be created. MCS, AL-FEC, and resource for
all multicast sessions must be determined to maximize the
total utility. The search space to find optimal solution is

MT . Each user selects one representation for one tile and sub-
scribes to T multicast sessions to regenerate the 360-degree
video. It generates too many control signals, and the com-
plexity of the solution increases with the number of multicast
sessions.

The other is the multi-session multicasting (MSM),
which creates the same number of multicast sessions as the
number of user groups. Each multicast session includes mul-
tiple tiles with different qualities. Figure 2 shows an example
of MSM system with 3 groups and 3 multicast sessions. It first
creates a multicast session and allocates most of the tiles with
lower representations to all the users. Since the first video
multicast session chooses lower MCS index and more redun-
dant AL-FEC packets with lower efficiency, all users can sub-
scribe to the first multicast session. After assigning the first
multicast session, better representations for more important
tiles can be allocated on additional multicast sessions using
the remaining resources. This multicast session uses higher
MCS index and less redundant AL-FEC packets than the first
multicast session for groups of users with better channel
quality. The users in group 2 can subscribe to both the first
and the second multicast sessions. Therefore, a user in group
2 can decode multiple representations for every single tile
and can choose better representations to play. UEs in group
3 have very good channel quality; therefore, higher video rep-
resentations can be assigned on multicast session 3 using a
smaller number of resources.

The difference between a multicast session and a multi-
cast group is that a multicast session denotes a video session
that uses the radio resource controlled by the MCE, while a
multicast group denotes a set of users grouped by their chan-
nel conditions and subscribing to the same video. Note that
users can subscribe to multiple multicast sessions at the same
time; therefore, the number of multicast sessions and the
number of multicast groups are not necessarily the same.
The multicast groups are arranged based on the channel con-
dition, and the user groups with high channel quality can
take advantages of subscribing to multiple multicast sessions.
In MSM scheme, we only consider opening the same number
of multicast sessions as the number of multicast groups.

There are six parameters to optimize in the MSM system
for 360-degree video multicast, including the number of mul-
ticast sessions for the video, user groups, resource allocations,
AL-FEC code rate, MCS index, and video data rate of tiles.
These parameters are mathematically formulated to maxi-
mize the total utility.

4. Problem Formulation

The mathematical expressions of Quality of Experience
(QoE), Spectral Efficiency (SE), and utility maximization
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problem are described in this section. The QoE to be maxi-
mized is modeled as utility that describes the expected QoE
when the video is delivered to the users. The SE is derived
based on grouping results. Since MCS and AL-FEC directly
affect the SE, we can reduce the number of control parame-
ters by formulating the relationship between MCS, AL-FEC,
and SE. Utility maximization problem is formulated using
the widely accepted QoEmodel and SE with wireless resource
constraints. Table 1. includes the notations used in this
paper.

4.1. QoE Model. It is known that the user experience is not
linearly proportional to the video rate and is gradually
becoming saturated with higher video rates. In this paper,
the well accepted logarithmic law [29] is considered to quan-
tify the quality of user experience based on the video data
rate:

u rð Þ =
α log β

r

RM

, r > 0

0, r = 0

8

<

:

, ð1Þ

where r ∈ f0, R1, R2,⋯, RMg, uðrÞ denotes the utility, which
is the function of the allocated video rate; Rm is the video rate
of the m-th video representation; RM is the maximum video
rate in the server; and α and β are the normalization coeffi-
cients to ensure utility uðrÞ staying in the range between 0
and 1. They can be empirically determined for different
applications.

Since the tiles are encoded independently with many dif-
ferent qualities, the quality of the received video is repre-
sented by a combination of multiple tiles with different
qualities. We estimate the utility of a video to quantify the
user’s experience, which is a weighted combination of multi-
ple tiles. We give the weighting of each tile based on the view
probability. Therefore, the total utility of the video that users
really receive is

〠
T

t=1

u rtð ÞSt , ð2Þ

where St is the view probability of the tile t. The utility
model implies that we can achieve higher utility value when
we allocate more bits to the tiles with higher view probability.
One of the ways estimating the view probability is measuring
the saliency score of the tiles [30–33]. The higher saliency
scores of the tiles imply that people may be more interested
in these tiles. For example, the tiles might have moving
objects or higher contrast so that the saliency score is higher
than other tiles.

The utility model is not restricted with saliency weight-
ing. St can be estimated by other methods such as number

Table 1: Notations used in this paper.

c MCSð Þ Capacity [bits/s] of an RB with selected MCS

fmar Margin factor of AL-FEC

g Group index

nRB,g Number of RBs assigned to group g

r Video rate

t Tile index

G Number of groups

K Number of data packets in an AL-FEC block

N Number of packets in an AL-FEC block

ℕg Set of UEs in group g

NRB Total number of available RB

Qt,g Video representation of tile t for multicast session g

RM Maximum video rate

St View probability of tile t

SEi Spectral efficiency [bits/s/RB] of user i

T Number of tiles

Ug nRBð Þ Approximated utility of group g

α, β Normalization coefficients of u rð Þ

γMCS Threshold SNR with selected MCS index

γi Average SNR in dB scale of UE i
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Figure 2: Multisession multicasting (MSM): (a) tiled videos with multiple representations; (b) rate selection; (c) resource allocation; (d) user
grouping; (e) selected tiles; (f) users’ scenes.
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of users who watch the tile. We used saliency score because it
does not require feedback information from users, which
helps save the spectrum for the feedback information. More-
over, we do not need to consider the latency between the
server and the users, which causes the view probability esti-
mation error.

4.2. Spectral Efficiency (SE). Spectral efficiency (SE) indicates
the actual information bits an RB can carry over the LTE
channel. Therefore, redundant bits or packets are not
counted as information. The SE is a function of MCS and
AL-FEC code rate:

SE = c MCSð Þ
K

N
, ð3Þ

where cðMCSÞ is the efficiency [34] of an RB with a spe-
cific MCS index, and K/N is the AL-FEC code rate. The
redundant bits or packets also help improve SE, with a cer-
tain level of packet-loss rate, and signal-to-noise ratio
(SNR) because they help to recover information from lost
packets. Using the fountain code, the AL-FEC code rate for
successful packet recovery is given as [8, 35]:

1 − Pout γMCS, �γið Þð Þfmar ≥
K

N
, ð4Þ

where PoutðγMCS, γiÞ is the outage probability of user i
given average SNR γi, threshold SNR γMCS, and selected
MCS [36]; fmar denotes the margin factor for describing the
non-ideal AL-FEC decoding capability. The received SNR is
modelled as a Log-normal random variable because of expo-
nential effective SNR mapping (EESM) [37] based link error
prediction used for the orthogonal frequency domain multi-
ple access (OFDMA) systems. Therefore, the outage proba-
bility PoutðγMCS, γiÞ is CDF of a Log-normal distribution.
The packet loss rates can be used rather than the outage
probability. However, in this paper, we assume that the
eNB is unaware of users’ application-level information.

We can select an AL-FEC code rate directly from (4)
since the most efficient AL-FEC code rate is the largest code
rate that satisfies (3), and the SE of user i becomes

SEi = c MCSð Þ 1 − Pout γMCS, �γið Þð Þfmar: ð5Þ

Spectral efficiency is a function of MCS and the average
SNR of user i. Every user has his/her own MCS that maxi-
mizes the SE, because the efficiency increases with a higher
MCS index, but the outage probability also increases. There-
fore, the best MCS for user i is given as

MCS∗i = arg max
MCS

c MCSð Þ 1 − Pout γMCS, �γið Þð Þfmar: ð6Þ

The spectral efficiencies of the groups depend on how we
group them. If multiple users with different SEs are grouped
together, the SE of the group is determined by the user with
the lowest SE of the group, SEmin,g, because users in the same

group share the same resources and watch the same video;
thus, the video rate should be low enough to be successfully

delivered to all the users in the group, especially the user with
the lowest SE.

4.3. Utility Maximization Problem. The purpose of this work
is to find the optimal solution to maximize the total utility of
the users in the LTE network. Therefore, we sum together all
users’ expected utility to formulate the problem as

Q1 : maximize
r

〠
N

i=1

〠
T

t=1

u ri,tð ÞSt , ð7Þ

where N is the number of users, T is the number of tiles, ri,t is

the video rate that is allocated to the tile t for user i, and St is
the saliency score of tile t. Since the saliency score is mea-
sured from the original video, it is the same for all users.

To efficiently utilize the spectrum, we can apply the mul-
ticasting scenario on the original problemQ1 by grouping the
users based on their channel quality instead of grouping
them based on tiles. A multicast session includeas multiple
tiles, with each tile being encoded with the same MCS and
AL-FEC code rate. Multiple multicast sessions can be created
with different MCS and AL-FEC code rates. Since a single
multicast session can contain multiple tiles, some users can
reconstruct a 360-degree video by subscribing only one mul-
ticast session. If users can decode the video from multiple
multicast sessions, users can choose which video to play. It
is a much more efficient way to utilize limited resources when
the users need multiple tiles at the same time.

The utility maximization problem of the 360-degree
video multicast system can be formulated as follows. Four
parameters must be determined to solve the problem: the
number of multicasting groups G, a user grouping assign-
mentℕg, the resource allocation nRB,g, and the rate selection

on the tiles:

Q2 : maximize
G, ℕgj j,nRB ,Q

〠
G

g=1

ℕg

�

�

�

�〠
T

t=1

u rQt,g

� �

St , ð8Þ

subject to

〠
t= τ∈ 1,⋯,Tf g∣Qτ,g>Qτ,1⋯g−1f g

rQt,g
≤ nRB,gSEmin,g, g > 1

〠
t= 1,⋯,Tf g

rQt,g
≤ nRB,gSEmin,g, g = 1

8

>

>

>

<

>

>

>

:

ð9Þ

rQt,g
∈ 0, Rt,1, Rt,2,⋯, Rt,M

� �

ð10Þ

〠
G

g=1

nRB,g ≤NRB ð11Þ

nRB,g ≥ 0 ð12Þ
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where ℕg is the set of users joining a group g,

ℕg =
i ∈ℕ SEmin,g ≤ SEi < SEmin,g+1

�

�

� �

, g <G

i ∈ℕ SEmin,g ≤ SEi

�

�

� �

, g =G

(

:

ð13Þ

jℕgj is the number of users in the group g; uðrQt,g
Þ is the

utility determined by the allocated rate rQt,g
, and Qt,g ∈ f1, 2

,⋯,Mg is the index of the selected video representation for
the user group g and tile t. The total utility is the summation
of the utilities of each group, which is a combination of the
tiles’ utilities weighted by St , times the number of users in a
group. If more people can view better representations on
their salient parts, the total utility can achieve a higher value.
There are resource constraints (11), (12), e.g., groups share
the total resources, and the tiles in a group share the
resources allocated to each group.

Four parameters G∗,ℕ∗
g, n

∗
RB, andQ

∗
1⋯G jointly con-

tribute to the total utility. A cross-layer optimization frame-
work is proposed in the next section to maximize the utility
by configuring these parameters.

5. Cross-Layer Optimization Framework

The goal of a cross-layer resource allocation framework, as
shown in Figure 3, is to find the number of the multicast
groups (G ∗), user groups ℕg, resource allocation n∗RB,g,

and rate selection vector Q∗
g for all g. These parameters are

found by performing three functional blocks/algorithms,
which are (A) a grouping algorithm that decides the number
of the multicast group (G ∗), user groupsℕg, and the groups’

spectral efficiency SEmin,g, (B) a resource allocation algorithm

that decides n∗RB,g for all g, and (C) a rate selection algorithm

that decides the utility Ug, the curve fitting results Ag, Bg,

and the tiled-video rate selection result Q∗
g for all g. These

functional blocks, which are mutually dependent, jointly
work to find the optimal solution based on two-nested loop
iterations. The first loop iteration (Iteration-1) finds the best
number of groups and their spectral efficiency by measuring
utility resultmaxU, which is initialized as 0. Iteration-1 starts
from G=1 and increases G until the resulting utility of Itera-
tion-2, U, is larger than the utility achieved in the previous
iteration, maxU. We can achieve better utility and spectral
efficiency by dividing all users into smaller groups, since the
groups with better spectral efficiency can achieve better util-
ity using the same amount of resources; but total utility will
decrease when there are too many groups because each group
can only have a small number of resource blocks. The second
iteration (Iteration-2) makes the (B) resource allocation and
(C) rate selection algorithm work together to maximize the
U with given grouping results G and SEmin,g. Within the first

round of Iteration-2, there is no information about the utility
as a function of resource allocation; therefore, we cannot per-
form the optimal resource allocation algorithm directly. The
rate selection algorithms (C) perform with resources evenly

CQI Grouping

Resource allocation

ℕ1…G, SEmin,1…G

nRB,G, SEmin,GnRB,2, SEmin,2nRB,1, SEmin,1

Saliency

maxU<U
maxU=U, G

⁎
=G,

ℕ
⁎

1…G = ℕ1…G

G
⁎

, ℕ
⁎

1…G, nRB, Q
⁎

1…G
⁎

U<∑G|ℕg|Ug
U=∑G|ℕg|Ug

n
⁎

RB = nRB, Q
⁎

1…G = Q1…G

maxU = 0, G = 1

g = G
Rate selection

g = 2
Rate selection

g = 1
Rate selection

G = G + 1

Ag, Bg

U2, A2, B2 UG, AG, BG

Q1 Q2

Yes

No

No

Yes

U1, A1, B1

U = 0,
nRB,g = NRB/G

Iteration-1

Iteration-2

Figure 3: Cross-layer optimization framework.
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allocated to all groups and returns the Ag, Bg of approxi-

mated utility functions.

Ug nRBð Þ = Ag log BgnRB
� �

ð14Þ

for all g. The resource allocation algorithm (B) uses the
information Ag, Bg to find the optimal solution. The

resource allocation results are passed into the rate selec-
tion algorithms (C) again, and they return the utilities.
The summation of utility values is compared to the initial
utility value U, and if it is larger than U, U will be updated
with the new utility result. The Ag and Bg of the utility

function (14) found from the rate allocation algorithm
are approximated values; therefore, Iteration-2 continues
to find better solutions.

The proposed cross-layer optimization framework opti-
mizes the multicast system every 1 second, which is corre-
sponds to 100-OFDMA frames, and every OFDMA frame
contains one AL-FEC block. Therefore, K-OFDMA frames
delivers the data, and (N-K)-OFDMA frames deliver the
redundant data, where N=100. User groups are also
updated every 1 second, therefore, users can change their
video quality every one second, and 1 second is consistent
with the segment duration defined in DASH. The optimi-
zation period is adjustable by controlling the segment
duration and N values. The detailed operations of the
functional blocks (A), (B), and (C) are in the following
section.

5.1. Grouping Algorithm. The goal of the grouping algorithm
is to determine the number of multicast groups, the group
sizes of all multicast groups, and their spectral efficiencies.
The grouping results G, jℕgj, and SEmin,g are given to the

resource allocation algorithm to find the optimal resource
allocation solution. G is determined by Iteration-1. jℕgj is

determined by the minimum spectral efficiency of the group
g, SEmin,g. An exhaustive search (i.e., trying all possible

groupings) can certainly achieve the optimal solution when
combined with the optimal resource-allocation algorithm.
However, its complexity increases exponentially with the
number of groups. Therefore, a simple heuristic search,
which maximizes the overall spectral efficiency (MaxSE), is
proposed for optimization. Initially, all the users are in group
1; therefore, the spectral efficiency of group 1 is set to the
spectral efficiency of the user with the poorest channel qual-
ity. Then the users are divided into two groups to maximize
the total spectral efficiency. The users in group 2 can be fur-
ther divided into two groups to generate the third group. This
procedure is repeated to generate more user groups. The
spectral efficiency of the group g determined by the MaxSE
method is

SEmin,g = SEkg
ð15Þ

where the boundary user index kg of group g is

kg =

argmin
i∈ℕ

SEið Þ, g = 1

argmax
i∈ n∈ℕ∣SEn>SEmin,g−1f g

ℕg−1

�

�

�

�SEmin,g−1 + ℕg

�

�

�

�SEi

� �

, g > 1

8

>

>

<

>

>

:

ð16Þ

jℕgj for all g are determined by (13).

5.2. Resource Allocation. The goal of the resource allocation
algorithm is to allocate radio resources to each multicast
group. The rate-selection algorithm shown in the next sec-
tion gives the estimated utilities of all the groups, each of
which is a function of the allocated number of RBs. More-
over, for every possible grouping solution, an optimal
resource-allocation solution exists. Note that the original
problem Q2 is formulated as a convex optimization problem,
since the utility functions (14) have convex forms and the
constraint is convex:

Q3 : maximize
nRB

〠
G

g=1

ℕg

�

�

�

�Ug nRB,g
� �

, ð17Þ

subject to (11), (12).
Using the Lagrangian method,

L nRB, λ, ζð Þ = 〠
G

g=1

ℕg

�

�

�

�Ug nRB,g
� �

− λ 〠
G

g=1

nRB,g −NRB

 !

+ 〠
G

g=1

ζgnRB,g,

ð18Þ
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Figure 4: Curve fitting results of video utility functions.
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Gradient of (18) is

δL nRB, λ, ζð Þ

δnRB
=

ℕg

�

�

�

�Ag

nRB,g
− λ + ζg, ð19Þ

The optimality condition can thus be derived by using
Karush-Kuhn-Tucker (KKT) conditions [38].

(1) Primal feasibility: ∑G
g=1nRB,g =NRB, nRB,g ≥ 0

(2) Dual feasibility: ζg
∗ ≥ 0:

(3) Complementary slackness: ζg
∗n∗RB,g = 0:

The gradient of Lagrangian vanishes when

λ∗ =
ℕg

�

�

�

�Ag

nRB,g
= f g nRB,g

� �

ð20Þ

holds for all g. Therefore, the optimal resource allocation
solution is n∗RB,g, which satisfies (20) for all g. Actual n∗RB,g
for all g could be found using bisection search algorithm.

5.3. Rate Selection. The goal of the rate selection algorithm is
to determine the representation of the tiles and to allocate
radio resources for each tile within a multicast group. Each
multicast session has its own resource that is assigned by
the resource allocation algorithm. In this way, each group
should achieve the maximum utility using the assigned
resource. We can write the problem as

Q4 : maximize
Qg,1⋯T

Ug = 〠
T

t=1

u rQg,t

� �

St , ð21Þ

subject to (9), (10).
where nRB,gSEmin,g is an achievable rate for group g. A

greedy algorithm is introduced to solve the problem. It makes
a list of the total utility per cost (rate) with candidates Rt,m

(10). The Qg,t that can increase the total utility per cost (rate)

the most is chosen first and excluded from the list. The algo-
rithm continuously chooses theQg,t until all the rate resource

is used up. The algorithmic difference between our proposed
algorithm and the one introduced in [17] is that ours con-
siders the condition of the lower group (i.e. the user group
with the worse channel quality). Since the upper groups
(i.e. the user groups with better channel quality) can sub-
scribe to the lower groups’ tiles, some of the tiles already have
available videos, even though the upper groups do not allo-
cate the video to the tiles. Therefore, an upper group does
not need to pay the cost to subscribe to the same representa-
tions as a lower group, but it needs to pay its own cost to sub-
scribe to better representations than the lower group. The
cost matrix [Ct,m] shows the “marginal” cost to pay for sub-

scribing the m-th representation on tile t. After the first rep-
resentation is selected, the algorithm can improve the
representation, and it only needs to pay the difference

INPUTS: nRB,g, SEmin,g

OUTPUTS: Ag, Bg, Qt,g

1. Make a list of ~ut,mSt/Ct,m for all (t,m) pairs except the pair with Ct,m = 0

2. Set Ccurrent =0, Ucurrent = 0
3. While Ccurrent ≤ nRB,gSEmin,g

4. Allocate ðt,mÞ pair that has maximum ~ut,mSt/Ct,m, and exclude the pair from the list

5. Mark Qt,g =m

6. Update Ccurrent = Ccurrent + Ct,m

7. Update Ucurrent =Ucurrent + ~ut,mSt
8. Collect the pairs

ðx, yÞ = ððCcurrent/SEmin,gÞ,UcurrentÞ

9. End while
10. Do the curve fitting with ðx, yÞ to find Ag and Bg of y = Ag log ðBgxÞ

Algorithm 1: Rate-selection algorithm.

Table 2: LTE Parameters.

Parameter Value

Distance attenuation 128.1 + 37.6∗log(d), d[km]

Shadow fading Log-normal, 0 mean, sigma =8

Fast fading ITU-R PedB

Carrier frequency 2.6GHz

Cellular layout 3 cell sites

System bandwidth 20MHz

Scheduling frame 10ms

RB size 12 sub-carrier, 0.5ms

Sub-carrier spacing 15 kHz

Extended CP duration 16.7 μs

TTI 1ms

EUTRA UE Antenna gain 0dBi, NF 9 dB

EUTRA eNB Antenna gain 14dBi, NF 5 dB

eNB transmit power 43 dBm

MIMO configuration 1 Tx, 1 Rx

Thermal noise -174 dBm/Hz
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between the allocated representation and the new representa-
tion. Therefore, the cost matrix is

Ct,m =

Rt,m − Rt,m−1, m ≥Qt,g−1 + 2

Rt,m, m =Qt,g−1 + 1

0, m ≤Qt,g−1

8

>

>

<

>

>

:

: ð22Þ

where Qt,g indicates the selected representation index of tile t

for group g. The utility matrix is given as

~ut,m =
u Rt,mð Þ − u Rt,m−1ð Þ, m ≥ 2

u Rt,mð Þ, m = 1

(

: ð23Þ

~ut,mis the effective utility, which shows how much we can

improve the total utility, when the m-th representation is
selected for tile t.

As the algorithm performs the iteration, it collects the
increased utility per consumed resource. We can draw a
curve with the data to find the relationship between the
resource usage and the utility. The curves differ with the
spectral efficiency curves of multicast sessions because every
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multicast session has different spectral efficiency, and the
utility depends on the condition of other multicast sessions.
We have used logarithmic function (14) to model the curves
and performed curve fitting to find the parameters Ag and Bg

. Figure 4. shows an example of the curve fitting results of
video utility function under different radio resource alloca-
tions when there are two video multicast sessions. The first
multicast session (g=1) makes the utility increase fast by allo-
cating the lower video representations, but the slope of the
curve decreases because it needs more resources to allocate
the higher video representations with its lower spectral effi-
ciently. The second multicast session can allocate the tiles
with higher video representations more efficiently than the
first multicast session; therefore, its utility increases quickly
again by allocating the videos to the second multicast session.
The gap between the blue curve (g=1) and the red curve (g
=2) shows the utility gain achieved by allocating the tiles to
the second multicast session. The slopes of the curves indi-
cate the efficiencies of the multicast sessions; therefore, this
information is used for optimal resource allocation. The
detailed algorithm is described in Algorithm 1.

6. Performance Analysis

6.1. Simulation Setup. Performance analysis is conducted
using the standard LTE parameters [39, 40] described in
Table 2. Exponential effective SNR mapping [41] is used to
map the channel state onto an effective SNR. Finally, the
effective SNR is mapped onto the MCS table [42], ensuring
a block error rate (BLER) value lower than 10%. For propaga-
tion loss, the COST 231 suburban model [43] with a standard
deviation of lognormal shadowing 8 dB is used. Also, the ITU
Ped-B power delay profile is used in our simulations. 1000
UEs are generated and randomly distributed in the cell area.
20 to 100 RBs are used to transmit 360-degree tiled 360-
degree video over the LTE eMBMS channel. The videos of
resolution 3840× 1920 with 16 tiles are used for the simula-
tion. Each tile has four different representations encoded
with different QP values (25, 30, 35, and 40) [44], which
result in tiled video rates of 13Kbps to 7.7Mbps. Each tile is
encoded by a conventional video encoder (ffmpeg) [45],
and the total bitrate to deliver the best representations for
all tiles is 40Mbps.

The proposed resource algorithm, a convex-optimization
method (Convex), is compared with some of the existing
solutions for resource-allocation: 1) the exhaustive search
(Exhaustive), 2) the equal-resource allocation (Equal), and
3) the broadcast algorithm (Broadcast). Exhaustive search
tries all possible resource allocations, and the equal-
resource allocation allocates the same amount of the resource
to each multicast session. The broadcasting algorithm allo-
cates all available resource to group 1. The median-quality
scheme (MQS) [46] algorithm is a grouping algorithm that
selects the user with the median SNR in a group as the
boundary for dividing the group in half. The MaxSE algo-
rithm, which maximizes the SE, is our proposed grouping
algorithm. Six combinations of these algorithms and broad-
cast are tested. The proposed tiled video rate-allocation algo-
rithm is applied in all simulations.

6.2. Utility and PSNR. Figure 5 shows the total utilities
achieved by the competing methods. The proposed
resource-allocation algorithm (Convex) combined with any
grouping algorithm achieves the best utility performance,
having the same results as the exhaustive search. Figure 6
shows the average peak signal-to-noise-ratio (PSNR) of the
videos that are delivered using the introduced algorithms. It
shows that we can deliver more similar videos to the users
using the proposed algorithm. It also shows that the utility
value is a good way to describe the users’ experience in math-
ematical form. Figure 7 shows the utility performance of
Convex+MaxSE with different total numbers (G) of groups.
We can observe that the utility performance is the best with
G=2; therefore, the proposed algorithm stops after testing
the utility with G=3 and decides the best solution is G=2.
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This fact implies that creating two multicast sessions to allo-
cate better representations improves the total utility when
compared to broadcasting the same representation of tiles
to all users. However, creating too many multicast sessions
cannot improve the utility because multiple copies of the
same tile are allocated using the wireless resource. Figure 8
shows the number of users in each group when Convex
+MaxSE scheme is used. There are two groups, and the num-
ber of users who can join group 2 is larger than the number of
users who join group 1. Figure 9 shows the number of
resource blocks allocated for each multicast session (MS)
when we use the Convex+MaxSE scheme.

The proposed algorithm is tested in different user SNR
distributions to see how it works in different environments.
The resulting users’ average SNR distribution generated by
using Table 2 is shown by user-distribution-1 in Figure 10,
with an average SNR range from 0dB to 50 dB. User-distri-

bution-2, and user-distribution-3 are also generated to show
the performance of the proposed algorithms in the case that
most of the users in the LTE system have higher average
SNRs. User-distribution-2 assumes that the users are located
densely; therefore, variance of the average SNR is very small.
User-distribution-3 assumes that the users have good chan-
nel conditions, but the variance of the average SNR is the
same as user-distribution-1. Figure 11(a) shows the utilities
that can be achieved by applying the algorithms. The perfor-
mance gap between the proposed algorithm and the broad-
cast algorithm is smaller than in user-distribution-1. The
reason is found in Figure 11(d), which shows the resources
allocated for each multicast session. Most of the resources
are allocated in multicast session 1 (MS1) because it contrib-
utes the most to improving the total utility. It is different
from the resource allocation results for user-distribution-1
shown in Figure 10. Since there are more users with lower
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Figure 11: MSM in User-distribution-2.
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average SNR in user-distribution-1, the proposed algorithm
gave minimal resources to multicast session 1 (MS1) to sat-
isfy the users with lower SNR and more to multicast session
2 (MS2) to improve the total utility more efficiently than in
multicast session 1 (MS1). Moreover, user-distribution-2
opens more multicast sessions than user-distribution-1
because using a smaller number of RBs by allocating only a
few tiles with better representations improves the total utility.
Most of the tiles already had the best representations in mul-
ticast session 1.

Figure 12 shows the selected representations for all
groups of users for all 16 tiles in user-distribution-1.
Figure 12(a) shows the representations that user groups 1
and 2 could watch in their views. Those in group 2 have
much better quality since most of the tiles have better repre-
sentations than those of user group 1. Figure 12(b) shows the
simulation results with the Equal resource allocation com-
bined with the MaxSE grouping algorithm. The difference
between Figures 12(a) and 12(b) is the representation of tile
5 for user group 1. It shows that the proposed resource
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Figure 12: Rate selection results with User distribution-1.

13International Journal of Digital Multimedia Broadcasting



allocation method could allocate the resource more effi-
ciently than the Equal resource allocation method.
Figure 12(c) shows the simulation results using Convex
+MQS. Users in group 1 had better representations than
the Convex+MaxSE method, and users in group 2 had worse
representations because the MQS algorithm led more users
to join group 1 and the Convex resource allocation algorithm
gave more resources to group 1 to maximize the utility.

Figure 12(d) shows the results with Equal+MQS. Users in
group 1 received worse representations than Convex
+MaxSE, but users in group 2 received better ones. However,
the number of users who could join group 2 was smaller
when we used MQS; therefore, the total utility and average
PSNR with Equal+MQS were worse than with Convex
+MaxSE. Figure 12(e) shows the result with the Broadcast
scheme, which allocated all resources to group 1 and
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Figure 14: MSM in User-distribution-3.

Figure 15: 360-degree video example.
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performed the same rate-selection algorithm. Since it could
not utilize the resources because of the users with low SNR,
most of the tiles could not have higher quality
representations.

Figure 13 shows selected representations for user-
distribution-2. Since all the users in user-distribution-2 had
very good channel quality, most of the tiles have high repre-
sentations through the Broadcast scheme. However, there is
still some space to improve the visual quality for users with
better channel quality. Figure 13(a) shows that the Convex
+MaxSE scheme creates four groups. The users in group 1
received worse representations on tiles 13 and 16, but the
users in groups 3 and 4 received better ones on tiles 9, 11,
and 12 than with the Broadcast scheme. Since tiles 9, 11,
and 12 have higher saliency scores than tiles 13 and 16, we
can expect users to have better quality views.

Figures 14(a), 14(b). shows the utilities and the average
PSNRs of the algorithms. Figures 14(c), 14(d) shows the
number of users in each group, and the wireless resource
allocation results with the user-distribution-3 using the Con-
vex+MaxSE scheme. Since the variance of the users’ average
SNR in user-distribution-3 is greater than that of user-distri-
bution-2, the utility and the average PSNR performance gap
between Convex+MaxSE and Broadcast scheme is larger
than the performance gap in user-distribution-2. Since most
of the users have very good channel quality, multicast session
1 (MS1) occupies most of the resources, and MS2, MS3, and
MS4 only have small number of resources to improve the
total utility.

6.3. Visual Quality Comparison. Figure 15 shows examples of
360-degree video footage. We took two different viewports of

Figure 16: Saliency map.

(a) Broadcast (b) Convex+MaxSE (g=1)

(c) Convex+MaxSE (g=2)

Figure 17: Visual Qualities – Scene 1.

16 International Journal of Digital Multimedia Broadcasting



a 360-degree video to qualitatively compare the perfor-
mances. The scene 1 includes sky and cloud, where users
may not give much attention. Scene 2 includes buildings,
where users can see the texture. Scene 2 has a higher saliency
score than the scene 1. Figure 16 shows the saliency score of
the video. Figures 17 and 18 show the visual quality of scene 1
and scene 2, respectively, where Broadcast scheme and Con-
vex+MaxSE scheme are used with user-distribution-1.
Figures 17(a) and 18(a) are two different scenes shown to
users using the Broadcast. All the users have the same quality.
There is recognizable pixilation in the scene with lower video
quality, which caused the users to recognize the video quality
as poor. The Convex+MaxSE method divided the users into
two groups based on their channel quality. Group g=2 has
better quality than group g=1. Figures 17(c) and 18(c) are
the scenes shown to user group g=2, and Figures 17(b) and
18(b) were shown to user group g=1. The multicasting group
g=2 received better video quality than the users with the
broadcasting method. Multicasting group g=1’s video quality
is similar to that ofthe broadcasting method. Note that only
35% of users joined group g=1, while 65% joined group g
=2, which had much better quality.

7. Conclusion

In this paper, the Multi-Session Multicast system for the 360-
degree video multicasting is proposed to achieve a higher
utility with a limited spectrum in overloaded situations. We
have theoretically formulated a relationship among user
groupings, MCS and the AL-FEC code rate to simplify the
problem solution. A grouping algorithm for achieving better
spectral efficiency and an optimal resource-allocation solu-

tion that uses a convex optimization technique to maximize
utility are introduced. The algorithm can allocate the optimal
resource and find the best user grouping to maximize utility.
The simulation results show that the multicasting can take
advantage of sharing the resource among many users
requesting the same 360-degree video. Saliency information
is used for our simulation, but the proposed algorithm is
not limited to saliency information. The users’ viewport
information or object detection results can also be used to
provide the same formulation and solution.

Data Availability

The source code data used to support the findings of this
study have been deposited in https://github.com/jsup517/
DASH2.
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