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Abstract—The accurate traffic flow time series prediction is 
the prerequisite for achieving traffic flow inducible system. 
Aiming at the issue about multi-step prediction traffic flow 
chaotic time series, the traffic flow Volterra Neural Network 
(VNN) rapid learning algorithm is proposed. Combing with 
the chaos theory and the Volterra functional analysis, 
method of the truncation order and the truncation items is 
given and the VNN model of traffic flow time series is built. 
Then the mechanism of the chaotic learning algorithm is 
described, and the adaptive learning algorithm of VNN for 
traffic flow time series is designed. Last, a multi-step 
prediction of traffic flow chaotic time series is researched by 
traffic flow VNN network model, Volterra prediction filter 
and the BP neural network based on chaotic algorithm. The 
simulations show that the VNNTF network model predictive 
performance is better than the Volterra prediction filter and 
the BP neural network by the simulation results and root-
mean-square value. 
 
Index Terms—Chaos Theory, Phase Space Reconstruction, 
Time Series Prediction, VNN Neural Networks, Algorithm 
 

I. INTRODUCTION 

The Volterra series is a model for non-linear behavior 
similar to the Taylor series. It differs from the Taylor 
series in its ability to capture 'memory' effects. It has the 
advantages of high precision and clear physical meaning, 
has become one of the very effective non-parametric 
model of nonlinear system [1-4]. Traffic flow chaotic 
time series with the nonlinear behavior of the response 
and memory function, the Volterra series to become one 
of the primary means of traffic flow in nonlinear system 
identification [5-6]. Many scholars and technology 
developers have proposed a lot of Volterra identification 
algorithm, but the establishment of nonlinear systems on 
Volterra Series model is very difficult [7-9]. Volterra 
series has an obvious drawback is that if you want to 
achieve a satisfactory accuracy may require a 
considerable number of estimated parameters. The high-
level nuclear estimates are facing the greatest difficulties. 
Therefore, the Volterra functional model of the 

application is to be greatly restricted, and sometimes in 
order to avoid solving the higher-order kernel function 
and Volterra functional model artificially simplified, 
resulting in the modeling inaccuracy. 

With the rapid development of computer technology, 
the neural network is more deeply and widely used in 
nonlinear systems [11-13]. The neural network not only 
has the self-adaptive, parallelism and fault tolerance 
characteristics, but also has the ability to approximate any 
nonlinear function. Based on these advantages, the neural 
network model of the nonlinear system has a very wide 
range of applications [14-16]. Due to the consistency of 
the Volterra model and the three-layer ANN model, 
combined with the traffic flow chaotic time series chaotic 
characteristics, how to make use the Volterra accurate 
modeling of the advantages to overcome the 
shortcomings of Solutions of Higher Order kernel 
function; and how to use the advantages of ANN neural 
network model for learning and training network to 
overcome the blindness of the ANN neural network 
modeling is worth exploring. 

Based on the above considerations, the physical 
significance of the truncation order of the Volterra series 
model and the truncated number and the mathematical 
properties of the minimum embedding dimension and 
delay time in traffic flow chaotic time series 
reconstructed phase space, thus, traffic flow chaotic time 
series VNNTF network model and the corresponding 
algorithm has been established [17-20]. VNNIF neural 
network model to learn the advantages of the Volterra 
series to establish an accurate traffic prediction model 
and the ANN network training is easy to solve the 
Volterra model kernel function; thus, to overcome the 
difficulties on Volterra series model for solving the 
higher order kernel function and the blindness of the 
ANN network model, in the traffic flow chaotic time 
series prediction, obtained good results.  

II. TRAFFIC FLOW CHAOTIC TIME SERIES VOLTERRA 
MODEL 
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For nonlinear systems, discretization of the Volterra 
model is as follows:  
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Where, , in l R∈ , ( )y n  is the output of the nonlinear 
system; ( )ix n l−  is the input of the nonlinear system and 

1 2( , , , )i ih l l l  ( 1, 2, ,i n= ) is Volterra kernel function 
of order i . 

A. Model of Chaotic Time Series Prediction 

The chaotic time series prediction is based on the 
Takens' delay-coordinate phase reconstruct theory. If the 
time series of one of the variables is available, based on 
the fact that the interaction between the variables is such 
that every component contains information on the 
complex dynamics of the system, a smooth function can 
be found to model the portraits of time series. If the 
chaotic time series are{ }( )x t , then the reconstruct state 
vector is ( ) ( ( ), ( ), , ( ( 1) ))t x t x t x t mτ τ= + + −x , Where 
m  ( 2,3, )m =  is called the embedding dimension 
( 2 1m d= + , d  is called the freedom of dynamics of the 
system), and τ  is the delay time. The predictive 
reconstruct of chaotic series is a inverse problem to the 
dynamics of the system essentially. There exists a smooth 
function defined on the reconstructed manifold in mR  to 
interpret the dynamics ( ) ( ( ))x t T F x t+ = , 
where T ( 0)T > is forward predictive step length, and 

( )F ⋅  is the reconstructed predictive model. 

B. The Determination of the Truncation Order on Traffic 
Flow Chaotic Time Series Volterra Model 

Assume that the measured traffic flow chaotic time 
series is { ( ) ( 1,2,3, )}x t t = , the traffic flow chaotic time 
series phase space reconstruction based on Takens 
Theorem, you can get the input of the nonlinear system is 

( ), ( ), ( 2 ), , ( ( 1) )x t x t x t x t mτ τ τ+ + + − , where, m  is the 
embedding dimension, namely the reconstruction of 
phase space dimension, τ  is the delay time. Here, m  
corresponds to the number of finite order in the 
discretization of the Volterra model, and to predict the 
traffic flow is predicted on the basis of the m  item, then 
the traffic flow chaotic time series phase space 
reconstruction model with m-order truncation Volterra 
series model can be characterized as follows:  
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where, 1 2( , , , )m mh l l l  is the m  order Volterra kernel 
function, ( 1)t t m τ′ = + − , T  ( 0T > ) is the forward 
prediction step. This infinite series, theoretically, can be 
very accurately predicting traffic flow chaotic time series, 
but difficult to achieve in practical applications, it must 
be a finite order truncation and the finite sum in the form. 

Your goal is to simulate the usual appearance of papers 
in a Journal of the Academy Publisher. We are requesting 
that you follow these guidelines as closely as possible. 

For traffic flow chaotic time series prediction from 
equation (2), it is the m-order truncated infinite item 
summation form. For example, when m = 3, it is a finite 
sum of the third order intercept Volterra series model:  
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so, actually want to calculate the total number of 
coefficients is 2 2

1 2 31 N N N+ + + . Be seen with the 
increase of m in the Volterra series, the number of items 
of Volterra Series will power rapid increase;  the 
corresponding required number of calculations also 
showed exponential growth, which makes the actual 
traffic flow chaotic time series predicted to achieve more 
and more difficult. The total number of items of Volterra 
series number decreases exponentially growth. In practice, 
the truncation order is generally the second-order 
truncation or third order intercept. 

C. The Determination of the Truncation Items on 
Traffic Flow Chaotic Time Series Volterra Model 

In the form of the flow chaotic time series Volterra 
series model is (2), assume that the truncated form of 
limited items are as follows:  

1

0

1

0 1 0 0
0

( ) ( ( )) ( ) ( )
N

l

x t T F X t h h l x t l τ
−

=

′ + = = + −∑  

2 2

1 2

1 1

2 1 2 1 2
0 0

( , ) ( ) ( )
N N

l l

h l l x t l x t lτ τ
− −

= =

+ − − +∑ ∑  

1 2

1 1 1

1 2 1 2
0 0 0

( , , , ) ( ) ( ) ( )
m m m

p

N N N

m m m
l l l

h l l l x t l x t l x t lτ τ τ
− − −

= = =

+ − − −∑ ∑ ∑
     (4) 

For traffic flow chaotic time series, it is assumed that 
( )x t  and ( )y t are the input and output signals of the 

functional system ( , ( ), )f t x t t t′ ′ ≤  in the traffic flow, the 
input signal of the functional system in the traffic flow to 
meet:  

① Traffic flow input signal is a causal relationship is 
met when 0t < , then ( ) 0x t = . 

② Traffic flow functional system ( , ( ), )f t x t t t′ ′ ≤  is 
the limited memory, that is, for the t  time in the system, 
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0t  time very far from the t  time, 0t →∞ , 0( )x t t−  has 
no effect on ( )y t ; means that the predicted value of ( )y t  
is irrelevant to 0( )x t t− . 

In the prediction of chaos traffic flow chaotic time 
series, ( 1)t t m τ′ = + − , T  ( 0T > ) is forward prediction 
step, ( )x t T′ +  represents the output associated with  the 
input signal ( )x t  and the delay time τ , then 
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note 
1 2 3max max( , , , )

il l l lN N N N N= , ( 1,2,3,i = ), 

when maxn N≥ , the same to meet the input traffic flow 
signal ( )

il ix x t lτ= −  is irrelevant to ( )y t , then the 
formula (4) can be written as:  

max

1 2

1

1

0 1 1 1
0

( ) ( , , ) ( ) ( )
li

N

l l N
l

x t T f x x x h h l x t l τ
−

=

′ + = = + −∑   

max max

1 2

1 1

2 1 2 1 2
0 0

( , ) ( ) ( )
N N

l l

h l l x t l x t lτ τ
− −

= =

+ − −∑ ∑  

max max max

1 2 3

1 1 1

3 1 2 3 1 2 3
0 0 0

( , , ) ( ) ( ) ( )
N N N

l l l

h l l l x t l x t l x t lτ τ τ
− − −

= = =

+ − − − +∑ ∑ ∑
            (6) 

Know from the above analysis of the traffic flow 
functional systems, the power series expansion item of 
prediction results are in fact only related to Know from 
the above analysis of the traffic flow functional systems, 
the power series expansion item of prediction results are 
in fact only related to summation form all the products of 
the Input signal and the first power delay time signal. 
This means that the value of 

1 2 3max max( , , , )
il l l lN N N N N= , ( 1,2,3,i = ) is only 

related with the number of input signal and the delay time 
signal, which is the minimum embedding dimension m  
of phase space, so 

1 2 3max max( , , , )
il l l lN N N N N m= = . 

Such traffic flow chaotic time series Volterra series 
model is finalized by the formula (5) as follows:  
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III. TRAFFIC FLOW TIME SERIES VOLTERRA NEURAL 
NETWORK MODEL (VNNTF)  

A. Representation of Nonlinear Systems Using Artificial 
Neural Network 

Has proven that the BP neural network with one 
hidden layer can approximate any continuous bounded 
non-linear system, therefore, generally selected to contain 
a three-layer back propagation BP network with one 
hidden layer to approximate nonlinear systems. A single 
output three-layer back propagation neural network is 
shown in Figure 1. In the figure, the input vector 

,0 ,1 ,[ , , ]T
k k k k Mx x x x=  at moment n can obtain by the 

delay of ( )x k , where , ( )k mx x k m= − , the input of the l  
hidden unit ( 1, 2, ,l L= ) is 

, ,( )l k l l kZ S u= ; , , ,
0

M

l k l m k m
m

u w x
=

= ∑                   (8) 

A single output three-layer back propagation neural 
network is shown in Figure 1. 

1,0w

,L Mw
,l Mw1,Mw

,L mw
,l mw

1,mw

,0Lw ,0lw

,k mx

,k Mx

,0kx
1,kU

,L kU

,l kU

1,kZ

,l kZ

,L kZ

kyZ
lr

Lr

1r

( )S ⋅

( )S ⋅

( )S ⋅

 
input         hidden layer                   output 

Figure 1.  Three layer neural networks in response to M+1 input and 
single output system 

If the implicit function selected the sigmoid function, 
then 

,
,

1( )
1 exp[ ( )]l l k

l k l

S u
uλ θ

=
+ − −

                    (9) 

Where, lθ  is the threshold of the unit n, If the output unit 
is linear summation unit, the output at moment n is 

,
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L
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l
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=

= ∑                         (10) 

The output of each hidden unit to expand into a Taylor 
series at the threshold lθ :  

, , ,
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where, ( )i ld θ  is the commencement of the coefficient, 
the value associated with lθ , and because of 

, , ,
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= ∑ , then the output of the neural network 

is 

1 1
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B. Traffic Flow Volterra Neural Network Model 

Analysis and comparison of traffic flow Volterra series 
model in equation (6) and three-layer BP neural network 
in equation (12), if the input vector in equation (12)  in 
VNNTF to take the traffic flow chaotic time series, then 
between them in the function, structure and method for 
solving are inherently close contact and similarity. 

1) From a functional point of view, the traffic flow 
chaotic time series, Volterra series model and ANN 
model can be measured traffic flow chaotic time series, to 
simulate and predict the traffic flow process. Traffic flow 
chaotic time series Volterra model can determine the 
model truncation order of the truncation by the 
characteristics analysis of the traffic flow time series. 
Then, it can use the system identification to strike a 
nuclear function of the Volterra series model, or proper 
orthogonal decomposition method, stepwise multiple 
regression method, iterative decline in the gradient 
method, Volterra filter and constraints orthogonal 
approximation method to solve the nuclear function or 
Volterra series, which reflect the chaotic nonlinear law of 
the traffic flow. 

2) From a structural point of view, the traffic flow 
chaotic time series Volterra model and ANN model is 
also isomorphic. Length of the storage memory of past 
traffic flow relative to chaotic time series in the traffic 
flow Volterra model, that is, the minimum embedding 
dimension in phase space reconstruction of is equivalent 
to the number of neurons of the ANN model input layer. 

3) From a method for solving point of view, Traffic 
flow chaotic time series Volterra model is based on 
orthogonal polynomials for the numerical approximation 
to find the approximate solution.the Meixner function 
systems and network weights have the same effect. 

1,0w

,N mw
2,mw1,mw

,1Nw
2,1w

1,1w

,0Nw 2,0w

( )x t τ+

( ( 1) )x t m τ+ −

( )x t
1( )V t

( )NV t

2 ( )V t ( )y t2r

Nr

1r

1g

Ng

2g

 
Input             Hidden layer                      Output 

 
Figure 2. The chaotic time series Volterra neural network traffic flow 

model (VNNTF)  

Through consistency of traffic flow chaotic time series 
Volterra model and ANN model, in this paper, the traffic 
flow chaotic time series Volterra neural network model 
(VNNTF) has been proposed in Figure 2. In the figure, 

( ) ( ( ), ( ), , ( ( 1) )TX t x t x t x t mτ τ= + + −  ( 1,2,t = ) is the 
traffic flow chaotic time series reconstructed phase space 
vector; ,i jw  ( 1, 2, ; 1, 2,i j= = ), nr  is the traffic flow 
chaotic time series Volterra neural network weights 
parameters; sg , ( 1, 2, ,s N= ) is the activation function 
and ( )sV k  is the traffic flow of the convolution of the 
input signal:  

0
( ) ( ( 1) )

m

N Ni
i

V t w x t i τ
=

= + −∑                          (13) 

Thus, the traffic flow chaotic time series Volterra 
neural network expression is 
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IV. TRAFFIC FLOW VOLTERRA NEURAL NETWORK RAPID 
LEARNING ALGORITHM 

A. Activation Function Analysis of Traffic Tlow Volterra 
Neural Network 

Activation function of hidden layer to the VNNTF 
model designed for the following polynomial function:  

2
0, 1, 2, ,

i
s s s s i sg a a x a x a x= + + + + +         (15) 

where ,i sa R∈  is the polynomial coefficients, and then 
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N

j j s j s s l s l s l
s

h l l l r a w w w
=
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( 1,2, ,j m= )        (16) 

In the VNNTF model, the sigmoid function or other 
functions as the activation function ( ( ))s sg V t  training 
VNNTF network, the weights and thresholds are obtained, 
the activation function ( ( ))s sg V t  is expanded into a 
Taylor series, you can obtain the polynomial coefficients:  

( )

.
( )
!

j
s s

j s

g
a

j

θ
=                         (17) 

Among them, ( ) ( )j
s sg θ  is the j -order derivative of 

function ( ( )s sg V t  in sθ ; that is a different activation 
function, you can get .j sa . VNNTF network learning and 
training, according to the connection weights of the 
network of neurons and the coefficients of .j sa , you can 
solve any order kernel function, which would address the 
difficulties of solving high-level nuclear function in the 
Volterra model. In general, if directly using the 
polynomial function for the activation function, the 
polynomial order is taken as m , the same Taylor 
expansion of the Taylor series, the order is taken to the 
m , so VNNTF model by setting different order of the 
activation functions to reflect the effect equivalent to the 
Volterra model higher order kernel function. 
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B. Traffic Flow Volterra Neural Network Rapid Learning 
Algorithm 

On the establishment of traffic flow chaotic time series 
WNN, Network input the number of neurons, hidden 
layers and the number of neurons in the hidden layer are 
to be considered. The following traffic flow data used are 
from "Chongqing Road Traffic Management Data Sheet 
I" and "Chongqing Road Traffic Management Data Sheet 
II" in 2006. There is the study of traffic volume time 
series of two-lane road 28 hours and 5 minutes every 5 
minutes, including mini-vehicles, passenger cars, light 
trucks, midsize, large cars, trailer, micro van, not 
stereotypes, such as vehicles, and its sequence length 

337n = .First, Pretreatment of the traffic flow time series, 
the minimum embedding dimension 4m =  and delay 
time 3τ =  are obtained by calculation. Then, the traffic 
flow Volterra neural network can be constructed: traffic 
flow Volterra neural network is designed to be three 
layers: input layer, single hidden layer and output layer; 
the number of hidden layer wavelet neural taken as 9 by 
Kolmogorov Theorem, the number of input layer neurons 
equal to the minimum embedding dimension ( 4m = ), 
the number of output layer is 1, so that the 4-9-1 structure 
of traffic flow Volterra neural network was obtained, 
specifically shown in Figure 2. The hidden layer 
activation function can be used sigmoid function or other 
commonly used functions, and here it be used with 
polynomial activation functions 

2
0, 1, 2, ,

i
s s s s i sg a a x a x a x= + + + + + , ,i sa R∈  is 

polynomial coefficients. Optimal network parameter ,s jw  
and sr  ( 1, 2,s N= , 1, 2,j m= ) can be obtained by 
learning and training the network for reducing the 
error E , and further 1 2( , , )j jh l l l  ( 1, 2,j m= ) can be 
calculated by combining the polynomial coefficients. 

The steps of traffic flow chaotic time series Volterra 
Neural Network fast learning algorithm is showed and the 
specific steps are as follows:  

Algorithm  VNNTF model fast learning algorithm 
Step1) The hidden neurons number is 9 by 

Kolmogorov Theorem, so that the 4-9-1 structure of 
traffic flow VNNTF neural networks was obtained. The 
traffic flow time series input signal is 
( ( ), ( ), , ( ( 1) )Tx t x t x t mτ τ+ + − , ( 1, 2,t = ) ; the 
output signal is ( )y t ; the weight coefficient matrix of the 
hidden layer is , ,( ) ( )

js l N m s i N mw w× ×= =w , ( 1, 2, 9s = , 

i , 1, 2, , 4j = ) and the parameter is sr  ( 1, 2, 9s = ). 
Step2) The traffic flow chaotic time series Volterra 

Neural Network parameters ,( )s i N mw ×=w  and sr  
( 1, 2, 9s = , 1, 2, 4i = ) are initialized, where the 
parameters ,( )s i N mw ×=w in each component take random 
function between 0 and 1; and sr  are  initialized to take 9 
number between 0 and 1 by the random function. 

Step3) Using phase space reconstruction theory to 
preprocess the traffic flow chaotic time series, and 
perform normalization for the reconstructed network 
input signal. Based on Takens theorem, the minimum 

embedding dimension 4m = , and the delay time 3τ = . 
The reconstruction phase space vector number is 

1 ( 1) 327N m τ− − − = , which the top 250 vector are used 
as network input signals. the form is 
( ( ), ( ), , ( ( 1) ))Tx t x t x x mτ τ+ + − , where 1, 2, 250t = , 

4m =  and 3τ = . 
Then, the 250 phase space vectors to make a simple 

normalized, the normalized as  
[ ( ) ( ( ))] /[max( ( )) min( ( ))]x t mean x t x t x t− − , 

1, 2, 250t =  and, making the value is owned by a range 
of -1 / 2 to 1/2. 

Step4) Using the initialized network and the 
preprocessed traffic flow time series, the first VNNTF 
neural network training begin with the function  

,
1 1 0

( ) ( ( ( 1) ))
N m

i
s i s si

s i i

y t r a w x t i τ
+∞

= = =

= + −∑∑ ∑ ,  

and the assumed activation function is a polynomial 
activation function sg , here ,i sa R∈  are polynomial 
coefficients. 

Step5)  Calculate error function, the function formula:  
250

2

1

1( ) ( ( ) ( ))
2 t

E y t y tθ
=

= −∑  

Set the maximum error is max 0.035E = , if maxE E< , 
the storage VNNTF neural network parameter use 

,( )s i N mw ×=w  and sr  ( 1, 2, 9s = , 1, 2, 4i = ) ; and 
further 1 2( , , )j jh l l l  ( 1,2,j m= ) can be calculated by 
combining the polynomial coefficients, otherwise, 
transferred to step6). 

Step6) Calculate local gradient of the traffic flow 
chaotic time series Volterra neural network. Specifically, 
according to the formula ( ) ( ( ) ( )) ( ( ))j j s jt y t y t g V tδ ′= −  
( j  is the output layer) and the formula 

( )( ) ( ( ))
( )j s j

j

E t
t g V t

y t
δ ∂ ′= −

∂
                   (18) 

where, the local gradients are calculated in the hidden 
layer.  

Step7) By introducing the momentum term, to adjust 
the learning weights of the traffic flow chaotic time series 
Volterra neural network. Introduce nonlinear feedback 
into the weighting formal to adopt Chaos Mechanisms, 
due to the nonlinear feedback is vector form of weighting 
variables. In order to facilitate understanding, 
respectively, gives the vector w  and its weighting formal, 
as follows. Note ( 1) ( 1) ( )l l l

ji ji jit t tΔ + = + −w w w , which 
represents the current value of weighting variables, then 

  1( 1) ( 1) ( ) ( ) ( )l l l l l
ji ji ji j it t t t tηδ +Δ + = + − = −w w w x .  

In order to speed up the learning process, in the right to 
join a momentum term ( )l

ji tαΔw , then 
1( 1) ( ) ( ) ( )l l l l

ji j i jit t t tηδ α+Δ + = − + Δw x w  
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where α is inertia factor; η  is learning step; 

, ( 1)j iw tαΔ +  is the introduction of the momentum and 
( )j tδ  is calculated with the formula (9). 
Expand this equation into scalar form as follow:  

1

1

1

1

( 1) ( ) ( ) ( ( ))

( 1 ) ( ) ( ) ( ( ))

( 1 2 ) ( 2) ( 2 ) ( ( 2 ))

( 1 ( 1) ) ( ( 1) ) ( ( 1) ) (

l l l l
ji j i ji

l l l l
ji j i ji

l l l l
ji j i ji

l l l l
ji j i ji

w t t x t g w t

w t t x t g w t

w t t x t g w t

w t m t m x t m g w

ηδ

τ ηδ τ τ τ

τ ηδ τ τ

τ ηδ τ τ

+

+

+

+

Δ + =− + Δ

Δ + + =− + + + Δ +

Δ + + =− + + + Δ +

Δ + + − =− + − + − + Δ ( ( 1) ))t m τ

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪ + −
⎩

           (19) 
where, feedback can take a variety of vector functions, 
for example:  

2( ) tanh( ) exp( )g x px qx= −  or  
( ) exp( )g x px q x= − , 

in the study, 0.7p = , 0.1q = . 
Step8) Calculating the modified weights in the traffic 

flow chaotic time series Volterra neural network in Step8) 
and transferred to step4), and train network again, then 
calculate the network output ( )y t  and the error E , 
repeated training until the relative error in traffic meet 

max 0.035E E< = . 
Step9) Output of every training storage of network 

parameters ,( )s i N mw ×=w  and sr  ( 1, 2, 9s = , 
1,2, 4i = ) in the traffic flow chaotic time series 

Volterra neural network. The activation function 
( ( ))s sg V t  is expanded into a Taylor series at the 

threshold sθ  and the expansion coefficient ( )i sd θ  is 
obtained. If the activation function is a polynomial, then 

,( )i s i sd aθ =  ( 1, 2, 9s = , 1, 2, 4i = ). 
Step10) According to the formula 

1 21 2 , , ,
1

( , , ) ( )
j

N

j j s i s s l s l s l
s

h l l l r d w w wθ
=

= ∑        (20) 

the kernel function ( 1, 2, 9s = , 1, 2, 4i = )  of the 
output system is calculated. 

V. EXPERIMENTAL RESULTS AND ANALYSIS 

Experimental objective is study how much extent does 
the prediction performance in VNNTF neural network 
improve from the aspects of model construction and 
algorithm application. 

In order to study the prediction performance of traffic 
flow time series in traffic flow VNNTF network, 
respectively the VNNTF network model, Volterra 
prediction filter and ANN to predict the network traffic 
flow chaotic time series, and analyze and compare their 
predictions. 

Multi-step prediction is a major aspect to reflect the 
performance of predictive model. Traffic flow time series 
Multi-step prediction is as follows: If the sample size is 
N , in the new data point cannot be used or only the 
sample points N , It can be predicted beyond 1N +  
values, can also predict the 2N + values, 

3N + values... N T+ values ( 0T > ). That is, for the 
known sample set can be extrapolated to predict T  step. 
The following multi-step prediction of the traffic flow 
VNNTF network, and the results compare with the multi-
step prediction of the BP neural network and filter 
Voltrra, further, analyzing the causes of the different 
predictions. In fact, the multi-step prediction results can 
also be compared with the prediction results of wavelet 
neural network Algorithm and Wavelet Neural Network 
Based on Chaotic Algorithm. Can also be an attempt of 
the analysis for the prediction of the different results. 

Where, the minimum embedding dimension in phase 
space is 4m = , the delay time is 3τ = , and the vector 
number of phase space reconstruction which can be used 
to train and predict is  ( 1) 327N m τ− − = . 

 
Figure 4. The 2-step forecast result and real result  

 
Figure 5. The 2-step forecast error curve 

 
Figure 6. The 3-step forecast result and real result 

In the network training of the multi-step prediction, 
such as Step 2 to Step 4, the training objectives of the 250 
reconstructed vector among the 327 reconstructed phase 
space vector are the  traffic flow signals from t′  to 

249t′ +  ( 12,13,14t′ = ).Network training, in order to 
compare with the measured traffic flow signal, the 

( 2,3, 4)T T =  step forecast traffic flow signal 
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corresponding 260 T+  ( 2,3, 4T = ) to 337 traffic flow 
signal, that is, if the forecast number of steps each one 
more, then its projection is reduced by one. If not to make 
a prediction comparison with the measured signal, it does 
not have this restriction. 

 
Figure 7. The 3-step forecast error curve 

 
Figure 8. The 4-step forecast result and real result 

 
Figure 9. The 4-step forecast error curve 

Were calculated the error root mean square in Figure 5, 
7 and 9, and these results are compared with the error 
root mean square of the BP network and the wavelet 
neural network based on the non-chaotic algorithm, and 
the compare results are shown in Table 1. From Table 1, 
with the increasing number of prediction steps, in which 
the same prediction step, the root mean square of the 
wavelet neural network based on chaotic algorithm is 
significantly less than the root mean square of BP neural 
network and the wavelet neural network based on non-
chaotic algorithm. 

Figure 4, 6 and 8, respectively, which corresponds to 
2-step, 3-step and 4-step predicted and actual comparison 
curves of VNNTF network based VNNTF network rapid 
learning algorithm; and “+” shows the true value, “o” 
shows the forecasted value Figure 3, 7, and 9 respectively, 

which corresponds to 2-step, 3-step and 4-step absolute 
error curve. Figure 4 to Figure 9 shows the effect of 3-
step prediction results is worse than the 2-step prediction, 
the effect of 4-step prediction results is worse than the 3-
step prediction; and the general trend is to predict the 
longer the step, the prediction performance has become 
getting worse. 

Analysis of multi-step prediction results to VNNTF 
network, the 2-step, 3-step and 4-step predictable 
performance overall is better than the BP neural network 
prediction and the Volterra filter prediction; this is 
because the network VNNTF combines the Volterra 
series and ANN network advantages, to overcome the 
difficulties of solving the Volterra kernel function and the 
blindness of ANN network modeling. In fact, the 
prediction results to VNNTF network is better than the 
wavelet neural network prediction based on chaotic 
algorithm, and this may be the establishment of a good 
traffic flow time series prediction model is relatively 
more important than to choose a good algorithm, from 
this sense, the establishment of traffic flow prediction 
model is the most critical. 

TABLE I. 
NORMALIZATION OF RMSE COMPARISON 

prediction 
step 

BP  
network  

Volterra  
filter 

VNNTF 
network 

1 step 0.7014 0.3567 0.1368 
2 step 0.8074 0.3941 0.1507 
3 step 0.8653 0.4225 0.2322 
4 step 0.9799 0.4782 0.2417 

VI.  CONCLUSIONS 

In the paper traffic flow chaotic time series VNNTF 
model was designed. A traffic flow VNNTF fast learning 
algorithm based on chaos theory was proposed. The 
method of model selection and algorithm design, are 
considered the chaotic characteristics of traffic flow time 
series, which is a theoretical value. Simulation results 
show that the method can reduce network training time 
and improve the forecast accuracy, and show better 
predictive effectiveness and reliability. 

ACKNOWLEDGMENT 

This research is financially supported by the National 
Natural Science Funds of China for Distinguished Young 
Scholar under Grant (50925727), and the Fundamental 
Research Funds for the Central Universities, Hefei 
University of Technology for Professor He Yigang, the 
National Natural Science Foundation of China (NSFC) 
for Professor Xue-ping Dong (No. 60974022) and the 
Universities Natural Science Foundation of Anhui 
Province (No.KJ2012A219) for Professor Yin Lisheng. 

REFERENCES 
[1] A. Maachou, R. Malti, P. Melchior, J-L. Battaglia, et al, 

“Application of fractional Volterra series for the 
identification of thermal diffusion in an ARMCO iron 
sample subject to large temperature variations, “the 18th 
IFAC World Congress, pp. 5621-5626, August 2011 

1486 JOURNAL OF COMPUTERS, VOL. 8, NO. 6, JUNE 2013

© 2013 ACADEMY PUBLISHER



[2] J. Biazara, H. Ghazvini, “He’s homotopy perturbation 
method for solving systems of Volterra integral equations 
of the second kind”, Chaos, Solitons & Fractals. Shahrood, 
Iran, vol. 39, no. 2, pp. 770-777, 2009. 

[3] S. Abbasbandy, A. Taati., “Numerical solution of the 
system of nonlinear Volterra integro-differential equations 
with nonlinear differential part by the operational Tau 
method and error estimation”, Journal of Computational 
and Applied Mathematics, Ghazvin, Iran, vol. 231, no. 1, 
pp. 106-113, September 2009. 

[4] Mehdi Dehghan, Mohammad Shakourifar, Asgar Hamidi, 
“The solution of linear and nonlinear systems of Volterra 
functional equations using Adomian–Pade technique”, 
Chaos, Solitons & Fractals.Shahrood, Iran, vol. 39, no. 5, 
pp. 2509-2521, March 2009. 

[5] Musa Asyali, Musa Alc, “Obtaining Volterra Kernels from 
Neural Networks”, World Congress on Medical Physics 
and Biomedical Engineering, vol. 2, pp. 11-15, 2006. 

[6] Guy Barles, Sepideh Mirrahimi, Benoît Perthame, 
“Concentration in Lotka-Volterra Parabolic or Integral 
Equations: A General Convergence Result”, Methods Appl. 
Anal. Boston, vol.16, pp. 321-340, 2009. 

[7] M.Ghasemi, M.Tavassoli Kajani, E.Babolian, “Numerical 
solutions of the nonlinear Volterra–Fredholm integral 
equations by using homotopy perturbation method”, 
Applied Mathematics and Computation, vol. 188, no. 1, pp. 
446-449, 2007. 

[8] Bing Liu, Yujuan Zhang, Lansun Chen, “Dynamic 
complexities in a lotka–volterra predator–prey model 
concerning impulsive control strategy”, International 
Journal of Biomathematics, vol. 1, no. 1, pp. 179-196, 
2008. 

[9] A. Ya. Yakubov, “On nonlinear Volterra equations of 
convolution type”, Differential Equations, 45, no. 9, pp. 
1326-1336, 2009. 

[10] Shunsuke Kobayakawa, Hirokazu Yokoi, “Evaluation of 
Prediction Capability of Non-recursion Type 2nd-order 
Volterra Neuron Network for Electrocardiogram”, Lecture 
Notes in Computer Science, vol. 5507, pp. 679-686, 2009. 

[11] Kang Ling, Wang Cheng, Jiang Tiebing, “Hydrologic 
model of Volterra neural network and its application”, 
Journal of Hydroelectric Engineering.25, no. 5, pp. 22-26, 
2006. 

[12] Haiying Yuan, Guangju Chen, “Fault Diagnosis in 
Nonlinear Circuit Based on Volterra Series and Recurrent 
Neural Network”, Lecture Notes in Computer Science, 
vol.4234, pp.518-525, 2006. 

[13] Wei Si, Zhe-Min Duan, Hai-Tao Wang, “Novel Method 
Based on Projection of Vectors in Linear Space to Identify 
Volterra Kernels of Arbitrary Orders”, Application 
Research of Computers, vol. 25, no. 11, pp. 3340-3342, 
2008. 

[14] Wei Si, Zhe-Min Duan, Hai-Tao Wang, “Novel Method 
Based on Projection of Vectors in Linear Space to Identify 
Volterra Kernels of Arbitrary Orders”, Application 
Research of Computers, 2008, vol. 25, no. 11, pp. 3340-
3342. 

[15] Wu Jian-Da, Hsu Chuang-Chin, Wu Guozhen, “Fault gear 
identification and classification using discrete wavelet 
transform and adaptive neuro-fuzzy inference”, Expert 
Systems with Applications, vol. 36: pp.6244-6255.2009. 

[16] Wu Jian-Da, Hsu Chuang-Chin, Wu Guozhen. “Fault gear 
identification and classification using discrete wavelet 
transform and adaptive neuro-fuzzy inference”, Expert 
Systems with Applications, vol. 36: pp. 6244-6255, 2009. 

[17] Lee Jong Jae, Kim Dookie, Chang Seong Kyu. “An 
improved application technique of the adaptive 

probabilistic neural network for predicting concrete 
strength”, Computational Materials Science, vol. 44: 
pp.988-998, 2009. 

[18] Hu xiao-jian, wang wei, sheng hui. “Urban Traffic Flow 
Prediction with Variable Cell Transmission Model”, 
Journal of Transportation Systems Engineering and 
Information Technology, no. 4, pp.17-22, 2010. 

[19] A. Ya. Yakubov, “On nonlinear Volterra equations of 
convolution type”, Differential Equations, 2009, 45, no. 9), 
pp.1326-1336. 

[20] Satoru Murakami, Pham Huu, Anh Ngoc, “On stability and 
robust stability of positive linear Volterra equations in 
Banach lattices”, Central European Journal of Mathematics, 
vol. 8, no. 5, pp. 966-984, 2010. 

[21] Yu. V. Bibik, “The second Hamiltonian structure for a 
special case of the Lotka-Volterra equations”, 
Computational Mathematics and Mathematical Physics, , 
vol. 47, no. 8, pp. 1285-1294, 2007. 

[22] Li-Sheng Yin, Xi-Yue Huang, Zu-Yuan Yang, et al, 
“Prediction for chaotic time series based on discrete 
Volterra neural networks”, Lect Notes Comput SC, vol. 
3972, pp. 759-764, 2006. 

 
 
Lisheng Yin (yls20000@163.com) received his doctor’s degree 
in Control Theory and Control Engineering from School of 
Automation, Chongqing University, Chongqing China. He is an 
associate professor in the School of Electrical and Automation 
Engineering, Hefei University of Technology.He conducts 
research in Modern intelligent algorithm, Chaos Theory, Neural 
network theory and Fuzzy Theory. 
 
 
Yigang He (hyghnu@yahoo.com.cn) received his doctor’s 
degree in Electrical Engineering from Electrical Engineering, 
Xi'an Jiaotong University, Xian China. He is a professor in the 
School of Electrical and Automation Engineering, Hefei 
University of Technology. He conducts research in Electrical 
science and engineering, automatic test and diagnostic 
equipment, High-speed low-voltage low-power integrated 
circuits, systems, intelligent and real-time information 
processing, Smart grid, electrical measurement techniques and 
Circuit theory of massive proportions and Mixed-signal system 
testing and diagnosis 
 
 
Xueping Dong (hfdxp@126.com) received his doctor’s degree 
in Control Theory and Control Engineering from School of 
Automation, Nanjing University Of Science and Technology, 
Nangjing China. He is an associate professor in the School of 
Electrical and Automation Engineering, Hefei University of 
Technology.He conducts research in Modeling and control of 
complex systems, Modern control theory and its application. 
 
 
Zhaoquan Lu (luzhquan@126.com) received his doctor’s 
degree from University of Science and Technology of China, 
Hefei China. He is a professor in the School of Electrical and 
Automation Engineering, Hefei University of Technology. He 
conducts research in Large time delay uncertain process and 
control, complex systems and controls, intelligent control, 
wireless communication network and automation systems, 
automotive electronics technology research and development, 
energy-saving control system research and development. 

JOURNAL OF COMPUTERS, VOL. 8, NO. 6, JUNE 2013 1487

© 2013 ACADEMY PUBLISHER


