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#### Abstract

In order to address the unreasonable distributed corners in single threshold Harris detection and expensive computation cost incurred from image region matching performed by normalized cross correlation (NCC) algorithm, multi-threshold corner detection and region matching algorithm based on texture classification are proposed. Firstly, the input image is split into sub-blocks which are classified into four different categories based on the specific texture: flat, weak, middle texture and strong regions. Subsequently, an algorithm is suggested to decide threshold values for different texture type, and interval calculation for the sub-blocks is performed to improve operation efficiency in the algorithm implementation. Finally, based on different texture characteristics, Census, interval-sampled NCC, and complete NCC are employed to perform image matching. As demonstrated by the experimental results, corner detection based on texture classification is capable to obtain a reasonable corner number as well as a more uniform spatial distribution, when compared to the traditional Harris algorithm. If combined with the interval classification, speedup for texture classification is approximately $30 \%$. In addition, the matching algorithm based on texture classification is capable to improve the speed of $26.9 \% \sim 29.9 \%$ while maintaining the comparable accuracy of $N C C$. In general, for better splicing quality, the overall stitching speed is increased by $14.1 \% \sim 18.4 \%$. Alternatively, for faster speed consideration, the weak texture region which accounts for a large proportion of an image and provides less effective information can be ignored, for which $23.9 \% \sim 28.4 \%$ speedup can be achieved at the cost of a $1.9 \% \sim 3.9 \%$ reduction in corner points. Therefore, the proposed algorithm is made potentially suited to uniformly distributed corner point calculation and high computation efficiency requirement scenarios.


INDEX TERMS Harris, texture classification, interval categorization, classification matching.

## I. INTRODUCTION

Image stitching represents a process of transforming partial views into larger-scale views by features such as corner detection, registration, fusion and the likes. It is regarded as a significant part of image processing and is extensively used in motion detection, resolution enhancement, remote sensing and medical imaging [1].

[^0]At present, a majority of the stitching algorithms can be classified into two groups: gray scale-based and featurebased approaches, where the feature-based registration one is preferred by researchers [2]-[4] for its affine invariance, stability and excellent robustness. Corner points which provide maximum curvature in micro regions of an image are usually taken as a comprehensive object descriptor, and the Harris algorithm is commonly applied as prior step to provide corner information as guidance for the following steps for image understanding [5], [6]. Nevertheless, the number of

Harris corner points derived from images varies significantly depending on the threshold value setting, and the value needs to be adjusted for different images [7]. To eliminate the need for manually adjustment, a variety of different adaptive threshold setting algorithms have been developed in the literature over the past decade. Li et al. [8] proposed an adaptive threshold factor ' $\rho$ ' to adjust it to a reasonable value and the Forstner operator is involved to identify the best feature point. Cui et al. [9] suggested a Harris corner detection algorithm based on Barron operator which is used to calculate the image gradient, then centre B-spline function is applied to smooth the image, and finally non-maximum inhibition and corner sieving are performed to determine the real corner points. The algorithm demonstrates strong anti-noise ability and is effective in the extraction of corner points. An adaptive corner detection algorithm based on iterative threshold calculation algorithm is put forward by Wang et al. [10] to avoid cluster and pseudo corner, based on which desirable results have been achieved in threshold setting and feature extraction. Shen et al. [11] came up with a method to split an image into several independent blocks and adopted an iterative method to determine the appropriate threshold for each block. Changan and Chilveri [12] proposed a Harris corner detection algorithm for stereo image feature matching and a threshold operator has been raised to obtain the upper and lower threshold value.

Nevertheless, the detection with a single threshold usually leads to an unreasonable distribution of corner points and iterative searching incurs a substantial amount of computation cost. In order to address this problem, an adaptive multi-threshold calculation approach based on image texture complexity analysis and classification is proposed to generate more uniformly distributed corner points. Firstly, images can be segmented into four types of regions based on texture complexity for all subsequent calculations. Secondly, the approach to calculating different threshold value is proposed for each texture region. Subsequently, Census algorithm, interval sampling NCC and complete NCC algorithm are employed in matching process for different regions rather a single $N C C$ for computation efficiency. Finally, fine matching is performed with the assistance of RANSAC, and image fusion is performed for image stitching. The experimental results indicated in section III demonstrates corner point distribution and computation performance by the algorithm proposed in the paper.

## II. FUNDAMENTAL

## A. SINGLE THRESHOLD VALUE

Harris corner detection algorithm demonstrates the desirable characteristics of high speed and high precision. Nevertheless, its threshold setting could make a direct impact on detection effect. To obtain corner points, single threshold value is usually employed and compared to the corner response function $(C R F)$, which is indicated in equation (1):

$$
\begin{equation*}
C R F=\operatorname{det}(M)-k(\operatorname{trace}(M))^{2} \tag{1}
\end{equation*}
$$

where, $\operatorname{det}(M)$ represents the determinant of the matrix $M(x, y)$, $\operatorname{trace}(M)$ indicates the trace of the matrix, $k$ denotes the empirical constant which ranges from 0.04 to 0.06 , and $M(x, y)$ refers to the autocorrelation matrix of the pixel $(x, y)$, as shown in equation (2):

$$
\begin{align*}
M(x, y) & =\sum_{x, y} w(x, y)\left[\begin{array}{cc}
I_{x}^{2} & I_{x} I_{y} \\
I_{x} I_{y} & I_{y}^{2}
\end{array}\right]  \tag{2}\\
w(x, y) & =e^{\frac{-\left(x^{2}+y^{2}\right)}{2 \sigma^{2}}} \tag{3}
\end{align*}
$$

where: $w(x, y)$ indicates a Gaussian window factor, as shown in formula (3). $I_{x}$ and $I_{y}$ represent the derivatives in the horizontal and vertical directions of the point in the image, respectively.

However, the texture complexity varies from region to region in an image. If a single threshold is employed, it has a great possibility that the corner points are subjected to suppression in the simple texture region and are made excessive in the complex textures region, which tends to result in unbalanced distributed corner points. With a low threshold value, it is prone to the generation of pseudo corner points and corner points cluster (as shown in Figure 1(a)). Otherwise, a high threshold value will lead to much sparser distributed corner points and makes it inadequate to describe the image features (as shown in Figure 1(b)).

## B. MULTI-THRESHOLD STITCHING BASED ON TEXTURE CLASSIFICATION

Herein, a dynamically multi-threshold calculation algorithm is proposed base on texture complexity to prevent the adverse consequences resulting from the mismatch between threshold and texture complexity. In the subsequent image stitching process, the corresponding algorithms are applied for different textures to improve the speed. To analyze the crucial factor of texture in the algorithm, the input image is segmented into multiple sub-blocks. The selection of the sub-block size is detailed in Section III.A based on experiment and $5 \times 5$ pixel block is employed for the following discussion.

In each sub-block, the texture complexity can be described by number ' $V$ ' according to the gray histogram peaks. The larger $V$ value, the richer the image texture represented by the sub-block. Otherwise, the flatter the texture is.

In this paper, four types of texture regions are involved for multiple threshold value setting and subsequent matching processing:

Flat Region $(V=1)$ : there is only a single gray value for the sub-block and no texture variation. This type of region is incapable to provide any effective information for corner detection. Thus, no corner points detection processing is required for time saving.

Weak Texture Region ( $1<V \leq 5$ ): texture variation is extremely small which can provide less information on corner points. Therefore, a smaller threshold is conducive to increasing the number of corner points.


FIGURE 1. Impact on corner detection by threshold value: (a) Small threshold; (b) Excessive threshold. (1) : Pseudo corner points; (2) : Corner clusters.

Middle Texture Region ( $5<V \leq 15$ ): the texture variation is noticeable, and the effective corner points have a higher likelihood of being detected with a medium threshold value.

Strong texture region $(V>15)$ : the texture varies significantly with a high probability to provide points information; however, a larger threshold is deemed necessary to prevent corner points clustering.

After the Harris corner detection, corner points matching is required, in which $N C C$ is one of the most commonly used algorithms, and the correlation coefficient is calculated to estimate similarity of the corner points as shown in formula (4):

$$
\begin{equation*}
N C C=\frac{\sum_{i}\left[I_{1}\left(x_{i}, y_{i}\right)-\bar{I}_{1}\right]\left[I_{2}\left(x_{i}, y_{i}\right)-\bar{I}_{2}\right]}{\sqrt{\sum_{i}\left[I_{1}\left(x_{i}, y_{i}\right)-\bar{I}_{1}\right]^{2}} \sqrt{\sum_{i}\left[I_{2}\left(x_{i}, y_{i}\right)-\bar{I}_{2}\right]^{2}}} \tag{4}
\end{equation*}
$$

where: $I_{1}$ and $I_{2}$ represent the associated windows of the corner points of two images, respectively. $\bar{I}_{1}$ and $\bar{I}_{2}$ denote their average gray value.

The NCC algorithm exhibits various advantages such as strong anti-noise ability and high precision. Despite this, it requires heavy computation [13], [14]. In order to achieve an optimal calculation efficiency in the corner points matching stage, different matching algorithms are applied to different texture region based on corresponding characteristics:

Flat Region: no matching processing is necessary.
Weak Texture Region: Census algorithm is classed as a non-parametric transform matching method [15], which is capable of excellent performance in large image noise and illumination variation scenarios, which makes it suitable for the weak texture region. In weak texture region, corner point distribution is sparse and beneficial to avoid repetitive or similar textures which are sensitive in Census algorithm [16]. The overall flow for the algorithm is as follows: 1) A $0 / 1$ sequence
is generated for a corner point window, where $0 / 1$ represents a given point that is large or less than the central pixel respectively. 2) Similarity for corner points is determined by Hamming distance of the sequence.

Middle Texture Region: for large matching window, it is unnecessary for all pixels to be involved in NCC operation [17], [18]. In order to expedite the calculation, the middle texture region takes the same interval sampling approach, by which the black dots is the pixels participating in the calculation and the white dots is discounted as shown in Figure 2.


FIGURE 2. Interval sample method.

Strong Texture Region: The texture information of this region is complex, and each pixel has a significant influence on the similarity calculation, which makes the complete $N C C$ operation imperative.

To avoid mismatching, the Random Sample Consensus (RANSAC) is adopted to perform fine matching, and the projection transformation matrix between two images is calculated. Finally, the image is stitched by image fusion.

## C. ALGORITHM FLOW

The algorithm flow is illustrated in Figure 3, which consists of the four stages: preprocessing to segment image sub-block for following steps, interval texture classification, multithreshold corner point calculation, corner points matching and image fusion based on texture classification. The multithreshold corner detection algorithm mainly focuses on the improvement made to the second and third stage.


FIGURE 3. Harris corner detection flow chart based on image classification.

## 1) INTERVAL TEXTURE CLASSIFICATION

As the Harris corner points detection are closely associated with the texture complexity, which is proposed to determine the multi-threshold value and the following steps. Traditionally, texture information is usually provided by descriptors for material classification, object recognition and natural scene identification applications [19]-[22].

As the number of gray levels in a sub-block is closely related to the texture gradient of a local region, texture classification based on the gray histogram for each sub-block is a significant factor for the following flows. Though block-byblock calculation provides accurate complexity information about each sub-block, the amount of calculation required is relatively large.

For images in practice, it has higher possibility for two adjacent sub-blocks classified into the same texture region. Taking advantage of this feature, an alternating interval calculation approach is proposed for texture classification as shown in Figure 4.

In the scan for texture classification, the calculation pointer jump to the interval sub-block unit after calculating a sub-block (as shown in the dark area of Figure 4). Then,


FIGURE 4. Interval texture classification.
a judgment is made as to whether two adjacent calculated dark sub-blocks belong to the same texture type. If yes, the intermediate white sub-blocks have a higher probability of falling within the same texture region with its left and right adjacent sub-blocks, and the texture characteristics are directly assigned. Otherwise, there is a necessity to return and calculate the texture complexity for the white block.

The process will continue to scan the entire image until all sub-blocks are classified and marked as either flat, weak, middle or strong texture regions.

## 2) MULTI-THRESHOLD CORNER POINTS DETECTION

In the stage, multi-threshold values are set in the order of strong, middle and weak texture region.


FIGURE 5. The original images: (a) and (b) Image of the mountain; (c) and (d) Image of the island; (e) and (f) Image of the building.

Strong Texture Region: the region represents strongest texture variation and it is necessary to impose limit on the maximum corner point number to avoid cluster. Firstly,
a smaller threshold $T_{0}$ is adopted to generate excessive corner points. Secondly, the $N$ th largest $C R F$ is taken as threshold for the region to reduce corner point number, where $N$ is


FIGURE 6. Impact of Sub-block on: (a) the mean of CRF of Std. Dev in four regions; (b) classification time.


FIGURE 7. Results for Interval texture classification.
parameter in relation to the strong region area defined by linear equation (5):

$$
\begin{equation*}
n=a S+b \tag{5}
\end{equation*}
$$

where, $S$ represents the total area of the strong regions. In addition, coefficients $a, b$ are determined by experiments conducted on different scenes, and the recommended values are 0.0053 and 43.12 respectively.

Middle and Weak Texture Region: the average mean square error (MSE) (eq. (6)) is employed to determine threshold value for the two regions.

$$
\begin{equation*}
D=\frac{1}{k} \sum_{s=1}^{k} \sqrt{\frac{1}{m \times n} \sum_{i=1}^{m} \sum_{j=1}^{n}\left(I_{i, j}-\bar{I}\right)^{2}} \tag{6}
\end{equation*}
$$

where $k$ represents the number of sub-blocks, and $m \times n$ indicates the sub-block size, $I_{i, j}$ denotes the gray value of each
pixel in the sub-block, and $\bar{I}$ refers to the average value of the sub-block gray values.

Eq. (7) is the empirical equation to decide the thresholds.

$$
T_{n}= \begin{cases}0.1 \times T_{u} & 0<D_{n} \leq \frac{D_{u}}{3}  \tag{7}\\ 0.4 \times T_{u} & \frac{D_{u}}{3}<D_{n} \leq \frac{2 \times D_{u}}{3} \\ T_{u} & \frac{2 \times D_{u}}{3}<D_{n} \leq D_{u}\end{cases}
$$

where: $T_{n}$ and $D_{n}$ represent the threshold and average MSE for the two regions, respectively. $T_{u}$ and $D_{u}$ denote the parameters of strong texture regions if the equation is applied to calculate threshold for middle regions, or the parameters of middle texture regions to calculate the threshold for weak regions.

Multi-threshold corner detection can be effective in increasing the corner points of the weak texture area, maintaining the corner points of the middle texture area, and reducing the corner points of the strong texture area to avoid clustering, which contributes to a more uniform distribution of the corner points.

## 3) IMAGE REGISTRATION AND FUSION

In the next stage, corner points are registered and performed by registration algorithm, precision matching was performed by RANSAC method, and finer adjustment was made to the weighted smoothing algorithm [23] to achieve smooth transitions between the two images.

## III. EXPERIMENTAL RESULTS AND ANALYSIS

Figure 5 presents an original image used in three sets of stitching, wherein (a) and (b) are 515 pixels $\times 607$ pixels; (c) and (d) are 551 pixels $\times 521$ pixels; (e) and (f) are 478 pixels $\times 467$ pixel.

## A. SUB-BLOCK SIZE ANALYSIS

The choice of sub-block size must give consideration to both the detected corner point distribution and computational efficiency.

In respect of corner point distribution, as the $C R F$ value is indicative of the local texture complexity, the sub-block size selection is expected to reduce the fluctuations, which are assessed by using the mean of the CRF standard deviation (Std. Dev) in each region. Figure 6(a) indicates the average Std. Dev variation for images in panorama dataset [24]. It can be found out that a larger block size results in a large average Std. Dev., which suggests a large fluctuation in $C R F$.

In terms of computational efficiency as shown in Figure 6(b), a large block size is conducive to lowering the time cost of texture classification.

Therefore, it is recommended to choose a $5 \times 5$ or $6 \times 6$ sub-block size. In this paper, $5 \times 5$ sub-blocks are employed for discussion simplification.

## B. RESULTS FOR INTERVAL TEXTURE CLASSIFICATION

Taking Figure 5 (a), (c), (e) as an example, the results for the interval texture classification are indicated in Figure 7. It can be seen that the strong texture region represents the strongest variation in an image, while the flat one fails to provide any corner points information.

As mentioned above, an alternative calculation strategy is applied to perform sub-block classification calculation. Figure 8 shows the time enhancement and classification accuracy rate when the jump step is set to 1 and 2 as compared to the non-jump calculation. It can be seen that the interval calculation approach is capable to provide about $30 \%$ time saving compared to the non-jumping one. Nevertheless, not obvious further improvement is made if the jumping step is greater than 1 . Besides, a large jumping step would cause the accuracy to decline. Therefore, it is recommended to


FIGURE 8. Time and classification accuracy statistics chart.
apply interval calculation method with step $=1$, with both efficiency and accuracy taken into account.

## C. CORNER POINTS DISTRIBUTION

Figure 9 illustrates corner point distribution calculated by the proposed (Figure 9(c), (f), (i)), the traditional Harris algorithm (Figure 9(a), (d), (g)) and Cui's algorithm [9] (Figure 9(b), (e), (h)). For the traditional Harris and Cui's algorithms, corner points show a tendency to concentrate at the complex texture regions, while simple texture regions contain a smaller number of corner points. By reducing corner points at the complex texture regions and increasing those at the simple texture regions, the proposed algorithm is capable to balance distribution of corner points. As a result, the algorithm can provide a reasonable number of corner points, and the distribution is made more uniform and reasonable, which is conducive to improving the quality of image stitching.

Figure 10(a) illustrates the proportion of different texture regions calculated of images listed in Figure 5 based the algorithm in this paper. It can be seen that the proportion of flat regions incapable to provide useful information is low, while the strong texture regions which represent largest variation account for about $20 \%$ to $30 \%$ of an image. Besides, a major part of the image can be classified into the weak and middle texture regions.

Furthermore, different regions make different contribution to corner points Figure 10(b). Though it accounts for about $20 \%$ to $30 \%$ of an image, the strong texture regions provide over $70 \%$ of the corner information. The weak texture regions which generally occupy a large proportion of the image can only provide less corner points information, for which calculation for the weak regions could be omitted for high speed applications.

## D. TIME CONSUMPTION

Following detection, the corner points need to be matched. Multiple matching algorithms premised on the texture


FIGURE 9. Corner detection results: (a), (d) and (g): Traditional Harris algorithm; (b), (e) and (h): Cui's algorithm; (c), (f) and (i): The proposed algorithm.

TABLE 1. Comparison between the multiple matching algorithms based on texture and NCC.

| Image | Corner matching based on classification |  |  | NCC |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Number of corner | Time(s) | RANSAC | Number of corner | Time(s) | RANSAC |
| 5(a),(b) | 197 | 2.556 | 170 | 207 | 3.568 | 178 |
| 5(c),(d) | 123 | 2.582 | 83 | 124 | 3.687 | 85 |
| 5(e),(f) | 66 | 2.119 | 25 | 64 | 2.901 | 26 |

classification are compared against the single $N C C$, as listed in Table 1. In terms of the number of the matched corner points, the multiple algorithms show similarity to $N C C$.

Besides, the computation time for the proposed algorithm is reduced as it only matches corner points belonging to the same texture regions rather than the whole image.


FIGURE 10. Proportion of: (a) Different texture region; (b) Corner point contribution.
TABLE 2. Times comparison table of each stage.

| algorithm | Image | Corner number | Reading image (s) | Texture classification (s) | Corner detection (s) | Matching (s) | Fusion (s) | Overall (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Harris + NCC | 5(a),(b) | 493,532 | 0.044 | 0 | 0.603 | 3.579 | 0.644 | 4.870 |
|  | 5(c),(d) | 551,472 | 0.046 | 0 | 0.492 | 3.619 | 0.525 | 4.682 |
|  | 5(e),(f) | 466,443 | 0.046 | 0 | 0.459 | 2.884 | 0.495 | 3.884 |
| Cui's | 5(a),(b) | 557,468 | 0.044 | 0 | 0.670 | 3.633 | 0.575 | 4.922 |
|  | 5(c),(d) | 526,512 | 0.046 | 0 | 0.617 | 3.637 | 0.557 | 4.857 |
|  | 5(e),(f) | 452,458 | 0.046 | 0 | 0.527 | 2.877 | 0.484 | 3.934 |
| Detect weak texture region | 5(a),(b) | 521,504 | 0.044 | 0.237 | 0.627 | 2.559 | 0.478 | 3.945 |
|  | 5(c),(d) | 552,490 | 0.046 | 0.265 | 0.609 | 2.582 | 0.496 | 3.998 |
|  | 5(e),(f) | 478,433 | 0.046 | 0.209 | 0.477 | 2.119 | 0.493 | 3.344 |
| Not detect weak texture region | 5(a),(b) | 511,491 | 0.044 | 0.238 | 0.460 | 2.181 | 0.562 | 3.485 |
|  | 5(c),(d) | 541,480 | 0.046 | 0.274 | 0.475 | 2.168 | 0.485 | 3.448 |
|  | 5(e),(f) | 466,416 | 0.046 | 0.229 | 0.406 | 1.758 | 0.515 | 2.954 |

TABLE 3. Evaluation results summary: SSIM.

| algorithm | diamondhead |  | goldengate |  | halfdome |  | rio |  | shanghai |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std. <br> Dev | Mean | Std. <br> Dev | Mean | Std. <br> Dev | Mean | Std. <br> Dev | Mean | Std. <br> Dev |
| Harris + NCC | 0.9060 | 0.0723 | 0.9272 | 0.0721 | 0.8435 | 0.0801 | 0.9270 | 0.0679 | 0.9218 | 0.0546 |
| Cui's algorithm | 0.9155 | 0.0637 | 0.9043 | 0.0726 | 0.8610 | 0.0779 | 0.9459 | 0.0462 | 0.9215 | 0.0530 |
| Detect weak texture region | 0.9592 | 0.0419 | 0.9852 | 0.0133 | 0.9392 | 0.0455 | 0.9760 | 0.0344 | 0.9729 | 0.0251 |
| Not detect weak texture region | 0.9245 | 0.0643 | 0.9530 | 0.0357 | 0.9024 | 0.0516 | 0.9585 | 0.0422 | 0.9434 | 0.0335 |

Furthermore, as the Census matching algorithm for weak texture regions, interval sampling for general texture regions and omitted calculation for flat texture regions can all
contribute to computation time, as a result of which the overall speed is increased by $26.9 \% \sim 29.9 \%$ when compared to single $N C C$.


FIGURE 11. Calculation time vs number of searching times for NCC, Interval sampling NCC and Census respectively.

The proposed algorithm as a whole is compared with the Harris $+N C C$ image stitching algorithm, as shown in Table 2. It can be seen that the overall speed improves by $14.1 \% \sim 18.4 \%$ when detecting the weak texture regions for higher image splicing quality purpose. Furthermore, the overall speed is increased by $23.9 \% \sim 28.4 \%$ by discounting the weak texture regions. In contrast, the number of corner points decreases by $1.9 \% \sim 3.9 \%$.

The proposed algorithm is compared against the Harris + NCC and Cui algorithms, as shown in Table 2. It can be seen that the matching is the most time costive stage in the whole process. For the most costive $N C C$ matching stage, it requires $O(M \times N)$ to conduct search to find out the matching points, for which $M$ and $N$ are the detected corner points of two images waiting to be stitched. However, the proposed texture segmentation limits the searching area, so that the searching complexity are $O\left(M_{w} \times N_{w}\right), O\left(M_{m} \times N_{m}\right)$ and $O\left(M_{s} \times N_{s}\right)$ for weak, middle and strong texture regions respectively. According to the inequality (8), the the overall speed is improved even if an additional texture classification stage is introduced.

$$
\begin{align*}
M \times N & =\left(M_{f}+M_{w}+M_{m}+M_{s}\right)\left(N_{f}+N_{w}+N_{m}+M_{s}\right) \\
& >M_{w} N_{w}+M_{m} N_{m}+M_{s} N_{s} \tag{8}
\end{align*}
$$

where, the subscripts $f, w, m$ and $s$ represent flat, weak, middle and strong texture regions respectively.

Besides, for a given correlation window size, the computational complexity for the $N C C$, interval $N C C$ and Census are $O(1)$, as a result of which the matching time is linear to the searching times as demonstrated in Figure 11. It also can be seen that computational efficiency is boosted in the above order.

## E. IMAGE STITCHING RESULTS AND QUALITY ANALYSIS

The image matching results are presented in Figure 12 in comparison to the NCC and Cui algorithms. It can be seen that the proposed algorithm restricts matched points in complex texture area and increases feature points in the weak and middle ones, thus providing a more balance corner point distribution.


FIGURE 12. The results of matching features detected by:(a) Harris+NCC algorithms; (b) Cui's algorithm; (c) The proposed algorithm, dot line: Middle texture regions, dashed line: Weak texture regions.

TABLE 4. Evaluation results summary: PSNR.

| algorithm | diamondhead |  | goldengate |  | halfdome |  | rio |  | shanghai |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | $\begin{aligned} & \hline \text { Std. } \\ & \text { Dev } \end{aligned}$ | Mean | $\begin{aligned} & \hline \text { Std. } \\ & \text { Dev } \end{aligned}$ | Mean | $\begin{aligned} & \hline \text { Std. } \\ & \text { Dev } \end{aligned}$ | Mean | $\begin{aligned} & \hline \text { Std. } \\ & \text { Dev } \end{aligned}$ | Mean | Std. Dev |
| Harris+NCC | 26.5391 | 4.1681 | 26.6005 | 1.9873 | 23.1037 | 2.5117 | 26.3509 | 4.1988 | 26.4096 | 2.6655 |
| Cui's algorithm | 27.0370 | 3.6924 | 25.7648 | 2.0852 | 23.3428 | 1.9333 | 27.0032 | 3.9096 | 26.4327 | 3.2511 |
| Detect weak texture region | 30.8891 | 5.8389 | 33.3983 | 3.6956 | 27.0209 | 3.6836 | 31.5565 | 4.7240 | 32.0420 | 4.1739 |
| Not detect weak texture region | 27.2253 | 4.9408 | 28.3718 | 3.4721 | 24.7768 | 2.4603 | 28.4361 | 3.6287 | 27.8270 | 2.7575 |



FIGURE 13. Image stitching results: (a) Image of the mountain; (b) Image of the island; (c) Image of the building.

The stitching result is indicated in Figure 13. Furthermore, in order to assess the stitching quality proposed by using this algorithm, SSIM [25] and PSNR are employed to conduct test on images with no scale transformations in the panorama
dataset. The results are shown in Table 3 and 4. It is noteworthy that the stitching quality will be relatively poorer, if the corner points in weak texture regions fail to be detected for computational efficiency, which also indicates that feature points from the regions also contributes to the image quality.

## IV. CONCLUSION

In this paper, multi-threshold corner detection and region matching algorithm based on texture classification are proposed aiming at the unreasonable corner point distribution caused by a single threshold value. In the multi-threshold value calculation stage, the texture features of image subblocks are judged based on gray histogram and then classified into four types, including strong, middle, weak and flat texture regions. Furthermore, an interval calculation and prediction strategy is introduced to the classification process for improvement to computation efficiency. In the subsequent image stitching stage, Census algorithm, interval sampling $N C C$ and complete $N C C$ algorithm are employed to match corner points based on the attributes of different texture region, which can improves the speed by $26.9 \% \sim 29.9 \%$ when compared to single $N C C$.

Due to distinct treatment for different texture regions, the proposed algorithm is capable to provide more uniform distributed corner points, and the overall stitching speed of the algorithm improves by $14.1 \% \sim 18.4 \%$. Furthermore, the computation speed can increase by $23.9 \% \sim 28.4 \%$ for sacrificing $1.9 \% \sim 3.9 \%$ corner points if the weak texture region is discounted. Therefore, the algorithm has a massive potential of applications where more uniformly distribution of corner points and high computation efficiency are required.
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