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ABSTRACT By the development of social media, sentiment analysis has changed to one of the most

remarkable research topics in the field of natural language processing which tries to dig information from

textual data containing users’ opinions or attitudes toward a particular topic. In this regard, deep neural

networks have emerged as promising techniques that have been extensively used for this aim in recent years

and obtained significant results. Considering the fact that deep neural networks can automatically extract

features from data, it can be claimed that intermediate representations extracted from these networks can

be also used as appropriate features. While different deep neural networks are able to extract various types

of features due to their distinct structures, we decided to combine features extracted from heterogeneous

neural networks usingmulti-view classifiers to enhance the overall performance of document-level sentiment

analysis by considering the correlation between them. The proposed multi-view deep network makes use of

intermediate features extracted from convolutional and recursive neural networks to perform classification.

Based on the results of the experiments, the proposed multi-view deep network not only outperforms single-

view deep neural networks but also has superior efficiency and generalization performance.

INDEX TERMS Deep learning, multi-view learning, convolutional neural network, recursive neural

network, sentiment analysis.

I. INTRODUCTION

By the rapid development of the World Wide Web, especially

social media, a large amount of textual data containing peo-

ple’s opinions and feelings is generated. While this textual

data is precious, useful and can be employed by companies,

government, and other people for making decisions, there is

a need to develop an intelligent system that can automatically

extract valuable information from them and classify them

based on their polarities. This issue is investigated in one of

the fields of natural language processing known as sentiment

analysis [1].

Although numerous studies have been carried out to pro-

pose accuratemethods for the task of sentiment analysis in the

last decades, the emergence of deep learning, as a subset of

machine learning, has made a dramatic improvement in this

The associate editor coordinating the review of this manuscript and

approving it for publication was Nikhil Padhi .

field in recent years [2]. Deep learning enables computational

methods that are made of numerous processing layers to

learn various representations of data considering the different

levels of abstraction. In fact, deep learning methods are able

to utilize multiple processing layers to generate various valu-

able features from data without human intervention [3], [4].

Accordingly, these methods have made a dramatic improve-

ment and impressive advancement in different fields, such

as computer vision [5], speech recognition [6], and natu-

ral language processing [7]. Following this trend, various

deep learning methods like convolutional neural network,

recurrent neural network, and recursive neural network have

been presented since the last previous decades and recent

studies are now increasingly focusing on their new use and

improvement [8], [9].

Although deep learning methods attracted a lot of attention

and made considerable advancement, each of them has its

potential and drawback and is able to extract particular types
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of features from data. Having this ability in our mind, it

can be indicated that intermediate representations that are

extracted from deep neural networks can be suitable to be

leveraged as features [10]. Otherwise, while various deep

learning methods have different structures, they are able to

generate different kinds of intermediate representations.

On the other hand, multi-view representation learning has

recently attracted a lot of researchers and now is considered as

one of the most promising directions in the field of machine

learning and data mining [11]–[13]. Multi-view learning tries

to learn the features of multi-view data with the aim of

developing prediction models. In other words, multi-view

learning employs heterogeneous properties of input data and

compared to single-view learning is able to learn features on

each view and train them jointly to enhance efficiency [14]. In

this regard, we decided to investigate the combination of deep

features extracted from heterogeneous deep neural networks

to identify if they are complementary or they can be combined

with a multi-view classifier to enhance the performance of

textual sentiment analysis.

Briefly, in this paper, a sentiment analysis framework is

proposed that uses heterogeneous deep neural networks to

extract features of input documents and classify them using a

multi-view classifier. The proposed multi-view deep network

is applied to single-view data and tries to make use of their

potentials. In this regard, firstly, abstract representations of

words are learned from a large amount of data. Then, con-

volutional and recursive neural networks are simultaneously

used to generate various representations of input text that are

considered as intermediate features. The sets of features that

are extracted by each deep neural network are considered as

distinct views. Finally, a multi-view classifier processes each

set that is regarded as a separate view and trains them jointly

to determine the sentiment polarity of each document.

In general, the contribution of this paper is as follows:

1) Although multi-view learning has been extensively used

in the field of image processing and obtained considerable

results, it is still in its early steps of development in the

field of natural language processing and only limited studies

have been conducted focusing on document classification and

to the best of our knowledge it is the first study that tries

to employ multi-view learning for document-level sentiment

analysis, 2) Multi-view methods are generally applied on

more than one source of data and try to find agreement

among them, while the proposed multi-view deep network is

trained on one source and two different deep neural networks

are used to extract to distinct views that are fed to multi-

view classifier in parallel, 3) Employing multi-view classifier

on the top of views extracted from deep neural networks

provides this opportunity to make use of the potentials of

convolutional and recursive neural networks at the same time

with the aim of improving the overall classification accu-

racy. Finally, based on the results of the experiments, the

proposed multi-view deep network obtained superior results

compared to both traditional and combinational deep learning

methods.

The remainder of this paper is classified as follows: Multi-

view learning and related studies are introduced in section 2.

The procedure of choosing intermediate representations form

deep neural networks is explained in section 3. The details of

the proposed multi-view deep network containing classical

deep neural networks are described in section 4. Experimen-

tal details and obtained results are extensively indicated in

section 5. Section 6 contains the conclusion and suggestions

for future research in this filed.

II. RELATED WORK

Considering the fact that the proposed model of this paper

tries to make use of both multi-view learning and deep neu-

ral networks, the literature review is also divided into two

sections. The first section covers multi-view learning and

remarkable studies that have been conducted in this filed.

Deep neural networks and their applications in the field of

sentiment analysis from the perspective of multi-view learn-

ing are reviewed in the second section.

A. MULTI-VIEW LEARNING

The goal of multi-view learning is to handle the challenge

of learning features of multi-view data in order to extract

appropriate information as well as providing a remarkable

prediction model. In other words, developing entities in real-

world using only onemeasuring technique is very challenging

and may lead to the ignorance of some important aspects

of them. However, data generated using multiple measuring

techniques can help depict all sides of them [12], [14]. Con-

sidering the fact that multi-view data are extensively available

in numerous real-world applications, multi-view learning,

which is a new direction in machine learning that tries to

improve generalization efficiency by learningmultiple views,

has attracted a lot of attention in recent years and has been

extensively employed in various fields, such as cross-view

classification [15], information retrieval [16], image classi-

fication [17], human pose estimation [18], and so on.

In general, most of multi-view learning methods use

single-view algorithms for learning and try to find low

dimensional common subspace to exhibit data. In this

regard, multi-view learning methods are generally catego-

rized into three major styles considering various applications

of multi-view data [19]: 1) Co-training style algorithms,

2) Co-regularization style algorithms, and 3) Margin consis-

tency style algorithms.

Co-training technique is one of the basic multi-view tech-

niques which is based on single-viewmachine learning meth-

ods and is typically employed for semi-supervised learning.

Co-training techniques are trained on two individual views

while confident labels are used for unlabeled data and along

with each iteration, unlabeled data of each view are labeled

considering classifier prediction of the other view [19]. For

instance, Co-training [20], Co-EM [21], and Co-clustering

[22] are representative algorithms of this style.

Co-regularization techniques use regularization terms in

the objective function to enhance the agreement between
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classifiers of two views [14]. In fact, they try to clarify data if

two distinct views are consistent or not. CCA [23], SVM-2K

[24], MULDA [25], and MvDA [26] belong to this style of

techniques.

Margin consistency algorithms are particularly introduced

as the subset of Maximum Entropy Discrimination (MED)

while margin is regarded as that in MED classifier. They

are able to take advantage of the consistency classification

results of two views. Algorithms in this category are based

on this hypothesis that margin from two distinct views is

consistent and therefore it can be stated that different views

share identical classification confidence [14]. MVMED [27],

SMVMED [28], and MED-2C [29] are algorithms that are

classified in this style.

B. DEEP NEURAL NETWORK

While the focus of this paper is on using deep neural networks

to extract features of distinct views, the application of deep

neural networks in the field of sentiment analysis from the

perspective of multi-view learning is explored in the follow-

ing.

There is no doubt that in recent years deep learning has

made a revolution in researches in the field of natural lan-

guage processing, particularly sentiment analysis. Convolu-

tional Neural Network (CNN) is one of the most studied deep

learning methods in the field of sentiment analysis. Kim [30]

conducted a series of experiments based on one layer con-

volutional neural network for this aim. Zhang et al. [31] pre-

sented a character-level convolutional neural network for text

classification that showed significant enhancement in clas-

sification accuracy. Moreover, Kalchbrenner et al. [32] pro-

posed a dynamic convolutional neural network that utilized

dynamic k-max pooling.

Recurrent Neural Network (RNN) is another deep learn-

ing method that considers sequential data. In this regard,

Tai et al. [33] employed Long Short Term Memory (LSTM)

network integrated with some complex units for sentiment

analysis. Kuta et al. [34] proposed tree structure gated recur-

rent neural network which was inspired by tree structure

LSTM and adaptation of Gated Recurrent Unit (GRU) to

recursive model. Besides these networks, a semi-supervised

model, known as the Recursive Neural Network (ReRNN),

has been also employed for the task of sentiment analysis

which uses continuous word vectors as input and hierarchical

structure. In this regard, Socher et al. [35] introduced amodel,

known as MV-RNN, that employed both matrix and vector

with the aim of representing words and phrases in the tree

structure.

From the perspective of multi-view learning, autoencoder

is an unsupervised deep neural network that has been exten-

sively employed. Ngiam et al. [36] proposed a bimodal deep

autoencoder for extracting features. They used consecutive

final hidden coding of video and audio as the inputs and

these inputs were then mapped to share representation. Multi-

view convolutional neural networks have also achieved con-

siderable attention in speech recognition, machine vision,

and natural language processing. Following a similar line

of research, Su et al. [37] proposed a framework based on

the multi-view convolutional neural network to unify and

compact features that were extracted from two various views.

In the following, Feichtenhofer et al. [38] also explored dif-

ferent methods to fuse representations obtained from convo-

lutional neural networks temporally and spatially to extract

informative features for recognizing human actions in the

video. Recurrent neural networks have been also used for

this aim. Cho et al. [39] employed recurrent neural network

to present RNN encoder-decoder model using multi-view

learning. Moreover, Sutskever et al. [40] used the LSTM net-

work to propose a multi-view sequence to sequence learning.

Multi-view recurrent neural networks have been also widely

applied to various applications like information retrieval

[41], video and image captioning [42], [43], visual question

answering [44], and so on.

Otherwise, multi-view learning has been also used in

the field of sentiment analysis and opinion mining. In this

respect, multi-view learning was generally applied to social

media consisting of pictures, videos, and text while each of

them is regarded as an individual view. From this point of

view, Tang et al. [45] presented a multi-view model that

was based on the relation among views to choose the most

related features. Niu et al. [46] also reported a comprehensive

introduction to the models on this subject. Wan [47] also

employed a combination of co-training and machine learning

techniques to take advantage of unlabeled data in another

language. Huang et al. [48] also used margin consistency

and co-regularization techniques combined with deep neural

networks for opinion mining of text.

Although deep neural networks and multi-view learning

have been extensively utilized in recent years, it can be

claimed that the motivation and the used methodology of

this paper that tries to combine features extracted from the

heterogeneous deep neural networks are entirely different

from other state-of-the-art. To the best of our knowledge, it

is the first time that the combination of features extracted

from convolutional and recursive neural networks are fed to

a multi-view classifier while the effect using various multi-

view learning techniques in the family of co-regularization

and margin consistency algorithms is also explored.

III. EXTRACTING FEATURES USING DEEP NEURAL

NETWORKS

Extracting appropriate features is considered as a significant

step in various applications of natural language processing

and extensive studies have been carried out on designing

robust features. Following a similar line of research, much

attention has been given to feature engineering. Compared

to traditional neural networks, deep neural networks do not

require predefined features and instead, they can learn spe-

cific features during the training process. This process has

made them a good option to be used as a feature extractor. To

this end, a comprehensive introduction of two typical deep
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neural networks and the motivation behind using them as

feature extractors are provided in the following sections.

A. CONVOLUTIONAL NEURAL NETWORK

Convolutional neural network is known as one of the most

famous types of deep neural networks which is designed

to provide a suitable representation of the input. In fact,

the strength of deep learning compared to machine learning

refers to its ability to extract features without requiring human

intervention and convolutional neural network, according to

its structure, can be considered as a good option for this

aim. Convolutional neural network generally contains con-

volutional layers, pooling layers, and several fully connected

layers on top. Convolutional layer is started with the word

matrix as an input where each row demonstrates the rep-

resentation of each token. By repeatedly applying various

convolutional filters on the input matrix, various feature maps

indicating valuable patterns of input data are produced. Due

to the diversity of feature maps achieved from various filter

sizes, a pooling layer, typically max pooling, is required to

induce fixed size vectors by finding the maximum from the

local features of previous outputs. This manipulation aims

to capture the significant features and reduce dimensionality.

The output is then fed to a fully connected neural network on

top that employs generated features to complete a classifica-

tion task [49].

• CNNFeatures: It is worthmentioning that convolutional

and pooling layers lead to the production of intermediate

representations of input data, known as low-level local

features, which are essential for consecutive compu-

tations. Therefore, despite machine learning methods

that employ handcraft or raw features that are usu-

ally meaningless and ineffective, deep neural networks

are able to learn representation automatically which is

also notable in convolutional neural network while its

structure is particularly designed for hierarchical feature

extraction. Overall, considering the fact the fully con-

nected layer on top of the convolutional neural network

works like a traditional feed-forward neural network,

it can be stated that intermediate variables between

convolutional and pooling layers can be employed as

automatically extracted features that are efficient and

purposeful.

B. RECURSIVE NEURAL NETWORK

Recursive neural network is another type of deep neural

networks that takes sequential data as an input and compute

compositional vector representation of various length phrases

which can be employed as features required for classification.

In other words, n-grams are given as input to the recursive

neural network, and based on the compositional model they

are parsed into a binary tree where each leaf node corresponds

to the vector representation of a word. In the following,

by employing various kinds of compositionality functions,

parent vectors are computed in a bottom-up fashion and then

FIGURE 1. Structure of a typical recursive neural network.

fed to the classifier as features. In other words, a recursive

neural network consists of an architecture in which by having

a positional directed cyclic graph, nodes are visited in topo-

logical order and transformations are applied recursively to

produce more representations from the previously computed

representation of children [50].

A typical structure of a recursive neural network is illus-

trated in Figure 1. Considering that C1 and C2 are word rep-

resentations of input words,P1 is the parent vector having two

children which is computed using f (

[

C1

C2

]

+b) where f is the

nonlinearity function. By applying this function recursively,

vectors for multiword sequences can be obtained [50].

• ReRNN features:As it is clear, the information in recur-

sive neural network travels from one node to another in a

parse tree where information of parent vector is achieved

through implicit interaction of children. Therefore, it can

be assumed that the information passed between nodes

carries important features of input sequences that are not

only different from the convolutional neural network’s

extracted features but also contain valuable information

that can be used for classification.

IV. PROPOSED MULTI-VIEW DEEP MODEL

The proposedmulti-view deep network contains four separate

components. Firstly, input data are processed to provide vec-

tor representations of words that are used in steps afterward.

Next, convolutional and recursive neural networks are trained

in parallel and act like feature extractor. In the following,

intermediate representations extracted from both deep neural

networks are passed to a multi-view classifier as two separate

feature sets to perform classification. The overall flowchart of

the proposed model is depicted in Figure 2.

A. WORD EMBEDDING

While documents are written in natural language, present-

ing them in the form to be understandable for deep neural

networks is very challenging. Although, traditional one-hot

vectors have been extensively employed in this field, using

word vectors instead of them has efficiently improved the

performance of many natural language processing tasks [9].

In this regard,Word2vec which is a shallow two layers neural
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FIGURE 2. The overall flowchart of the proposed model containing four components of word embedding, CNN part, ReRNN part and multi-view
(MV) classification.

FIGURE 3. The flowchart of word embedding part.

network is employed as a primary part of the proposed model

to convert words into D-dimensional word vectors.Word2Vec

is available in two different versions, a model based on Con-

tinuous Bag of Words (CBOW) and a model based on Skip-

Gram which is used in this paper [51]. Generally, Skip-Gram

learns the vector representation of a word by considering its

context. The flowchart of the word embedding section using

Skip-gram is presented in Figure 3.

As the Skip-gram training process is finished, results are

saved as a look-up table where each word has its correspond-

ing vector. Considering that n is the number of input words

and d is the length of word embedding, each word is therefore

encoded by a row vector in embedding matrix A ∈ R
n×d

which is considered as a single-view data for a document.

This single-view data is then passed into convolutional and

recursive neural networks respectively.

B. EXTRACTING FEATURES FROM CNN

To produce new features from the input text, the convolutional

operation must be applied on sentence matrix ∈ R
n×d . To

generate a variety of features, several channels with various

window sizes are considered in our model. In each channel,

data are divided into different pieces and are then processed

using convolutional operation, activation function and pool-

ing layer. Each channel also contains an exclusive window

FIGURE 4. The flowchart of convolutional neural network part.

size known as a filter. While the sequential structure of a

sentence has a prominent impact in determining its meaning,

each filter width is supposed to be equal to the dimensionality

of word vector (d) and filter weight (h) can be varied. There-

fore, by considering that each filter is described by matrix

w ∈ R
h×d , the output sequence (Oi = woA[i : i + h − 1])

is obtained by repeatedly applying filter (w) on sentence

matrix (A).Where i = 1, . . . , s−h+1 and o is the dot product

between the inputs matrix and convolution filter. By adding a

bias term (b ∈ R) and Relu activation function, new features

are generated. In the following, by applying the pooling

layer, max pooling for instance, the most important features

indicating the pattern of input documents are obtained [52].

Generally, the results of various channels are concatenated

and then passed to the perceptron. The overall structure is

presented in Figure 4.

The idea behind our model is that instead of passing the

output features to perceptron, the extracted intermediate vari-

ables can be considered as an individual view. The reason is

twofold: Firstly, while the main part of convolutional neural

network structure is finished, it can be stated that the results in

this stage contain its most characteristic operation. Secondly,
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calculation related to perceptron is linear while it is one of

the most basic tasks in machine learning. Therefore, it can be

concluded that while perceptron is able to perform this task

efficiently, extracted intermediate variables are then appropri-

ate features for classification. Overall, extracted intermediate

variables are considered as the first exclusive view which is

going to be trained using the supervisedmulti-view classifiers

in the following steps.

C. EXTRACTING FEATURES FROM ReRNN

The recursive neural network that is used in our model is

basically the one in [53] which tries to fit a more complex

compositionally function. This model adds new features to

the general recursive neural network through a nested neural

layer. In other words, to compute parent vector, firstly, a

new feature is computed using the nested neural layer and

by employing this new feature along with children’s vectors,

the parent’s vector representation is obtained and each node

employs Softmax classifier to predict its label. Considering

that Vc1 and Vc2 are children’s vectors and Vm is the new

feature that is computed using Vm = f (w1

[

Vc1
Vc2

]

= b).

Therefore, Vp will be the parent vector that is computed using

Vp = f (w2





Vc1
Vc2
Vm



 = b). The overall structure is presented

in Figure 5.

FIGURE 5. The flowchart of recursive neural network part.

Following the similar idea mentioned in the previous

section, it can be stated that intermediate features extracted

in this stage contain its most characteristic operations. Conse-

quently, extracted intermediate variables can be also consid-

ered as the second exclusive viewwhich is going to be trained

using the supervised multi-view classifiers in the following

steps.

D. MULTI-VIEW CLASSIFICATION

Intermediate features extracted from previous layers are

considered as two separate views. Therefore, by having two

various views of documents and their sentiment labels, the

multi-view classifier can be trained to fit them. In other

words, by applying multi-view learning, heterogeneous prop-

erties of the dataset can be utilized and by learning a function

on each view and training them jointly, the overall perfor-

mance can be enhanced. In this regard, among supervised

multi-view classifiers, KCCA [23] and SVM-2k [24] in the

group of co-regularization style algorithm and MVMED [27]

and SMVMED [28] in the group of margin consisting style

algorithm are chosen and explained in details in the following.

1) KCCA ALGORITHM

Canonical Correlation Analysis (CCA) is one of the represen-

tatives of co-regularization style algorithms that tries to corre-

late linear relationships between two various feature sets [23].

CCA aims to find a linear transformation for each feature set

and then maximize the correlation between these transformed

feature sets. In the following, the covariance of each trans-

formed feature set is regularized to have enough small value.

Considering that there are two feature sets demonstrating

each view, CCA seeks to compute two projection directions

wA and wB corresponding to the first and second views

respectively and maximize the linear correlation coefficient

as follows (Eq.1):

cov(wTAX ,wTBY )
√

Var(wTAX )Var(w
T
BY )

=
wTACABwB

√

(wTACAAwA)(w
T
BCBBwB)

(1)

where CAB, CAA and CBB are the covariance matrices which

are calculated as CAB = 1
n
XY T , CAA = 1

n
XXT and CBB =

1
n
YY T . While wA and wB are scale-independent parameters,

the following optimization (Eq.2) can be obtained.

maxwA,wB = wTACABwB

Such that wTACAAwA = 1, wTBCBBwB = 1 (2)

By solving the eigenvalue problem, the optimal solution

of the projection direction wA and wB are achieved (Eq.3).

Where 0 shows zero vector relating to the proper number of

zero elements.

[

0 CAB
CAB 0

] [

wA
wB

]

= λ

[

CAA 0

0 CBB

] [

wA
wB

]

(3)

Kernel Canonical Correlation Analysis (KCCA) is con-

sidered as an extension of CCA which tries to maximally

correlate nonlinear relationships between two various fea-

ture sets [23]. The desired projection vectors w∅
A and w∅

B

are represented as a linear combination of all training sam-

ples existing in each feature set and there are coefficient

vectors as a =
[

a1, . . . , an
]T

and b =
[

b1, . . . , bn
]T
.

By substituting w∅
A =

∑n
i=0 a

i∅A(Ai) = ∅ (X) a and w∅
B =

∑n
i=0 b

i∅B(Bi) = ∅ (Y ) b into (Eq.2) and considering the def-

inition of kernel matrix, the following optimization (Eq.4)

can be obtained for KCCA which is solved in a similar

way as CCA.

maxa,b = aTKAKBb

Such that aTKAKAa = 1, bTKBKBb = 1 (4)
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2) SVM-2K ALGORITHM

While SVM is a 1-dimensional projection followed by thresh-

olding, SVM-2K integrates the two steps by establishing

the constraint of similarity between two 1-dimensional pro-

jections distinguishing two well-defined SVMS [24]. In

fact, SVM-2k trains SVM separately on both existing views

and regularize them using constraints of similarity by a

ǫ-intensive term (Eq.5)
∣

∣(wA, φA (xi)) + bA − (wB, φB (xi)) − bB
∣

∣ ≤ ηi + ǫ (5)

where wA and wB are weight and bA and bB are the threshold

of the first and second views respectively. Moreover, φA and

φB demonstrate two feature functions while xi is the input and

ηi is the slack variable.

By combining this constraint with the common constraint

of 1-norm SVM and by applying various regularization con-

straint, the following optimization (Eq.6) can be obtained for

the classifier parameters of (wA, bA) and (wB, bB).

minL =
1

2
‖wA‖

2 + ‖wB‖
2 + C1

l
∑

i=1

qAi

+C2

∑l

i=1
qBi + D

∑l

i=1
ηi

Such that
∣

∣(wA, φA (xi)) + bA − (wB, φB (xi)) − bB
∣

∣

≤ ηi + ǫ,

yi((wA, φA (xi)) + bA) ≥ 1 − qAi ,

yi((wA, φA (xi)) + bA) ≥ 1 − qBi ,

qAi ≥ 0, qBi ≥ 0, ηi ≥

0 all for (1 ≤ i ≤ l) (6)

It must be taken into consideration that C1,C2,D and ǫ are

nonnegative parameters while qAi and qBi are slack vectors.

Assuming that ẃA, ẃB,b́A, and b́B are the solution of this

optimization problem, SVM-2K decision function can be

computed as follows (Eq.7)

f (x) =
1

2
((ẃA, φA (xi)) + b́A + (ẃB, φB (xi)) + b́B))

=
1

2
(fA (x) + fB (x)) (7)

Dual problem (Eq.8) of the mentioned optimization prob-

lem can be obtained by applying normal Lagrangemultipliers

techniques while αAi , αBi , β+
i and β−

i are their corresponding

vectors.

max W = −
1

2

∑l

i,j=1
(gAi g

A
j kA

(

xi, xj
)

+ gBi g
B
j kB

(

xi, xj
)

)

+
∑l

i=1
(αAi + αBi )

Such that gAi = αAi yi − β+
i + β−

i ,

gBi = αBi yi − β+
i + β−

i ,
∑l

i=1
gAi = 0 =

∑l

i=1
gBi ,

0 ≤ α
A/B
i ≤ C1/2,

0 ≤ β
+/−
i , β+

i + β−
i ≤ D (8)

By considering ǫ = 0, the prediction function for each

view is calculated as (Eq.9):

fA/B(x) =
∑l

i=1
g
A/B
i kA/B (xi, x) + bA/B (9)

3) MVMED ALGORITHM

Multi-ViewMaximum Entropy Discrimination (MVMED) is

considered as an extension of MED with multiple feature

sets where the classification margin of each view achieved

from the mentioned feature sets must be identical [27]. It

means that the classification confidences from various views

are supposed to match each other entirely. Considering that

we are given a multi-view dataset as
{

X1
t ,X2

t , yt |1 ≤ t ≤ n
}

,

where X1
t and X2

t demonstrate the t th samples from the first

and second view respectively and yt denotes their corre-

sponding labels. MVMED tries to investigate the joint dis-

tribution over the first and second view classifier parameters

(21 and 22). In other words, MVMED employs joint distri-

bution p (21, 22, ϒ) where 21 = {θ1, b1} , 22 = {θ2, b2}

and ϒ = {ϒ1, . . . , ϒn} is the common margin vector.

Accordingly, the optimization problem of MVMED is cal-

culated as follows (Eq.10):

min(21,22,ϒ)KL(p (21, 22, ϒ) ||p0 (21, 22, ϒ))

Such that

∫

p (21, 22, ϒ) [ytL1(X
1
t |21)

− yt ]d21d22dϒ ≥ 0
∫

p (21, 22, ϒ) [ytL2(X
2
t |22)

− yt ]d21d22dϒ ≥ 0

1 ≤ t ≤ n (10)

where L1(X
1
t |21) and L2(X

2
t |22) denote the discrimination

function of the first and second views respectively. In the fol-

lowing, the expected large margin constraints are applied to

both views. The solution of MVMED optimization problem

depends on Theorem 1.

Theorem 1: The solution to MVMED problem has the

following general form (Eq.11):

p (21, 22, ϒ)

=
1

Z (λ1, λ2)
p0 (21, 22, ϒ)

× e(
∑n

t=1 λ1t
[

ytL1
(

X1
t | 21

)

−yt
]

+
∑n

t=1 λ2t
[

ytL2
(

X2
t | 22

)

−yt
]

)

(11)

where z(λ1, λ2) is the normalization constant and λ1 =

{λ11, . . . , λ1n} and λ2 = {λ21, . . . , λ2n} define two sets of

nonnegative Lagrange multipliers, one for each classification

constraint. λ1 and λ2 are set by finding the unique maximum

of the following jointly concave objective function (Eq.12):

J (λ1, λ2) = −logZ (λ1, λ2) (12)

After gaining λ1 and λ2, the distribution p (21, 22, ϒ)

is correspondingly characterized. In the following, as ϒ

is marginalized, the distribution p (21, 22) is therefore
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obtained which can be employed for predicting the label of

a new input sample (X1,X2) using the following equations

(Eq.13 and Eq.14):

ŷ1 = sign(

∫

p (21, 22)L1(X
1|21)d21d22 (13)

ŷ2 = sign(

∫

p (21, 22)L2(X
2|22)d21d22 (14)

By integrating the two views, the overall prediction rule is

(Eq.15):

ŷ = sign(
1

2

∫

p (21, 22)(L1

(

X1 | 21

)

+L2

(

X2 | 22

)

) × d21d22) (15)

4) SMVMED ALGORITHM

Soft margin consistency based Multi-View Maximum

Entropy Discrimination (SMVMED) is an extension of

MVMED which tries to obtain margin consistency in a less

strict way [28]. As a result, the relative entropy between

the fundaments of two view margins is maximized. In other

words, despite MVMED which employs hard margin con-

sistency rule that forces the views to have the same mar-

gin, SMVMED attains soft margin consistency. Therefore,

SMVMED is more flexible due to the profiting from a trade-

off parameter balancing the large margin and margin consis-

tency which is obtained by minimizing the KL-divergence

between the fundaments of margin parameters form the two

views.

Similar to MVMED, suppose that there is a multi-view

dataset as
{

X1
t ,X2

t , yt |1 ≤ t ≤ n
}

, where X1
t and X2

t demon-

strate the t th samples from the first and second views respec-

tively and yt denotes their corresponding labels. The goal of

SMVMED is to learn two discriminant functions L1(X
1
t |21)

and L2(X
2
t |22) corresponding to the first and second views

respectively while 21 and 22 are their classifier parame-

ters. Unlike MVMED that uses augmented joint distribution,

SMVMED assumes that there are dependent distributions as

p (21) and p(ϒ) for the first view and q (22) and q(ϒ)
for the second view. Therefore, their joint distributions are

p (21, ϒ) = p (21) p(ϒ) and q (22, ϒ) = q (22) q(ϒ)

where ϒ = {ϒt |1 ≤ t ≤ n} is the margin parameter. More-

over, p (21) and q (22) are respectively the posteriors of

21 and 22 and p(ϒ) and q(ϒ) are also respectively the

posteriors of the margins from the first and second views.

Accordingly, the optimization problem of MVMED is cal-

culated as follows where the parameter α plays the trade-

off role aiming to balance the large margin and soft margin

consistency (Eq.16):

minp(21,ϒ),q(22,ϒ)KL(p (21) ||p0(21))

+KL(q (22) ||q0(22))

+(1 − α)KL(p (ϒ) ||p0(ϒ))

+(1 − α)KL(q (ϒ) ||q0(ϒ))

+αKL(p (ϒ) ||q(ϒ)) + αKL(q (ϒ) ||p(ϒ))

Such that
∫

p (21, ϒ) [ytL1(X
1
t |21) − yt ]d21dϒ ≥ 0

∫

q (22, ϒ) [ytL2(X
2
t |22) − yt ]d22dϒ ≥ 0

1 ≤ t ≤ n (16)

While finding the solution of making the partial derivatives

of Lagrangian of (Eq.16) is tricky (p (21, ϒ) = 0 and

q (22, ϒ) = 0), an iterative scheme is used for finding the

solution where pm (21, ϒ) and qm (22, ϒ) are updated by

solving the following two problems (Eq.17 and Eq.18):

pm (21, ϒ)

= minpm(21,ϒ)KL(p
m (21) ||p0(21))

+(1 − α)KL(pm (ϒ) ||p0(ϒ))

+αKL(pm (ϒ) ||q(ϒ))

Such that
∫

pm (21, ϒ) [ytL1(X
1
t |21)

−yt ]d21dϒ ≥ 0

1 ≤ t ≤ n (17)

And

qm (22, ϒ)

= minqm(22,ϒ)KL(q
m (22) ||q0(22))

+(1 − α)KL(qm (ϒ) ||q0(ϒ)) + αKL(qm (ϒ) ||q(ϒ))

Such that
∫

qm (22, ϒ) [ytL2(X
2
t |22)

−yt ]d22dϒ ≥ 0

1 ≤ t ≤ n (18)

Accordingly, the solution of SMVMED optimization prob-

lem depends on the Theorem 2.

Theorem 2: The solution to SMVMED problem has the

following general forms (Eq.19, Eq.20):

pm (21, ϒ)

=
1

Zm1 (λ
m
1 )
p0 (21) [p0 (ϒ) ]1−α[qm−1 (ϒ) ]

α

× e
(
∑n

t=1 λm1,t

[

ytL1
(

X1
t | 21

)

−yt
]

)
(19)

qm (22, ϒ)

=
1

Zm2 (λ
m
2 )
q0 (22) [q0 (ϒ) ]1−α[pm (ϒ) ]

α

× e
(
∑n

t=1 λm2,t

[

ytL2
(

X2
t | 22

)

−yt
]

)
(20)

where Zm1 (λ
m
1 ) and Z

m
2 (λ

m
2 ) are the normalization constants

and λm1 and λm2 are set by finding the maximum of the follow-

ing objective functions (Eq.21, Eq.22):

Jm1 (λ
m
1 ) = − logZm1 (λ

m
1 ) (21)

Jm2 (λ
m
2 ) = − logZm2 (λ

m
2 ) (22)
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After each iteration, the relative error between values of

(Eq.21) and values (Eq.22) from two successful iterations

are respectively calculated for determining the convergence.

When the relative errors computed using the following equa-

tions (Eq.23, Eq.24) are both than less than the tolerance ǫ,

the iteration ends.

Jm1 (λ
m
1
) − Jm−1

1 (λ
m−1

1
)

Jm−1
1 (λ

m−1

1
)

(23)

Jm2 (λ
m
2
) − Jm−1

2 (λ
m−1

2
)

Jm−1
2 (λ

m−1

2
)

(24)

After obtaining p (21) and q (22), the label of a new

input sample (X1,X2) can be predicted using the following

equations (Eq.25 and Eq.26):

ŷ1 = sign(

∫

p (21)L1(X
1|21)d21 (25)

ŷ2 = sign(

∫

p (22)L2(X
2|22)d22 (26)

By integrating the two views, the overall prediction rule is

(Eq.27):

ŷ = sign(
1

2

∫

p (21)L1

(

X1 | 21

)

d21

+
1

2

∫

p (22)L2

(

X2 | 22

)

d22) (27)

V. EXPERIMENTS

A. EXPERIMENT DESCRIPTION

Deep neural networks have the potential to automatically

extract features without human intervention. We hypothe-

sized that the intermediate representations extracted from

deep neural networks can be used as suitable features for

the task of sentiment classification. On the other hand, while

various deep neural networks have different structures, they

are therefore able to extract different types of intermediate

representations. In this regard, we decided to combine deep

features extracted from convolutional and recursive neural

networks to see if they are complementary or merging them

with a multi-view classifier can enhance the overall effi-

ciency.

For this aim, we employed four of the most effective multi-

view classifiers in our proposed model and various experi-

ments considering the different variations were carried out to

illustrate that applying a multi-view classifier on heteroge-

neous single-view data can not only take advantages of their

potentials but also improve the overall performance. Different

variations of the proposed model are as follows. Notably,

they all employ pre-trained word vectors obtained from Skip-

Gram model as input.

• CNN-RNN+KCCA: Intermediate representations

extracted from convolutional and recursive neural net-

works are fed to KCCA algorithm for classification.

• CNN-RNN+SVM2K: Intermediate representations

extracted from convolutional and recursive neural net-

works are fed to SVM2K algorithm for classification.

• CNN-RNN+MVMED: Intermediate representations

extracted from convolutional and recursive neural net-

works are fed to MVMED algorithm for classification.

• CNN-RNN+SMVMED: Intermediate representations

extracted from convolutional and recursive neural net-

works are fed to SMVMED algorithm for classification.

To illustrate that applying a multi-view classifier on a

single-view data obtained from convolutional and recursive

neural networks can improve the classification accuracy, the

proposed model must be compared to some baselines. In this

regard, the obtained results are compared with some of the

state-of-the-art in the family of convolutional and recursive

neural networks that are explained in the following:

• CNN Basic (1-layer): Basic convolutional neural net-

work with max-pooling [32].

• CNN-non-static: Convolutional neural network which

employs word vectors that are fine-tuned for each spe-

cific task [30].

• CNN-multichannel: A convolutional neural network that

employs two sets of word vectors. Each set is consid-

ered as a separate channel. Although filters are applied

in both channels while gradients are propagated only

through one channel [30].

• DCNN: Convolutional neural network with dynamic

max-pooling [32].

• RecRNN: Basic Recursive Neural Network [50].

• RNTN: Recursive Neural Tensor Network [50].

• MVRNN: Matrix-vector recursive neural network using

a parse tree [35].

• RN3: Recursive Nested Neural Network [53].

B. DATASET

All variations of the proposed model are evaluated on two

different sets of Stanford Sentiment Treebank as SST1 and

SST2. SST1 is the extended version of MR [54] dataset that

has train/dev/test split and fine-grained labels. Reviews in

this dataset are categorized into five categories as negative,

somewhat negative, neutral, somewhat positive, and positive.

SST2 is the modified version of SST1 that only includes

binary labels (negative and positive) and neutral labels are

eliminated [50]. It must be taken into consideration that

both of these datasets are for sentence-level classification

and Standard train/test sets of SST1, SST2 were used for

conducting the experiments. Summary statistics of these two

datasets after tokenization is presented in Table 1.

C. MODEL CONFIGURATION

It is worth mentioning that hyper-parameters have a great

impact on the classification performance and their various

combinations may lead to similar results. To obtain the opti-

mal values for the hyper-parameters of the proposed model,

an extensive range of experiments were conducted and the

employed hyper-parameters are divided into two groups. The

first group is related to the training of the word vectors using

Skip-Grammodel where the dimensionality of 150words and
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TABLE 1. Statistics of SST1 and SST2 datasets.

a window size of 3 were assumed and word vectors were

also updated with a learning rate of 0.025. The second group

is related to the hyper-parameters of the used deep neural

networks. For the convolutional part, the number of filters and

filter size were treated as hyper-parameters while the hidden

state dimension was considered as a hyper-parameter for the

recursive part. Dropout was also used along the training to

reduce overfitting.

Based on our observations, filter size (3,4,5) and 150 fil-

ters yielded to the best results. The highest performance of

the recursive part was also obtained when the hidden state

dimension was between 30 and 40. To reduce overfitting, the

proposed model was regularized with a dropout rate of 0.5.

Notably, ADADELTA update rule was used for stochastic

gradient descend while a learning rate of 0.01 was used for

training. Mini-bath size was equal to 25 and 50 epochs were

used to train the model.

Moreover, in order to investigate the sensitivity of the

proposed model to various values of hyper-parameters, we

decided to investigate the effect of various hyper-parameters

setting. In this regard, we hold all setting constant and vary

only one factor to examine the sensitivity of the proposed

model. We report the effect of the filter size, number of

filters, hidden state dimension, and dropout rate on one of the

variations of the proposed model (CNN-RNN+SMVMED).

• In order to investigate the effect of the filter size, various

numbers of filter sizes were explored while the other

parameters were kept constant. According to previous

studies that demonstrated the priority of multiple filter

sizes in comparison to the single filter size, we also used

multiple region sizes in our experiments As can be seen

in Table 2, various filter size has a great impact on the

performance of the model and the greatest accuracy is

obtainedwhile themultiple filter size was set as (3, 4, 5).

• To explore the impact of the number of filters, all factors

were held constant and we only changed the number

of filters in each region. Based on the obtained results

(Table 3), it is clear the number of filters has also consid-

erable impact on the performance of the proposed model

and the highest accuracy was obtained while the number

of filters was set to 150.

• To explore the influence of the hidden state dimension,

various dimensions of hidden states were explored while

the other parameters were kept constant. Based on the

obtained results (Table 4), the highest accuracy was

TABLE 2. The effect of the filter size on the performance of the proposed
model (CNN-RNN+ SMVMED).

TABLE 3. The effect of the number of filters on the performance of the
proposed model (CNN-RNN+ SMVMED).

TABLE 4. The effect of the hidden state dimension on the performance of
the proposed model (CNN-RNN+ SMVMED).

obtained when the hidden state dimension was between

30 and 40.

• In order to investigate the effect of dropout as a regular-

ization technique, different dropout rates in the range of

0.1 to 0.9 were used to find the optimal rate. Based on

the obtained results (Table 5), the highest accuracy was

obtained when the dropout rate was around 0.5.

D. RESULTS AND DISCUSSION

In order to provide a fair comparison between the proposed

model and other existing traditional models, a wide range

of experiments were conducted and all variations of the

proposed model were compared to a wide range of single-

view models. The empirical results are presented in Table 6

which contains two sections. The first section of the table con-

tains single-view models in the family of convolutional and

recursive neural networks while all variations of the proposed

model that occupy multi-view classifiers are depicted in the
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TABLE 5. The effect of the dropout rate on the performance of the
proposed model (CNN-RNN+ SMVMED).

TABLE 6. Percentage accuracies of all variations of the proposed model
against other single-view models.

second section. Notably, the results of single-viewmodels are

taken from their original papers.

As it is illustrated, all variations of the proposed model

perform relatively better in comparison to the other baselines.

Accordingly, it can be concluded that employing multi-view

learning can enhance the accuracy and therefore multi-view

classifiers have considerably greater performance compared

to single-view classifiers. Specifically, using SMVMED as

a multi-view classifier led to the significant improvement

and CNN-RNN+SMVMED outperformed the best over both

datasets. On the other hand, CNN-RNN+SVM2K has the

lowest accuracy on both datasets which can be due to its lower

generalization ability.

Other sets of experiments were also carried out to show

the importance of employing pre-trained word vectors. In

this regard, all variations of the proposed model were imple-

mented on both datasets using both pre-trained and random

initialized word vectors as an input. The comparison between

employing pre-trained and random initialized word vectors

is presented in Table 7. As it can be clearly seen, all vari-

ations of the model that employ pre-trained word vectors

perform slightly better due to the word vector representation

architecture that is applied with the aim of solving semantic

TABLE 7. Comparison of the accuracy of all variations of the proposed
model along random initialized word vectors and pre-trained word
vectors.

TABLE 8. Percentage accuracies of all variations of the proposed model
and two basic convolutional and recursive neural networks on randomly
chosen datasets.

sparsity problem. In fact, it can be claimed that using vector

representation on the first layer of the proposed model has a

considerable effect on classification accuracy.

While the goal of the proposed model is to enhance the per-

formance of classification on the sparse dataset, firstly, 1000,

2000, 3000 samples of each dataset were respectively selected

as the training sets while the test sets remained unchanged. In

these sets of experiments, two traditional convolutional and

recursive neural networks were also trained on the selected

training sets individually in order to specify the strength of

using multi-view classifiers in the task of sentiment analysis.

The four different multi-view classifiers that are used in this

paper are also tested. The obtained results are illustrated in

Table 8 and Figure 6.

According to the results, it can be seen that by increasing

the size of the training set, the performance of the model is

increased. Therefore, it can be concluded that the proposed

model used the complementarity of heterogeneous deep fea-

tures to enhance the overall performance. It is worth men-

tioning that CNN-RNN+SMVMED has the highest accuracy

on all of the randomly chosen training sets of SST1 dataset

while CNN-RNN+MVMED has the highest accuracy when

2000 samples of SST2 dataset are chosen as a training set and

CNN-RNN+SMVMED achieved the highest accuracy on the

other chosen training sets.

Other sets of experiments were also conducted to show

the amount of improvement and measure the ability of the

proposed model in improving the overall performance. In this

regard, the percentage improvement of the best single-view
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FIGURE 6. Percentage accuracies of all variations of the proposed model and two basic convolutional and recursive neural networks on
randomly chosen datasets. A) SST1, B) SST2.

TABLE 9. Amount of accuracy improvement from the best single-view to
the best multi-view model.

model and the best multi-view model on each randomly

chosen training set (based on Table 8) were compared and

the obtained results are presented in Table 9.

According to results, it can be seen that the highest

improvement is observed in the smallest training set and then

by increasing the size of the training set the percentage of

improvement is decreased. Therefore, it can be concluded

that not only the proposed model can perform better by

increasing the size of the training set but also it provides more

improvement in a situation in which a small amount of data

is available.

VI. CONCLUSION AND FUTURE WORK

In this paper, a new multi-view deep network for the task

of sentiment analysis is proposed. Considering the analysis

of the structure of various deep learning models, it can be

indicated that each of them is able to extract individual inter-

mediate representations of the input data that can be consid-

ered as a particular view. The goal of this paper is to explore

the possibility of employing various features of a specific

document extracted from heterogeneous neural networks by

creating a multi-view framework. In this regard, intermediate

features extracted from convolutional and recursive neural

networks, while each of them is regarded as a single-view,

are fed to four different multi-view classifiers, including

SVM2k, KCCA, SVMED, and MVMED, to learn features of

each view and train them jointly. It is worth mentioning that

although multi-view classifiers have been extensively used in

recent years, the focus of this paper is to explore the effects of

using features extracted from deep neural networks which are

fed tomulti-view classifiers for the task of sentiment analysis.

To provide a comprehensive analysis of the performance

and efficiency of the proposed model, a wide range of exper-

iments were carried out. Accordingly, the proposed model

is not only able to combine and utilize heterogeneous deep

features but also outperforms the single-view deep neural

networks. Moreover, it was indicated that the proposed model

performs considerably better by increasing the size of the

dataset as well as it providesmore improvement if it is applied

to a less reliable system or dataset with a fewer number

of data. Generally, the proposed multi-view deep network

provides a creative and intelligent framework that can apply

multi-view learning on any single-view data.

Investigating future work direction contains extending the

proposed model to more than two views and applying the

multi-view classifier on other conventional tasks like semi-

supervised learning. Moreover, other deep neural networks

can be also adopted for extracting features to obtain superior

performance.
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