Multicast Authentication in Smart Grid With
One-Time Signature

Qinghua Li, Student MembelEEE, Guohong Caofellow, IEEE

Abstract— Multicast has been envisioned to be useful in many control centers. Based on the received data, control center
Smart Grid applications such as demand-response, wide area take appropriate actions to prevent cascaded failuresA§].
protection, in-substation protection, and various operaion and another example, during periods of peak energy consumption

control. Since the multicast messages are related to critid tilit ¢ lticast a d d dt
control, authentication is necessary to prevent messagergery UMY Centers can muiticast a demand-response command to

attacks. In this paper, we first identify the requirements ofmulti- @ large group of home appliances asking them to temporarily
cast communication and multicast authentication in Smart Gid.  turn off or shift to a lower power level. In addition, many eth

Based on these requirements, we find that one-time signature gpplications use multicast for operation and control in Bma
based multicast authentication is a promising solution, de to its Grid

short authentication delay and low computation cost. Howeer, C ideri lticast ith i
existing one-time signatures are not designed for Smart Gd, onsicgering multicast messages are eiher measuremen

and they may have h|gh Storage and bandwidth overhead. To data or Control Commands, |t iS important to authenticmeh
address this problem, we propose a new one-time signature messages so that each receiver can verify if the received
scheme which can reduce the storage cost by a factor of 8 message comes from the claimed sender and has not been
and reduce the signature size by 40% compared with existing tempered during the transmission. Without authentication

schemes. Thus, our scheme is more appropriate for Smart Grid ttack il di in-t it f
applications where the receivers have limited storage (e.ghome 2attacker can easily modify an in-transit message, forge an

appliances and field devices) or where data communication is arbitrary message, or replay an old message to trigger false
frequent and short (e.g., phasor data). These gains are at ¢h and even catastrophic actions. The forgery of control contma
cost of increased computations in signature generation ardr  has been successfully exploited to attack a water utilig],[2
verification, and fortunately our scheme can flexibly allocgée the and similar attacks may be launched to Smart Grid.

computations between the sender and receiver based on their D ite its | ' lticast authenticati in's "
computing resources. We formulate the computation allocabn espite 1S importance, muiticast authentication in-omar

as a nonlinear integer programming problem to minimize the Grid is still an open problem due to the unique requirements
signing cost under a certain verification cost, and propose a of Smart Grid. Since most multicast messages are timeakiti

heuristic solution to solve it. and field devices usually have limited resources, authatitic
should be done quickly and efficiently. Thus, traditionablax
key based digital signatures like RSA are too computation-
intensive to be applied. Also, hybrid approaches [21], [26]
[15] that amortize the public-key signature over multiple
messages and delayed key disclosure based schemes [21],
Power grid is a critical infrastructure which, if disrupted14] cannot be applied since they have a significant authen-
or destroyed, has serious impacts on the safety of citizetisation delay caused by message buffering. Several recent
the stability of the economy, and the effective functionofg works [20], [19], [28] rely on One-Time Signature (OTS) such
the whole society. The current power grid is evolving towards BiBa [20] and HORS [24] to provide instant authentication
a more efficient and reliabl8mart Grid which will be fea- for multicast messages. Constructed upon one-way furstion
tured by renewable-based clean generation, distributedomi without trapdoors, OTS is very efficient in computation. How
generators, wide area monitoring and control, smart nmegeri ever, the storage overhead of existing OTS schemes isasiill t
etc. The core of Smart Grid is an intelligent communicationigh for Smart Grid applications where the receivers such as
system that links all components together in an efficient am@me appliances and field devices, have limited storage, Als
secure manner, and enables the two-way flow of electricigxisting OTS schemes have large signature size which can
and information between the utility and the consumers, aintrease the bandwidth requirement.
all points in between. In this paper, we propose a new OTS scheme to address the
Multicast enables one-to-many communications in an effiforementioned problems. Compared with HORS, our scheme
cient way. Although multicast has been widely studied in theeduces the storage overhead of the receivers by a factor
Internet and more recently in wireless sensor networks [2@] 8, which is very important when receivers are resource-
and disruption tolerant networks [7], its application iritcr constrained. Also, our scheme reduces the signature size by
ical infrastructures like Smart Grid has not received muctD%, which means a significant reduction in communication
attention. In Smart Grid, multicast has many applicationeandwidth for applications that require a high multicagt fr
For example, in wide area protection, Phasor Measuremeuiency and a small message size (e.g., phasor data). Though
Units (PMUs) can be used to measure system parameteus scheme increases the computation overhead for signatur
such as voltage and current, and then multicast the datageneration and/or verification, it can flexibly allocate the

Index Terms-Smart Grid, Security, Multicast, Authen-
tication, One-Time Signature

I. INTRODUCTION
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Resonia j’" -é" -é"‘ Smart Grid will bring new _features into power grid fsuch
L. Cusomer EES - BAY  AH as renewable-based generation, demand-response, wide are
protection, smart metering, etc. The core of Smart Grid is an
intelligent communication system that links all compoent

increased computations between the sender and receivest bégge_ther_ in an efficient gnd Secure manner. Smart grid com-
unications can be unicast or multicast. Unicast has many

on their computing resources. We formulate the computatigﬁ L ) )
plications such as sending a measurement report fronta fiel

allocation as a nonlinear integer programming problem ) )
evice to the control center, and sending a control command

minimize the signing cost under a certain verification co th direction. Multicast al | . ol
and propose a heuristic solution to solve it. Also, we desaignIn € reverse direction. Multicast also plays an Importate,

multicast authentication protocol based on the proposef O‘?md will be the focus of this paper.
scheme.
This paper is structured as follows. Section Il introducds. Multicast Applications

multicast communications in Smart Grid, analyzes the regui 1) \wide Area ProtectionWhen the grid topology suddenly
ments on multicast authentication, and reviews relateckWoghanges due to unexpected loss of a large generator, trans-
Section Il de.SC”beS OU!’ OTS scheme. Section IV formula..tﬂ:ﬁssion line or |0ad’ protective actions may be triggered to
the computation allocation problem and presents a hetirisisconnect other generators or transmission lines, iegtitt

solution. Section V presents the multicast authenticai@? 5 cascaded failure. Such cascaded failures caused the well
tocol. Section VI evaluates the proposed solution, andi@ect known Northeast Blackout in 2003 [6].

Business

Fig. 1. The concept of power generation, transmission astiilaition.

VII concludes the paper. Wide area protection schemes are being deployed to prevent
cascaded failures. In these schemes, Phasor Measurement
[I. MULTICAST IN SMART GRID Units (PMUs) measure system parameters such as current

In this section, we first introduce how the power grid work€ind voltage at precisely synchronized times and multidgest t
and then present several multicast communication apjaitst phasor data to the control centers. For example, in the North
in Smart Grid. We also discuss the security threats to mastic American SynchroPhasor Initiative [8], each PMU multisast
the requirements of multicast authentication, and relatek measured system parameters to the control centers at a rate

in this area. of 30 times per second. From the phasor data, the control
) ) centers detect problems like electricity frequency drapd a
A. Power Grid Overview issue control commands to open or close appropriate svgitche

Figure 1 shows the concept of a typical power genera-2) Demand-Respons®uring periods of peak energy con-
tion, transmission, and distribution system. The powenfplasumption, utility companies send alerts to ask consumers to
generates electricity and increases the voltage to a vgly hreduce their power consumption by temporarily turning off
level. The high-voltage electricity is transmitted to atai@ non-essential appliances. If enough consumers comply with
transmission substatiowhere the voltage is reduced and théhe requests, the power reduction could be enough to avoid
electricity is further transmitted to lower-level transsion building an additional expensive power plant. With support
substations. Finally the electricity is transmitted todbdis- from variable-rate pricing and smart metering technolsgie
tribution substationswhich will distribute it to consumers. that measure energy usage at different time of a day, demand-
Several distribution lines emanate from each distribuioh- response is expected to be widely deployed in Smart Grid [10]
station and each line supplies a number of consumers suctBage millions of appliances may be involved, unicast maty no
residential houses and other local loads. be a good solution to transmit the alert message. Thus, for

The safe operation of power grid requires that criticalemand-response, the control center generally multicdsts
electricity parameters (e.g., voltage and frequency) ydwamessages to a large number of remote appliances.
stay within their operating ranges. However, unexpected&svy  3) Operation and Control:For safe operation, some con-
like short circuits and the imbalance between power dematrdl actions such as opening a circuit switch will be sent
and supply may affect these electricity parameters whici mom the control center to remote field devices. The control
be out of their operating ranges. For safe operation, thosemmands are delivered through the Supervisory Control and
parameters are monitored and controlled in realtime. Inesor@ata Acquisition (SCADA) system (see Figure 2). In many
extreme cases, protection schemes are triggered to searatases, a control command should be sent to a large number
problematic grid component. of field devices and it should be executed immediately, and



TABLE |
A SUMMARY OF MULTICAST COMMUNICATIONS IN SMART GRID

Category Allowable Delay Frequency Sender Sender Resource Receiver Receiver Resource
Wide Area Protection a few tens of ms high (30/s) PMU limitechwderate control center sufficient
Demand-Response a few seconds low control center sufficient home appliance limited
Operation and Control tens of or a hundred of ms low contratare sufficient field device limited or moderate
In-Substation Protection a few ms low protective relay tedior moderate  circuit breaker limited
TABLE Il
REQUIREMENTS OF MULTICAST AUTHENTICATION ON COMPUTATION STORAGE, AND COMMUNICATION COMPLEXITY

Category Sender Computation  Receiver Computation  Sertdemgeé  Receiver Storage  Bandwidth

Wide Area Protection stringent loose less stringent loose tringent

Demand-Response loose less stringent loose stringent e loos

Operation and Control loose stringent loose stringent doos

In-Substation Protection stringent stringent less sanig stringent loose

hence multicast is the right choice. For example, in case m@ceiver can verify if the messages come from the claimed
emergency, the control center multicasts important messagender and have not been modified during the transmission.
such as “emergency shutdown” to all or a large fraction of
substations and field devices. When the power grid caanJt
supply all consumer loads, it must disconnect some con-
sumers. A straightforward approach is to disconnect a high-Different applications in Smart Grid have different reguir
load transmission line, but it will probably result in a largrea ments on multicast authentication in terms of computation,
blackout and huge revenue loss. In Smart Gfide-grained communication, and storage complexity, as summarized in
load shedding should be adopted. Instead of disconnedting Table II.
whole area, only a number of less-important consumers arel he bandwidth cost of authentication should be as small as
disconnected. In this scenario, multicast is needed tesitnitn possible in wide area protection, since phasor data message
the disconnect command to the relevant distribution feedere transmitted at a very high frequency. However, bandwidt
and smart meters. is not a big concern for the other three applications. Also,
4) In-Substation Protectionin a substation, multicast canthe storage cost at the receiver side should be kept low when
be used to disseminate time-critical messages like faeitsal the receivers are home appliances or field devices with very
across substation LANs. When detecting a fault, the priveectlimited storage. Since the delay requirement is stringant i
relay multicasts a command to the appropriate circuit beesk Wide area protection, operation and control, and in-stibsta
to disconnect the faulty circuits. For this purpose, a liager Protection, the computation cost of authentication shdadd
multicast protocol is designed in IEC61850 [1]. Usuallye thlow for the devices with constrained computing resources.
message must be transmitted within a few milliseconds, e.ti} demand-response, because the time requirement is less

Requirements on Multicast Authentication

4 ms in an |EEE standard [9]. stringent the computation overhead at the receiver sidess |
Table | summarizes the four classes of multicasts used fiPortant. Generally speaking, the computation burderhen t
Smart Grid. control center is not a big concern, but it cannot be too high.

E. Literature Review

C. Security Threats . . . .
y The most straightforward solution to multicast authentica

An adversary (such as a terrorist or a disgruntled eken is to use public key cryptography (PKC) based digital
employee) may launch cyber security attacks to the powagnatures like RSA. However, these signatures have totnmuc
grid by forging multicast messages. To do this, the advgrsaxomputation cost for Smart Grid since most field devices and
can eavesdrop the communication channel and interceph@ne appliances are resource-constrained and they may not
signed message that the sender multicasts to receivems Fixe able to sign or verify a message within the time constraint
the information in the intercepted message, the adversary ¢ Hybrid approaches [21], [26], [15], [22], [11] have been
forge a signature for her own message, and then inject l@oposed to reduce the computation cost. These approaches
own message into the communication channel, which witbmbine PKC with efficient one-way functions. Instead of-gen
be multicast to the receivers. Note that the adversary carating one digital signature for each message, they genera
also compromise a receiver to get a valid signed message signature for multiple messages, and the verification of
instead of eavesdropping the communication channel. Weh tthe signature authenticates all those messages. In thisheay
forged message and signature, the adversary can cause grasit of PKC-based signing and verification is amortized over
damage to the power grid. For example, when the receivansiltiple messages. In these approaches, however, a message
are the distribution feeders that supply consumers in aelar@pefore being authenticated) must be buffered by the sesrder
area, the adversary can include a disconnect command in teeeiver until the last message that shares the same signatu
injected message which will cause a large-area breakous, This available. Hence, the authentication delay may be lond, a
it is important to authenticate multicast messages so tteat tannot meet the time requirement of Smart Grid applications



i i _ Valid ! Signature forgery successful | Signature forgery
) P?I’I’Ig et al [21] proposed TESLA' a multicast al’!then signature i in HORS if m’ satisfiesanyofi sucgessful un.der'
tication protocol that completely relies on symmetric key 1 the following | our idea only if m
cryptography. TESLA is based on the delayed disclosure | [Hm)=123 | [Hm)=1132 ] |
. . . . . | |
of authent|ca.1t|on. keys, i.e., the key used to authentinatio (=26 ] | =z | ez | | [ ez |
a message is disclosed in the next message. Several later | : : i
. . U H@m)=31112 ] [ Hem)=3211 | |
works [13], [14], [4] improve the performance of TESLA with | i
techniques such as multi-level one-way chains and Merkig. 3. An example of signature forgery in HORS and in our apph.
hash trees. However, in TESLA-based protocols, a messﬁ@posek = 3. The adversary has a valid signature for messagend it

. nts to forge a signature fan/'.
has to be buffered for some time at the sender or receiver. 9 9

Thus, they are not appropriate for Smart Grid due to the delaygnature is thek-element subset that is mapped to. The
Or_1e Time S|gr_1atgre: QTS Is a promising _solutlon fofdprotocol is as follows:
multicast authentication in Smart Grid, since it can previ
instantaneous authentication without message bufferatayd
and it can tolerate the compromise of some receiving nodes. . ; —
OTS is conceptually similar to PKC-based signatures in that public key is then computed aBK = (v1, v, ..., v¢),
. . - wherev; = f(s;) and f is a one-way function.
the sender uses a private key to sigh a message and the receive .. . .
. . X . e Signing To sign a message:, let h = H(m), where H
uses a public key to verify the signature. However, OTS is = . : g :
N . . . ) is a hash function. Split into & substringshy, ho, ..., hk
much more efficient in computation since it is built upon one- . ) :
: . of log, t bits each. Interpret eadhy; as an integei;. The
way functions without trapdoors. signature ofm is (ss, , s; N )- :
OTS was proposed independently by Lamport [12] and by ghatur o2y Tk ,
. : « Verification To verify a signaturés, s5, ..., s;,) over the
Rabin [23], and then improved by several works [16], [17], [2 B ool :
X . messagen, computeh = H (m). Splith into k substrings
In these schemes the signature size can be hundreds and even .
AR . hi, ha, ..., hy, of log, t bits each. Interpret eadh; as an
thousands of bytes, which is too large. Recently, Perrig [20 integeri, and check iff(s’) — ;. holds
proposed the BiBa signature which reduces the signatuee siz J 3T '
to 130 bytes. The disadvantage of BiBa is that it requires a
long time to sign a message. To reduce the signing cost, Reygi - Basic Idea
and Reyzin [24] proposed the HORS signature. HORS only _ o
needs one hash computation to sign a message, making it thé HORS, thek elements of a signature are verified in the
fastest OTS in signature generation. HORS also improves §@me way. Suppose an adversary has eavesdropped a valid
signature verification cost, and its signature size is simtid ~ Signature(si,, si,, ..., s;, ). Then it can forge a signature for
that of BiBa. Due to its efficiency, HORS has been used i Own message:’ if in the signing step it can map/ to any
several works [19], [28] to authenticate time-critical tizdst Of the k! permutations o#;, , si,, ..., s;,, i.e., thek substrings
messages. of H(m') when interpreted as integers form any permutation
However, HORS has some weaknesses when applied®{d1; i2, -, 7. An example is shown in Figure 3.
Smart Grid. First, in applications where the receivers areTo make signature forgery more difficult, our idea is to
resource constrained, the public key size of HORS is t@@nsider the: elements of a signature as an ordered sequence
large, which means a high storage overhead at the recei@@tern in which the position of each element can determine
side. Though some recent work [3] improves the public kéfi€ signature verification process. Then, from a valid sigrea
size of HORS, the scheme cannot be applied to one-wé: , Si., - i, ), the adversary can only obtain one sequence
chain based authentication protocols [20], [19], [28], anegttern as included in the signature. To forge a signathee, t
thus the distribution of the public key becomes an issu@dvefséry must map its own message to this exact sequence, as
Second, the signature size of HORS is too large for the wiggown in Fig. 3. Thus, with the same parameters, the difficult
area protection application. In a typical setting, one HOR®r computational complexity) of signature forgery is ieased
signature has 130 bytes, but a phasor data frame may opy & factor of k! compared with that in HORS. (Suppose
have 48 bytes based on the IEEE C37.118 standard. i1,12,..., 7 are different.) For example, whelh = 13 as in
a typical setting of HORS where = 1024 and the security
level is 80-bit, the factor is as large a$°.
In HORS the computational complexity of signature forgery,
In this section, we propose a new OTS scheme that aglven by (%)k, is positively related tot and k. Therefore,
dresses the weaknesses of HORS. We first review HORSwith our idea, we can achieve the same security level with a
give some background and then present our OTS scheme.smaller public key size. This will result in a smaller storage
cost at the receiver side, which is meaningful in multicast
A HORS [24 applications such as demand-response, operation ancbontr
' [24] and in-substation protection, where receivers have linite
HORS uses a cryptographically strong hash functibrio storage. Alternatively, the same security can be achievdd w
map each messagef to a k-element subset of &element a smaller signature size, i.e., a smaller communication cost.
set (I'). The private key ig", the public key is the set createdThis is useful for multicast applications such as wide area
by applying a one-way function to each elemenfigfand the protection where communication bandwidth is important.

satisfies

o Key Generation Generatet random [-bit strings
(s1,82,...,8t), which form the private keySK. The

Ill. OUR OTS SHEME



The benefit on storage and bandwidth is at the cost ofe
increased computations at the sender or receiver. Foetiynat
by implementing the idea in an adaptive way, the computation
can be flexibly allocated to the sender or receiver based on

Signing To sign a message:, computeh = H(m|c),
wherec is a counter with initial value 0. CaBPLIT).

All ¢; from SPLIT(A) should be different; otherwise,
increasec by 1 and repeat the above process. The

their computing resources. This allows us to trade norneatit

computation resources for savings in critical resources. F
example, in demand-response it is reasonable to increase th

computation cost of sender (i.e., control center) to redhee
storage cost of receivers (i.e., home appliances).

In our schemegsy, so, ..., s; aret different randomi-bit
strings, which form the seeds of the private k¢ydenotes
a one-way function without trapdoorg®(s) is the result of
applying f over s for z times. f(s) = s and fls = f(s).
The index of signature element is defined as the integer
that satisfiess = f*(s;) with somez > 0.

Signature iS(C, (fk_l(sil)v fk_Q(Siz)a a3 fo(slk)))
Verification To verify a signature(c, (s, sb, ..., s1.))
over the messagen, compute h H(m|d). Call
SPLIT(h). Check if f7(s)) = v;; holds.

The sender may applyZ multiple times over a message to
make sure all substrings of the hash result are different.

In LSHYV, the signing cost is very low but the verification
cost is higher. The comparison between LSHV and HSLV
indicates that the receiver can take more computations to
reduce the signing cost. This motivates us to combine LSHV
with HSLV in an integrated way that leads to our scheme.

Before presenting our scheme, we define a function

SPLITA) which takes bit stringh as input and outputg

integersiy, is, ..., ix. This function splitsh into k& substrings
hi, ha, ..., hy, of log, t bits each and interprets eaéh as an
integeri;.

C. Two Extremes

D. Our Scheme

We combine HSLV with LSHV and obtain the scheme Tun-
able Signing and Verification (TSV) which achieves a flexible
tradeoff between the two. TSV divides tlieelements of a
signature into a number of groups according to their pasitio
in the signature. The elements in the same group are verified

Before proceeding to our scheme, we first present twgth the same number of one-way function invocations, but
extreme schemes which use two distinct approaches to iffis number is distinct for each group. Also, the elementhén
plement our basic idea. same group are sorted in the decreasing order of their index.

1) Heavy Signing Light Verification (HSLVHSLV mainly Thus, elements in the same group are processed similarly as
changes the signing process of HORS, and it obtains betferHSLV, while elements in different groups are processed
security with higher signing overhead. Specifically, ituggs similarly as in LSHV.
that thek elements of a signature are sorted in the decreasingSuppose thek elements of a signature are divided into

order of their index. The detailed protocol is as follows:

« Key Generation The same as that of HORS (see Se

tion 11I-A).

« Signing To sign a message:, computeh = H(m|c),
wherec is a counter with initial value 0. CaBPLIT).
All ¢; from SPLIT(h) should be different and satisty >

ia > ... > i, otherwise, increase by 1 and repeat the

above process. The signature(is(s;, , Siy, .-, Si,.))-

« Verification To verify a signature(c’, (s}, s, ..., s}))
over message:, computeh = H(m|c¢'). Call SPLITh).
Check if the output integers, > io > ... > 4, and
f(s%) = v, hold.

J

Suppose the hash functidii generates random bit strings.
Then on average the sender (i.e., signer) needs to infbke

for at leastk! times to map a message kosorted integers.

When k is not very small, this signing cost may be too high

even for a powerful computer.
2) Light Signing Heavy Verification (LSHV)LSHV mainly

g groups G, Go, ..., G4. Let n, (r € [1,g]) denote the

és_ize of groupG,.. Then G; contains the firstn; elements,

G2 contains the nexih, elements, etc. LeG,, denote the
group to which theit” (i € [1,k]) element in the signature
belongs. Each element in grodp, is verified with w, + 1

(w, > 0) one-way function invocations. Since at least one
invocation is needed for each element and this part of cost is
fixed, w, measures the flexible part of the verification cost.
Let w = max{ws,...,wy}. Then the protocol is as follows:

« Key Generation Generate different randomi-bit strings
(s1,82,...,5¢). For eachs;, generate a one-way chain of
lengthw + 1, ie., s; — f(s;) — ... — f%(s;). The
t chains form the private keyy K. The public key is
PK = (v1,va,...,v¢), Wherev; = f¥+1(s;).

« Signing To sign a message:, computeh = H(m|c),
where ¢ is a counter with initial value 0. Call
SPLIT(R). All i; from SPLITA) should be different
and thei; within the same groupshould be sorted
in the decreasing order; otherwise, increaseby 1

changes the signature verification process of HORS, and
it obtains better security with higher verification overtea
Specifically, it verifies thek elements of a signature by
applying the one-way function for a distinct number of times
over each element. The detailed protocol is as follows:

« Key Generation Generate different randomi-bit strings
(s1,82,...,5¢). For eachs;, generate a one-way chain of
length &, i.e., s; — f(si) — ... — fE71(s;). Thet
chains form the private key K, and the public key is
PK = (v1,vs,...,v¢), Wherev; = f¥(s;) (1 <i <t).

and repeat the above process. The signaturenofs

(€ f7%a1 (84, )y veny [V %0 (4,).

Verification To verify a signature(c, (s}, s5, ..., s}.))
over the messagen, computeh = H(m|c). Call
SPLITR). Check if 1) alli; from SPLITh) are different,

2) thei; in the same group are sorted in the decreasing
order, and 3)f %" (s}) = v;;, for eachj.

IHere we say integei; andi; are in the same group if signature element
Si; and Si belong to the same group.



=== CLt=ktl _ t(t=1)--(t—k+1)
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o . Also, in one invocation ofH
Flexible ] the integers in groufl,. can appear as any of the! possible
Verification Cost |

permutations with equal probability. ThuB, = n%, Then we
get P, = W=D Uoki) 179 -L.. On average the signing

 verneatoncost [T ILF 7] cost isc — L — £k T, ()
ignature Elements i i i i i i o P, — t(t—1)--(t—k41) Llr=1\""7"/" .
Signature Element The signature size Bl +log ¢ bits. In typical settings where
r k .
‘ G::J:sm }‘ nffz ’} nt::z ‘} nt: ‘} t> k, m iscloseto 1 (e.g., 1028 Wheﬁ: 1024
wi=0 a1 wesd e andk = 8). Also, [T_, (n,!) < k! as we will show in the next

Fig. 4. Af%exaénplle Configuzﬂion TS‘T, [3"252{ ly]s |[‘?],1,3, 4]) when each  section. Furthermore;! ~ \/27rk(§)’C according to Stirling’s
signature has 8 elements. A rectangle with lalfeineans one invocation : - - -
of one-way functionf. The number of rectangles on top of each signaturgppmx'matlon' Thus, we ha\legc < klogk. Sincek is not

element represents the number of timgsis applied to the element in Very large and = 80 [24], klog k is negligible compared with
verification. kl. Therefore, the signature size is approximatelybits.

TSV is configured by two vectons = [n1, ..., n,] andw = Taple Il lists the security and cost of TSV (in(.:Iud.ing the
[wy, ..., wy]. With these notations, a TSV scheme can be reEpeual cases HSLV and LSHV) and compares it with other
resented by TS, n,w). Note that HSLV= TSV(1, [k],[0]) Schemes.
and LSHV=TSV(k,[1,1,...,1],[0,1, ...,k —1]). An example
configuration of TSV is also shown in Figure 4. The config- V. OPTIMIZING THE COMPUTATION ALLOCATION

uration of TSV is further addressed in Section IV. According to the analysis results in Table Ill, the signing
and verification cost of TSV are determined hyk, and the
E. Security Analysis vector n and w. Note that in realityt and k& are selected

based on factors such as the required security level and the
available storage resource, and the selection is orthdgona
the following discussion. Thus, in this section we assume
and k are fixed without loss of generality. Then we focus on
allocating the computation cost of TSV between signing and
verification by adjusting the vectar andw.

Assume an adversary has obtained a valid signatjre.,
sj.. We are interested in the probabilify; that the adversary
is able to forge a signature for any messageof its choice
with one invocation of the hash functioli. We assume the
adversary cannot inveff or the one-way functiorf. We also
assumeH generates random bit strings.

In HSLV, the adversary must map’ to the exact sequence _
s}, ..., 5}, to pass the order check in verification. It also has #. Problem Formulation
do so in LSHYV, since each signature element is verified with Let C denote the number of one-way function invocations
a distinct number of one-way function invocations. Similathat can be flexibly applied to any signature element, Ce.,
results hold for TSV. Now we consider the probabiliy, that is the flexible part of the verification cost. Obviousty/,=
the adversary can map th& element of the forged signature}"?_ n,w,. Given a certailt, there exist many possibteand
to s’ (j € [1,k]). According to the signing proces$y, is w with different signing cost. Then we consider the following
equal to the probability that the integgr from the output of computation allocation problenGiven a certainC, how to
SPLITH (m')) is the same as the index (see the definitiopelectn and w to minimize the singing cost?
in Section 11I-B) of s’;. Since H generates random bit strings  Sincet andk are fixed, the first component of the signing
by our assumption, it is trivial to geP;, = 1. ThenP; = costy = W is also fixed. In the following, we
H;?:l Py, = (1) focus on the remaining componetf_, (n,!) of the signing

On average the adversary needs to perfq}mz t* hash cost.
invocations to forge a signature. This means that TSV aelsiev Obviously, whenC = @ the signing cost can already
logt* = klogt bits of security, which is much better thanreach its minimum if we set andw as in LSHV. This means
that of HORS, i.e.k(logt — log k) [24]. For instance, when that it is meaningless to consider a larger valueCofAlso,

t = 1024 and k = 8, the security level is 80-bit in TSV but whenC = 0, n andw can only be set as in HSLV, which

only 56-bit in HORS. is( triv)ial to get. Thus, we only consider the cases C <
k(k—1
.

F. Cost Analysis In the verification process, the maximum possible number of

. . ible one-way function invocations applied to any sigmat
We measure the computation cost of our scheme in terrq]esx' .
b element isC. Thus, we can se = [0, 1, ...,C] and select the

of hash or one-way function invocations. appropriaten to solve the computation allocation problem. We
In TSV, the signer evaluatdg for ¢ times to find a qualified bpropri ve putati . lon p '
r{ormulate the selection af as the following problem:

hash value. LetP, denote the probability that one has
invocation generatefs different substrings, ané,. (r € [1, ¢]) ¢ ¢ ¢

denote the probability that in one hash invocation the iateg min [[(n) st. Y nor=0C> ny=kn. >0 (1)

in group G, are sorted in the decreasing order. Then the r=0 r=0 r=0

probability P, that one hash invocation successfully generatesThis is a nonlinear integer programming problem. Integer
a qualified signature is given by, = [[_, P.. Since H linear programming is well known to be NP-complete, and the

generates random bit strings, it is trivial to g&t = %% - nonlinearity further complicates the problem. Therefdtrés



TABLE Il
k

THE SECURITY AND COST OFTSV AND OTHER OTSSCHEMES WITH THE SAME PARAMETER AND k. LET o = m
Scheme Prob. of Forgery Key Gen. Cost (offline) Signing Cost erifi¢ation Cost Pub. Key Size Sig. Size (bit)
BiBa [20] > & t 2t 2k +1 tl Kl
Powerball [18] > W%;,j)’ 2t 2t 2k + 1 tl Kl
HORS [24] L t 1 k+1 tl Kl
HSLV * t Elu E+1 tl El + log (k'p)
LSHV % Kt M LIGAR VRN | tl Kl + log
TSV(g,n,w) tlk (maz{w1, ..., wg} + 1)t pll2_(ns)) 14+k+>7_ nrwsy tl kl+log [p 19— ()]

difficult to find a general solution with polynomial time. 8 Algorithm 1 : A heuristic solution to the computation alloca-
the number of variable@ can be large (e.g., 77 whén= 13), tion problem.
an exhaustive search of the solution space is impractitals,T ; f'nitiasltize o :ckdand ne=0(=1,.,k=1)
it is meaningful to reduc_e the SOlu“(_)n Space. 3: OrGo ?ﬁro’déﬁmo,gl, ...,ni—1 to find the smallest that satisfies/r’ #
Theorem 1: There exists a solution to Formula 1 that Pt >
satisfiesvr > k,ny = 0. 4. UpdTaJtrénr = nrrji andn,4+1 =np41 +1;
Proof: See Appendix. m 5 endfor
According to Theorem 1, the formulation in Formula 1 care: QUtPut(no,na, .o me—a], [0, 1, - k = 11);
be reduced to:

S<1,1> S<12> e S<1,t-1> S<1t>

k—1 k—1 k—1 ¢f %f ¢f %f
min H(nr!) s.t. Znﬂ =C, an =k,n.>0 (2) Se21> S« o Sopt>  Sap
r=0 r=0 r=0 : : :
In this reduced formulation, the number of variableskis . . . . 3
Whenk is not large, an exhaustive search of the solution space T el T el Bl
becomes practical, especially considering that this groldan : : : : o SKo
. . S<d,1> S<d2> - S<d t-1> S<dt> |
be solved off-line with powerful computers. T 17 i7 o
S<d+1,1> S<d+1,2> vt S<d+1,t-1>  S<d+1,t> | PKo
B. Heuristic Solution Fig. 5. The one-way chains with initial private and publig/&e

Though Theorem 1 enables a significant reduction in the
solution space, exhaustive search may still be impraatibah V. A MULTICAST AUTHENTICATION PROTOCOL

ks large. Thus, we propose a heur!s_tlc algorithm. . Inthis section, we design a multicast authentication groito

. We (_)bse_rve th‘?‘t when one additional one-way funCt'%sed on the proposed TSV scheme. One major challenge
invocation is applied to the last element in groGp, this with OTS-based multicast authentication is the distrituti
element relocates to group,(1. Letn, andn,, denote the ¢ ) e Leys. Similar with other work [20], [19], [28], we
size O.f _groquT and Gy befor_e r_elocatlon, respectwt_ely.use one-way chains to distribute public keys efficientlyr Fo
Then it is easy to decrease the signing cost after rEIObeonconvenience, we present our protocol based on LSHV, but it

_ Ny .
afactor ofa = ;= If 1y > mypy + 1, thena > 1 which  op e easily adapted to the general TSV.
means the signing cost decreases.

Based on this observation, our heuristic algorithm iteedyi
increases the flexible verification cost from 1 @ with A. The Protocol
an increment of one per step. In each step, the one-way, .
T L ) ' Starting from¢ random valuess , the
function invocation is added to the signature element that 9 (1,1)7 5(1,2) 1 -2 5(1,8)

results in the maximum signing cost reduction at this Stez)ender generatépne-way chains of lengti+ 1 (d > ) and

ie., the last element of groufi, which satisfiesvr’ # . tores them as a series of keys (see Fig. 5). The initial publi

I "' |f there is a tie, the smallestis chosen. key is PEo = (s(a+1,1); $(a+1,2) - S(da+1,9)- We assume

'Fﬁlﬂl —_nﬁ/+1_+1'h in Algorithm 1. The fi lexi PK, can be distributed to each receiver securely, e.g., via
€ _agorlt m IS shown in gor|t3m - 1he twggc_cgmp XY nicast messages authenticated by HMAC. The initial peivat
of this algorithm isO(kC), i.e., O(k®) sinceC < . The

L ) , 2 key SK, consists of the k-element chain segments that are
space complexity i® (k). Thus, the algorithm is very efficient. adjacent toP K, as shown in Fig. 5.
When a signature is generated (see Sec. IlI-C.2) and re-
C. Tradeoff with Parametet vealed, the key values included in the signature and those
The observation in Section IV-B indicates that the signingpat can be generated by applying the one-way function over
cost decreases dsincreases. According to the definiton®f them are exposed. Thus, the sender refreshes its privataykey
the verification cost increases@sncreases. Thus, our scheméeplacing any exposed key values with their predecessagin
can achieve a tradeoff between the signing and verificatieh csame chain. Also, a receiver updates its public key by repac

by adjusting the value of. This will be further discussed in corresponding old key values with the new values from the
Section VI. signature. Figure 6 illustrates an example of key update.




Sj" S<12> S<lv3> S<l4> S<lv3> S<l4> A. Heuristic and Optimal Computation Allocation

Sj“ Sjb S‘i» sj’v“’ S“f S<j3> S<i4> We implemented the heuristic algorithm presented in Sec-
S<31>  S<32>  Sa33  S<aa S<21> S<i2>  S<33>  S<34 tion IV on a Linux machine with 2.2GHz processor and 2GB
35«*» sz) Sjj) s<f,4> §s<§1> Sib s<f3> S<i4>§ memory. To investigate how close the signing cost of the
f ¥y SK v ¥ v SK heuristic solution is to the minimum, we also implemented
S<51> S<52> S<53> S<54> S<4,1> S<32> S<53> S<54> . . . .
B A AR A A A P A A ‘ an exhaustive search algorithm on the same machine to find
561> S<62>  S<op>  S<64-PK S51> Swze <63 S<64r PK the optimal solution to Formula 2. In our implementation an
(a) Initial state (b) After signingm (H(m)=12) exhaustive search with very simple pruning can be completed

Fig. 6. An example of private key and public key update, where 4, in a few minutes fork = 13 andC = @ —1="17"7.

d =5 andk = 2. Since H(m) = 12, the signature ofn includes key  ap|a |\/ compares the signing cost obtained by our heuristic
values (s(s, 1), 8(4,2y)- Note that the disclosure of 4 5y meanss s oy is

also exposed, so both should be removed from the private key. algorithm to the minimal signing cost at different valuesCof
In most cases the heuristic results are identical to the-mini
B. Public Key Distribution Cost mum, which means our heuristic algorithm is very effective.

In LSHV, each message consumé&&+l) secret values. Deviations from the minimum occur wheh becomes large,
1 2 .

Thus, a total Ofk(kidl)ﬂ messages can be authenticated H.gpt in thes_e cases _the _minimal signing cost is low and the
@Apsolute difference is still small. Table IV also clearlygls

one instance of chains, assuming the chains are depleted a = voab -~

same time. Then, for a receiver, the additional commurdoatith€ tradeoff between the signing and verification cost, visc

cost caused by the transmission of the public key is on aeerafliusted by parametér. Besides, some consecutive values of
result in the same signing cost. In such cases, the smallest

k(k+1)
value ofC should be selected.

57| bits per message. Wheh is much larger thark?,
this additional cost is very small compared with the sigratu
size, i.e.,kl b"?: For exa”.‘p'e’ whed = 1024, k = 8 apd B. Practical Optimizations with the Selection Gf
[ = 80, the additional cost is only 0.4B per message. This cost

is even lower when other TSV configurations are used insteadl2P€ 1V shows that the signing and verification cost can
of LSHV. be adjusted by changing the value ©f In reality, the mul-

ticast application can select the b&sto achieve a specific
optimization goal, e.g., to minimize the authenticatioragie
C. Discussions or the total energy consumption.
. 1) Minimizing the Authentication DelayConsider the de-
If the sender s_tores each e'e”_‘e”t of the one-way Chak%’/ caused by signature generation and verificationnletnd
the storage cost isd _elements. W_'tht - 10_24’ d = 1024_ n,, denote the number of hash or one-way function calculations
and! = 80, the cost is 10MB. This cost might be too h'gqﬂeeded in signing and verification, respectively. Suppbse t

whdenJ thebsender5|s a field ddewce. Receﬁ“{ﬁ ?oppersmg erage time that the sender and receiver needs to complete
and Jacobsson [5] proposed an approac at can greg calculation ist, and t,, respectively. Then the total

redl_Jce t_he storage overhead of one-way chains. For e3¢ hentication delay i$; = n.t. + nyl,. By going through

_chaln, this app_roach storésg d pr(_acomputed el_ements. Therkhe computation cost at different values@fwe can find the

it uses one online one-way function computation to output Wdstc with the minimum authentication delay

element rngret;lj_bz the Zlgndature, f‘?l.nd UBﬁ@l ﬁdd't'onal . Now we look at a multicast communication example where

computations, which can be done ofiline after the messageyy senger is powerful in computation but the receivers have

sent, to relocate those precomputed elements. In this agipro limited computing resources. Suppase= 0.2 s, which is

the sender; s.torage. C(.)St can be re.ducedlctgd elements. the time one SHA-1 computation takes on a powerful Linux
Some existing optimization techniques can also be appligd,chine with quad-core processor (2.0 GHZ, 4GB cache, 2GB

to our scheme to further reduce the communication a mory) [28]. Also, suppose — 5 ms, which is the time one

computation overhea_d. For instance, sa_lt chains [20] can gga_g computation takes on a resource-constrained ptatfor

used to reduce the size of a key value (i.e., paramgt@nd crosshow TelosB with a 16-bit 8 MHz processor and 10KB

the technique of signing part of the hash value of a messqggM) [4]. Whent — 128 andk — 13, from Table IV it is easy

instead of the whole value [28] can be used to reduce §gfiny that the authentication delay is minimizedcat= 11
number of key values in a signature (i.e., paramg&jer and the minimal delay i438 ms.

Some weaknesses with existing one-way chain based multi2) Minimizing the Energy Consumptiotet e, ande, de-
cast authentication protocols [20], [19], [28] also apyour note the average energy that the sender and receiver consume
protocol. For example, a loose time synchronizationisiregu o calculate a one-way/hash function, respectively. Sapjioe
between the sender and the receivers. This is not a big iBSU8dnder multicasts messagesNoreceivers. Then the total en-
Smart Gri(_j, which has already deployed time synchroniati@rgy consumption of authentication is given&y.s + Neyn,.
technologies. Again, by going through different values 6fwe can find the
bestC with the minimum energy consumption.

VI. EVALUATIONS AND PRACTICAL CONSIDERATIONS . L
C. Smart Grid Application Cases

In this section, we evaluate TSV and discuss how to applywe use demand-response and wide area protection as ex-
it for different multicast applications in Smart Grid. amples to show how TSV can be used in Smart Grid.



THE SIGNING COST OF OUR HEURISTIC SOLUTION AND THE OPTIMAL SQLTION AT DIFFERENT VALUES OFC WHEN k = 13. THE CONSTANT FACTOR

tk

TABLE IV

=D G—FTD OF THE SIGNING COST IS NOT COUNTED INTO THE LISTED VALUES

TSV vs. HORSIN DEMAND-RESPONSE AT THE SAME SECURITY LEVEL
(80-BIT) AND BANDWIDTH COST (k = 13).

C | Min. Signing Cost| Signing Cost of | - C Min. Signing Cost Signing Cost of
Heuristic Solution Heuristic Solution
0 6.2 x 107 6.2 x 109 20 1152 1152
1 4.8 x 108 4.8 x 108 21 864 864
2 8.0 x 107 8.0 x 107 22,23 576 576
3 2.2 x 107 2.2 x 107 24 532 532
4 7.3 x 108 7.3 x 108 25,26 288 432(C = 25), 288(C = 26)
5 2.2 x 108 2.2 x 108 27 192 288
6 9.7 x 10° 9.7 x 10° 28 ~ 30 144 288
7 4.8 x 10° 4.8 x 10° 31 96 288
8 2.4 x 10° 2.4 x 10° 32,33 72 192(C = 3225), 96(C = 33)
9 1.2 x 10° 1.2 x 10° 34 ~ 37 48 96(C = 34, 35), 64C = 36,37)
10 60480 60480 38 32 32
11 34560 34560 39 ~ 41 32 32
12 25920 25920 42 ~ 45 32 32
13 17280 17280 46,47 32 32
14 8640 11520 48 ~ 54 8 32(C = 48, 49), 16(C = 50 ~ 54)
15 5760 5760 55 6 16
16 4320 4320 56 ~ 65 4 16(C = 56 ~ 59), 8(C = 60 ~ 65)]
17 2880 2880 66 ~ 77 2 8(C =66,67),4C=68~73),2C=T4~177)
18 2304 2304 78 1 1
19 1440 1440
TABLE V TABLE VI

LSHV vs. HORSIN WIDE AREA PROTECTION AT THE SAME SECURITY

LEVEL (80-BIT) AND STORAGE COST(t = 1024). SUPPOSE ANIEEE

C37.118DATA FRAME HAS 48 BYTES.

Scheme Public Signing Verification  Key Gen.
Key Size  (optimal) (offline) Scheme Signing _ Verification  Key Gen. (offline)
HORS 10KB 1 14 1024 HORS 1 14 1024
TSV(C = 6) 1.28KB 1.8 x 106 20 384 LSHV 1.028 37 8192
TSV(C =T7) 1.28KB 9.2 x 10° 21 384
TSV(C = 8) 1.28KB 4.6 x 10° 22 384
TSV =9)  128KB  2.3x10° 23 512 level (80-bit) and public key sizeé= 1024. In HORSk = 13
TSV(C = 10) 1.28KB 1.2 x 10° 24 512

can be home appliances which are equipped with embed

but in LSHV k& = 8. Therefore, the signature size in LSHV

is 80 bytes, which reduces that in HORS by 40%. Based
1) Demand-Responsén demand-response, the receiver@" IEEE C37.118, the data frame includes 6 phasors, which

Jagans the frame size is 48 bytes. When LSHV is used for

communication devices. These embedded devices usually haythentication, the total message size (i.e., data fraze si

very limited storage, and thus it is important to keep thelf

lus signature size) is reduced by nearly 30% compared with

that using HORS. Thus, our scheme is more appropriate due

storage overhead as low as possible. )

Table V compares TSV (with some example valuegcpf © the lower bandwidth cost.
to HORS at the same security level (80-bit) and the same!N LSHV signature verification has 23 more one-way func-
signature sizek( = 13). As suggested in HORS [24],= 80. tion calcullauons. Since the receiver is powerful, thg emsrgd
In TSV, ¢ = 128 and the storage cost of a receiver is 1.28KEEOMputations can be completed in a very short time, just a
In HORS, t = 1024 and the storage cost is 10KB. Thus, TS\EW mlc_roseconds ac_cordmg to a recent study [28]. The _key
reduces the storage cost by a factor of 8 compared with HOF§Neration also requires 7168 more one-way hash functions,
and is more appropriate for demand-response. but this can be done off-line.

Considering that in demand-response the sender is much
more powerful but the receivers are constrained in compu-
tation, a relatively smallC is recommended for TSV. Also,
the bestC can be selected for a specific optimization goal as In this paper, we proposed an OTS scheme TSV to facilitate
discussed in Section VI-B. multicast authentication in Smart Grid. Compared with &xis

2) Wide Area Protectionin this application, it is important ing schemes, TSV generates much smaller signature and has
to keep the signature size as small as possible since the datech lower storage requirement. Thus, it is more apprapriat
has to be multicasted frequently and a major part of the ddita Smart Grid applications such as demand-response arel wid
is the signature and the real application data has only tesr®a protection. The benefit is at the cost of increased com-
of bytes. Considering that the receiver is more powerfuhthgutations in signature generation and/or verification. Esy,
the sender in computation, the special case LSHV e= TSV can flexibly allocate the computations between the sende
kk—1) and receiver. We formulated the optimal computation aloca

VII. CONCLUSIONS

5—) is recommended as the TSV configuration.
Table VI compares LSHV to HORS at the same securitjon problem and proposed an effective and efficient haarist



algorithm to solve it. We evaluated TSV with implementation

and case studies.
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k(k—1)

k.

>
> 0)
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by ntotar = n' +nph. LELO = niopar — k(kgl) Sinceniotar <

¢ < H=1 e knows < 0. Substitute the expression of:
1 4 3 1
62 5l — 1k = T2 4 29— )
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(k=j)k—5—1)

2

k(k—1)  j2+3j
2 2
Then the proof reduces to Case 1. ]
Lemma 2: WhenC < (=1 if there is a rankg > &,

there is also at least one pivot rapkand YHE=1 < p < k.
Proof: First we prove the existence of a pivot rapk: k
by contradiction. Assume there is no pivot rapk< k& with
np, = 0. Then the total number of invocations gfapplied to
the ranks smaller thah is at leasth’ = 1+2+ ...+ k—1=
M, and the total number of invocations,;,; > n' +
q > k-1 - ¢, which is a contradiction. Then we prove
thatp > @ Suppose the largest pivot rank ps The
number of invocations applied to ranks betweest 1 and ¢
isn” = 1(¢>+q—p*—p) > D 4 L9k —p? —p). Since
n” < C, we get2k — p? —p < 0 andp > V=1, [ ]

To prove Theorem 1, we show that for any solution with
some rankr > k andn, > 0, we can construct another
solution which has no rank larger than or equaktand has
a smaller or the same signing cost. According to Lemma 2,
there is at least one pivot rank and jetdenote the largest
pivot rank. We can remove one invocation ffout of each
signature element whose rank is larger thpa®bviously, this
will not increase the signing cost. After the removal, theksa
originally to the right of the pivot become equal to or larger

C <

jlk+1) =




thanp. Then we add the removed invocations one by one to
the left part of the pivot, i.e., the ranks1,...,p — 1. In each
step, add the invocation to the dominant ranlof the left
part, and the signing cost of the left part does not increase a
analyzed in Section IV-B. During the adding process, thaltot
number of invocations included in the left part is smallearth
=2 whenk > 3, p > YIIBE=1 > 3 Thus, Lemma 1
also applies to the left part by replacifigwith p — 1, which
meansh < p — 1. After the invocation is added, no rank in
the left part is larger thap — 1. Thus, the signing cost of the
right and left part change independently during the remmpvin
and adding process. Overall, the total signing cost does not
increase. The above process can be repeated until the tighes
rank becomes smaller than The proof ends.
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