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Abstract: The recently developed second-order perturbation theory restricted active space
(RASPT2) method has been benchmarked versus the well-established complete active space
(CASPT2) approach. Vertical excitation energies for valence and Rydberg excited states of
different groups of organic (polyenes, acenes, heterocycles, azabenzenes, nucleobases, and
free base porphin) and inorganic (nickel atom and copper tetrachloride dianion) molecules have
been computed at the RASPT2 and multistate (MS) RASPT2 levels using different reference
spaces and compared with CASPT2, CCSD, and experimental data in order to set the accuracy
of the approach, which extends the applicability of multiconfigurational perturbation theory to
much larger and complex systems than previously. Relevant aspects in multiconfigurational
excited state quantum chemistry such as the valence-Rydberg mixing problem in organic
molecules or the double d-shell effect for first-row transition metals have also been addressed.

Introduction

The development and efficient implementation of the mul-
ticonfigurational second-order perturbation theory approach
(CASPT2) in the beginning of the 1990s by Roos and co-
workers1 represented a breakthrough for quantum chemistry
in general, but more specifically for the study of those electronic
structure cases which required a multiconfigurational description
of the reference wave function. Those problems were then first
solved quantitatively or accurately in many polyatomic systems,
such as a number of bond breakings and dissociations,2 potential
energy hypersurface (PEH) degeneracies (conical intersections),3

symmetry breaking problems (Cope rearrangement),4 biradical
situations,5,6 organic molecules photophysics,7-10 transition
metal (TM) bonding11-16 and spectroscopy,17-22 and actinide
chemistry.23-26

In particular, this method showed to be best suited to deal
with the quantum chemistry of the excited state.27 For the
first time, the overall level of accuracy in the determination
of electronic excitation energies in small- to medium-sized
molecules reached 0.1-0.3 eV for systems up to 30 atoms,
like free base porphin.28 The ability of a multiconfigurational
approach that extensively includes correlation effects like
the CASPT2 method opened the door for studying spectro-
scopic and photochemical phenomena in systems in which
computationally more costly approaches such as multiref-
erence configuration interaction (MRCI) could not be applied.
In a recent benchmark study of excitation energies in organic
molecules,29 the current version of the CASPT2 methodsin
which the IPEA zeroth-order Hamiltonian30 was usedswas
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shown to be superior to the CCSD and CC2 approaches and
equally as accurate as the linear response coupled-cluster
CC3 procedure for closed-shell ground-state systems. CASPT2
has also proven to be much better than any other method in
medium-sized molecules for excited states in cases where
the ground state is poorly defined by a closed-shell config-
uration (biradicals, conical intersections, dissociation paths)
or the excited state has a strong multiconfigurational or
diexcited character.29,31

The CASPT2 method is, however, not free of drawbacks,
all of them actually related with the limitation in the size of
the complete active space (CAS) due to the difficulties in
handling large high-order density matrices. Some of the
weaknesses of the CASPT2 method which were partially
solved were (i) the intruder state problem perturbing the first-
order interacting reference spaceswhich required the intro-
duction of a level-shift correction (LS-CASPT2);32,33 (ii) the
overestimation of high-multiplicity statesssolved by the
IPEA zeroth-order Hamiltonian;30 (iii) the lack of orthogo-
nality of the individual single-state CASPT2 solutions,
causing improper mixing of valence and Rydberg wave
functions7 or unphysical state crossings34swhich was solved
by developing the multistate (MS) CASPT2 approach.35

These weaknesses generally affected the size and accuracy
of the problems under study because the maximum active
space size of 13-15 molecular orbitals (MOs) was rapidly
reached, especially if a large number of Rydberg orbitals
has to be considered. Specific problems like, for instance,
the need to include in the CAS a second d-shell (4d) for
first-row transition metal atoms were also soon recognized.36

As mentioned, all of these problems have one straight-
forward solution: increasing the active space size. Recent
methodological developments in ab initio quantum chemistry
like the Cholesky decomposition (CD) approach, also
implemented for the CASPT2 method,37,38 have reduced the
effort involved in handling two-electron integrals and have
extended the applicability of ab initio methods to much larger
molecular systems. For instance, a 1000 basis set CD-
CASPT2 calculation is easily affordable nowadays within
the MOLCAS package.38-41 Truncation of the virtual space
in CD-CASPT2 calculations is also possible.42 This method
is based on a modified version of the frozen natural orbital
(FNO) approach used in coupled cluster theory. However,
increasing the molecular size or truncating the virtual space
are not always sufficient techniques. There are many
quantum-chemical problems whose accurate solution is out
of reach for CASPT2 because the adequate number of MOs
cannot be included in the active space, like organometallic
systems with more than one transition metal atom, extended
π-space molecules with more than 14 π MOs, problems in
which the inclusion of additional σ MOs is needed, or
chemical reactions in which the requirements for a balanced
space exceeds the capability of the CAS approach.

The recent implementation of the second-order perturba-
tion theory restricted active space (RASPT2) method leads
the field in the proper direction.43 In the CAS framework,44

the MO space is divided into three subspaces with a varying
number of electrons: inactive (always doubly occupied),
active (with varying occupation from zero to two), and

secondary (always empty). All possible excitation levels
compatible with spatial and spin symmetry involving the
electrons in the active space form the multiconfigurational
CAS-CI space used as a reference for a further perturbative
CASPT2 treatment.1,2 The configurational space rapidly
grows to many millions of determinants with the size of the
active space, making the treatment unaffordable. The RAS
method45,46 further divides the active space into three
subspaces: RAS1, RAS2, and RAS3. The final multireference
space is built by allowing in RAS2 the same type of full-CI
expansion as previously in CAS, but restricting in RAS1 and
RAS3 the excitation level to a predefined range: up to single
(S), double (SD), triple (SDT), quadruple (SDTQ), etc., by
limiting the number of allowed holes (RAS1) and particles
(RAS3). Avoiding high excitation levels in RAS1 and RAS3
leads to less extended multiconfigurational spaces, therefore
allowing a much larger number of active orbitals as compared
with the CAS expansions. However, the number of possible
divisions of the active space combined with the different
allowed levels of excitation increases the choices of con-
figurational expansions and the number of solutions, thus
making the RASSCF/RASPT2 method less systematic than
the CASSCF/CASPT2 method.

The selection of RAS spaces requires very careful calibra-
tion. Finding reliable strategies for general purpose calcula-
tions is highly required. Up to now, the RASPT2 method
has been tested in the determination of the singlet-triplet
state energy splitting of three copper-dioxygen and two
copper-oxo complexes43,47 and one-electron ionization
potential and optical band gaps of ethylene, acetylene, and
phenylene oligomers.48 It has been shown how RASPT2
offers a similar accuracy when compared to CASPT2 at
significantly reduced computational expense, whereas more
demanding calculations out of reach for CASPT2 can be
performed with the new formulation.

In the present contribution, we focus on electronic excita-
tion energies, a field in which RASPT2 probably will play
a major role in the coming years. We have selected different
sets of molecules in order to check the accuracy of the
method and the computational strategies in systems and
problems of various classes, including valence and Rydberg,
singlet and triplet, and ligand-field and charge-transfer excited
states in different organic and inorganic systems. Figure 1
compiles the benchmark set of molecules considered in the
present study.

The paper is divided into four sections, each of which
focuses on one aspect of the calibration. Initially, free base
porphin will be used as an example of the use of RASPT2
in a system with an extended π system whose inclusion in
the active space is out of reach for CASPT2. Then, excitation
energies of singlet and triplet valence and Rydberg states of
ethene and benzene will be computed in order to test the
accuracy and ability of RASPT2 to deal with the simulta-
neous calculation of valence and Rydberg states, and how it
takes care of the valence-Rydberg problem. Next, the
valence states of naphthalene and a set of organic five- and
six-membered heterocyclic molecules and DNA/RNA nu-
cleobases will be computed with RASPT2 to determine the
accuracy of the results with different partitions of the RAS
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space. Finally, the nickel atom and the copper tetrachloride
dianion will be computed in order to establish the accuracy
and proper strategies required in RASPT2 to handle the
required inclusion of a second correlating d shell for first-
row transition metal compounds, and how the new method
simplifies the calculations and extends their possibilities.

2. Computational Details

All CASSCF/CASPT2 and RASSCF/RASPT2 calculations
were performed with the MOLCAS-7 program.39 All-
electron, one-electron basis sets were used throughout. For
ethene and benzene (and except when indicated), the
calculations were performed with an ANO-L basis set49

contracted to [4s3p1d] for carbon and [2s1p] for hydrogen
atoms. In addition, 1s-type, 1p-type, and 1d-type contracted
functions, with diffuse coefficients described elsewhere,35

were added to this basis set and placed in the center of the
molecule to describe Rydberg orbitals. For free base porphin,
an ANO-S C,N[3s2p1d]/H[2s] basis set was used. For all
other organic systems, a triple-� valence polarized basis
(TZVP) set was employed.50 Cholesky decomposition of the
two-electron integrals was accomplished with a threshold of
10-5 au.51 Reduced-scaling evaluation of the Fock exchange
matrices in the CASSCF and RASSCF calculations was
accomplished by means of the Local-K screening approach52

employing localized Cholesky orbitals.53 For the calculations
on transition metal systems, ANO-RCC basis sets54 were
used, contracted to [7s6p4d3f2g] for nickel, [7s6p4d3f2g1h]
for copper, and [5s4p2d1f] for chlorine atoms. Scalar
relativistic effects were included using a Douglas-Kroll-Hess
Hamiltonian.55,56 In ethene and benzene, except when
mentioned, the ground state geometries were taken from gas-
phase experimental determinations, as described in the
Supporting Information (SI). CuCl4

2- is square-planar (D4h),
and the Cu-Cl distance, 2.291 Å, was taken from our
previous study.57 The other systems were optimized with

density functional theory (DFT) and the B3LYP functional58

using the Turbomole 5.10 package and employing the triple-�
valence polarized basis sets available in Turbomole.59 At
the optimized geometries, subsequent single point MS-
CASSCF/CASPT2 and MS-RASSCF/RASPT2 calculations
were performed using the mentioned basis sets. When high
symmetry is required, for instance, D6h in benzene, D4h for
CuCl4

2-, or spherical symmetry in the nickel atom, the
calculations were performed in a lower-symmetry point
group, and MOLCAS tools were used to obtain the proper
orbital symmetry. An imaginary level shift32 of 0.1 au was
used to prevent weakly coupling intruder states’ interference,
and the default shift for the IPEA zeroth-order Hamiltonian30

(0.25 au) was employed. The value of 0.25 au is now the
default in CASPT2, and we have used it in all cases, except
for the free base porphin calculations where we have set the
shift equal to zero. The reason for this different choice is
that we wanted to compare the present results to those
obtained prior to the introduction of the IPEA shift in
2004.28,60 However this study does not focus on IPEA shift
effects, and we do not compare results with different IPEA
shifts for each system because this deviates from the purpose
of the present study. In all calculations, the core electrons
are kept frozen in the perturbative calculations, except for
the nickel atom where the 3s and 3p electrons are included.

It is important to describe the notation employed to label
CAS and RAS calculations. In the first case, the traditional
label is used, that is, CAS(n,i), where n is the number of
electrons included in the active space and i is the number of
active orbitals. For RAS calculations, a longer notation is
used, RAS(n,l,m;i,j,k), where n is the number of active
electrons, l the maximum number of holes allowed in RAS1,
and m the maximum number of electrons to enter in RAS3.
Active orbitals are labeled by i,j,k and refer to those placed
in RAS1, RAS2, and RAS3, respectively. Sometimes, we
will also use S, SD, SDT, or SDTQ to emphasize the
maximum RAS1fRAS3 excitation level. The RAS2 sub-
space has the same meaning in RASSCF as the CAS active
space in a CASSCF calculation; i.e., all possible spin- and
spatial symmetry-adapted configuration state functions (CSFs)
that can be constructed from the orbitals in RAS2 are
included in the multiconfigurational wave function. The
RAS1 and RAS3 subspaces, on the other hand, permit the
generation of additional CSFs subject to the restriction that
a limited number of excitations may occur from RAS1, which
otherwise contains only doubly occupied orbitals, and a
limited number of excitations may occur in RAS3, which
otherwise contains only empty orbitals. The active space
employed for the various systems will be described in each
section. Further details are reported in the SI .

3. Results and discussion

3.A. Free Base Porphin. Free base porphin (FBP) is an
example of an extended π-conjugated system having 26
valence ππ* electrons and 24 ππ* MOs (26/24). Including
a full ππ* active space is out of reach for a conventional
CASPT2 calculation. Previous studies were performed at the
CASPT2(4/4) and CASPT2(16/14) levels.28,60 In the former

Figure 1. Benchmark set of molecules considered in this
study.
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case, only four singlet states were computed, whereas eight
singlet and eight triplet states were obtained at the latter level
of theory. An overall agreement of 0.2-0.3 eV with respect
to experimental values was obtained for all eight singlet states
belonging to the porphin Q, B, N, and L bands, although in
all these cases, CASPT2 yields too low values. FBP will be
employed as a typical example of how to properly select
the RAS active spaces and establish a RAS1/RAS3 excitation
level yielding balanced and accurate excitation energies.

Table 1 displays a comparison between our new RASPT2
calculations and the previous CASPT2 calculations. The
former includes all ππ* valence electrons and MOs (26/24)
in the RAS active space. As in many other organic molecules,
the two highest-lying occupied MOs (HOMO and HO-
MO-1) and the two lowest-lying MOs (LUMO and LU-
MO+1) are the four most relevant MOs to describe the four
lowest-lying states of the molecule.27 This active space
(named Gouterman’s space in FBP) was previously used for
CASPT2 calculations and showed to be necessary to describe
the nature of such states. Indeed, CASPT2(4/4) calculations
(see Table 1) provided reasonably accurate values for the
mentioned states, as well as CASPT2(16/14), including
Gouterman’s MOs plus other additional orbitals which
allowed calculation of higher roots.

How should we find out how to partition the RAS spaces in
order to include FBP full ππ* space and obtain accurate results?
Not all partitions are equally adequate, and especially the choice
of RAS2 has to be made carefully. Table 2 summarizes the
natural orbital occupation numbers for a number of relevant
MOs obtained in a RASSCF(26,2,2;11,4,9)(SD) calculation.
This level of theory, including the four Gouterman’s MOs in
RAS2, the remaining ππ* occupied and unoccupied MOs in
RAS1 and RAS3, respectively, and up to double excitations
(SD) for the latter spaces, is not intended to get accurate results
for all nine computed states but just to guide us in designing
the RAS partition. For each excited state, we have selected (see
last column in Table 2) the most relevant MOs, namely, those
in which the occupation number is below 1.9 or above 0.1.
Obviously such a number may vary at the different RASSCF
levels, but just slightly. It is shown, for instance, that for the
four lowest-lying states just the four Gouterman’s MOs fulfill
such requirements, as expected, whereas two more occupied
MOs are required for the 31B2u and 31B3u states and two and
three more for the 41B2u and 41B3u states, respectively.

Why is this analysis so important? In order to have a
balanced and accurate energy difference between states, the
MOs strongly differing in occupation number for such states
must be placed in RAS2 simultaneously. That is, to get

Table 1. Excitation Energies (eV) of the Singlet and Triplet Valence ππ* States of Free Base Porphin (D2h)

state
CASPT2

(4/4)a
CASPT2
(16/14)b

RASPT2
(26,2,2;11,4,9) (SD)c

RASPT2
(26,3,3;11,4,9) (SDT)c

RASPT2
(26,2,2;i,j,k) (SD)d

STEOM-
CCSDe exptlf

11B3u 1.70 1.63 2.18 1.91 2.18 1.75 1.98 - 2.02 (Qx)
11B2u 2.26 2.11 2.38 2.16 2.38 2.40 2.33 - 2.42 (Qy)
21B2u 2.91 3.08 3.23 2.86 3.23 3.62 3.13 - 3.33 (B)
21B3u 3.04 3.12 3.21 3.16 3.21 3.47 3.13 - 3.33 (B)
31B2u 3.42 5.22 (3.30)g 3.37 3.80 4.35 3.65 (N)
31B3u 3.53 5.38 (3.21)g 3.28 3.48 4.06 3.65 (N)
41B2u 3.96 5.95 (4.02)g 4.10 4.20 5.00 4.25 (L)
41B3u 4.04 6.04 (4.14)g 4.22 4.23 5.17 4.25 (L)
13B2u 1.52 1.83 1.70 1.83 1.26 1.58
13B3u 1.85 1.99 1.77 1.99 1.80
23B3u 1.88 1.98 1.88 1.98 1.98
23B2u 1.98 1.98 1.90 1.98 1.85
CSFh 8 537705 63258 (1877432)g 1877565 279974/676297

a CASPT2(4,4)/ANO-L 3s2p/2s, ref 60. Gouterman’s four-electron/four-MO CAS space. b CASPT2(16,14)/ANO-S 3s2p1d/2s, ref 28.
c Present RASPT2 results. Full ππ* 26-electron/24-MO RAS employed. Gouterman’s 4/4 space placed in RAS2. SD or SDT for all states
except when indicated. The poor results for the highest singlet states explained in the text. d Different RAS spaces partition following the
occupation number criterion of Table 2. See text. e STEOM-CCSD/SVZP results from ref 61. f See data in ref 28. g Present RASPT2 results.
Full ππ* 26-electron/24 MO-RAS employed. Gouterman’s 4/4 space placed in RAS2. Within parentheses are results using SD for the
ground 11Ag state and SDT for the excited state and CSFs for the excited-state 1B2u SDT calculations. h Number of configuration state
functions (CSF) for the 1Ag symmetry. In the sixth column are CSFs for active spaces (26,2,2;8,6,9)(SD)/(26,2,2;6,8,9)(SD) as examples.

Table 2. Natural Occupation Numbers of the Most Relevant Molecular Orbitals of the Low-Lying ππ* States of Free Base
Porphin (D2h)a

state 3b1u 4b1u 2b2g 3b2g 3b3g 5b1u
b 2au

b 4b2g
b 4b3g

b 3au RAS2c b1ub2 gb3 gau/e-

11Ag 1.9692 1.9596 1.9714 1.9561 1.9581 1.8539 1.8631 0.1481 0.1595 0.0543
11B3u 1.9699 1.9606 1.9349 1.9715 1.9646 1.4726 1.4449 0.5448 0.5664 0.0739 1111/4
11B2u 1.9696 1.9622 1.9702 1.9601 1.9625 1.5462 1.3962 0.6117 0.4803 0.0626 1111/4
21B2u 1.9609 1.9684 1.9662 1.9582 1.9638 1.3169 1.4744 0.5389 0.6988 0.0615 1111/4
21B3u 1.9713 1.9527 1.9526 1.9722 1.9451 1.3941 1.4197 0.6275 0.6037 0.0602 1111/4
31B2u 1.9906 1.2519 1.9907 1.9637 1.7919 1.7860 1.7749 0.2467 1.0048 0.0992 2121/8
31B3u 1.9922 1.3057 1.9617 1.9923 1.7339 1.8496 1.6622 1.1639 0.1479 0.0773 2121/8
41B2u 1.2515 1.9914 1.7929 1.9747 1.9898 1.8367 1.7494 0.1429 1.0928 0.0765 3311/10
41B3u 1.3231 1.9910 1.9694 1.7753 1.9894 1.8312 1.6278 0.9479 0.2936 0.1310 3312/10

a RASSCF(26,2,2;11,4,9)(SD) level of calculation. b Orbitals of the 4/4 Gouterman’s space. c Orbitals and electrons within RAS2 selected
from the occupation numbers (<1.9 and >0.1).

156 J. Chem. Theory Comput., Vol. 7, No. 1, 2011 Sauri et al.



balanced RASPT2 excitation energies from the ground to
the 11B2u, 21B2u, 11B3u, and 21B3u excited states, at least the
four Gouterman’s MOs (b1ub2gb3gau/ne;1111/4) must be
placed in RAS2. Otherwise the description of the various
states will be strongly unbalanced at the initial RASSCF
level, and RASPT2 may not be able to recover the desired
accuracy. This is better seen in the case of the higher-lying
states. In Table 1, we report excitation energies at the
RASPT2(26,2,2;11,4,9)(SD) level of calculation. Only the
four Gouterman’s MOs are included in RAS2, and single
and double excitations (SD) are allowed from RAS1 to RAS3
to obtain the RAS-CI expansion. This level is clearly
adequate for describing the four lowest-lying states, largely
reducing the computational cost with respect to CASPT2(16/
14) (only 10% of CSFs required for the RAS calculations).
The case is quite different for the four next states, which
require additional MOs to be properly described (see Table
2).

The RASPT2 excitation energies deviate toward high
values by more than 1.5 eV, showing the underestimation
of the correlation energy for the excited states as compared
with the ground state. In parentheses, we included the results
of increasing the CI excitation level only for the excited states
to SDT, while keeping SD for the ground state, a strategy
that partially restores the lost balance, giving excitation
energies within 0.2-0.3 eV from the experimental values.
Similar results are obtained if we increase the level of
excitation in RAS1/RAS3 to triple excitations for all states
with the RASPT2 (26,3,3;11,4,9)(SDT) calculations, proving
that the ground state treatment does not improve with respect
to the SD level. In any case, the computational cost increases
enormously by including the triple excitations (30 times more
CSFs are required).

We also performed more elaborate calculations in which
each pair of states (here, the ground and each excited state)
has been computed using the specific active space suggested
by the occupation numbers in Table 2. In this procedure,
both the ground and excited states have in RAS2 those MOs
largely changing their occupation number in the excitation
process. These calculations (which are equivalent to the
RASPT2(26,2,2;11,4,9)(SD) results for the four lowest-lying
states) provide the most accurate set of results for the
different states at an intermediate computational cost.

The main conclusion obtained from these sets of calcula-
tions on FPB is that RASPT2 can provide accurate results
for excited states only if the design of the RAS partition,
and particularly the composition of the RAS2 space, is
carefully controlled. RAS2 must contain those MOs that
largely change their occupation number in the states under
comparison. Otherwise, the corresponding states will have
an unbalanced CI description, and perturbation theory might
be unable to provide accurate excitation energies. Any initial
RASSCF SD calculation on the requested states including a
large enough active space will be sufficient to identify the
MOs that should be placed in RAS2, and the occupation
number criterion (<1.9 and >0.1) can be used for guidance.
If the RAS2 partition is correct, the singles and doubles (SD)
level of CI excitation required in RAS1 and RAS3 is
sufficient to provide accurate excitation energies at a reason-

able computational cost. Increasing the excitation level (triple
or quadruple CIs) may partially compensate for the lack of
balance, but it typically gives large CI expansions that may
become very expensive. The use of the full ππ* 26/24 active
space increases the accuracy compared to more limited active
spaces. Furthermore, RASPT2 compares well with experi-
mental results, unlike CCSD, especially for the higher states,
which deviate from experimental results by almost 0.8 eV
at the CCSD level of calculation. RASSCF/RASPT2 can
therefore be considered a very convenient tool for studying
the spectrum of this type of π-extended system. This is even
more important when carrying out geometry optimizations.
Occasionally, the selective partition of a large π space like
that of porphin leads to localized solutions at the CASSCF
level, which can be avoided at the RASSCF level, as shown
recently in psoralen.62

3.B. Ethene and the Valence-Rydberg Mixing
Problem. Ethene is usually described by two ππ* valence
orbitalssthe HOMO (highest occupied molecular orbital) and
LUMO (lowest unoccupied molecular orbital)sthat form the
basis for the low-lying valence singlet and triplet ππ* states.
Additionally, series of diffuse states of increasing energies
converging to the ionization potentials (IPs) of the molecule,
named the Rydberg states, will also appear at low energies
in the gas-phase absorption spectrum. To represent such
states, we have employed, as previously done,35,63 a specific
atomic-type one-electron basis set of diffuse character placed
on the molecular centroid. The lowest Rydberg series will
be represented by excitations (basically single excitations)
from the HOMO orbital to each of the orbitals of the n ) 3
series, 3s3p3d, where n has a value one unit more than the
valence main quantum number. As the required valence ππ*
active space is small, previous studies at the CASPT2
level35,63 employed an active space of two electrons in 11
orbitals, including the two valence ππ* plus the nine 3s3p3d
Rydberg orbitals. As was soon detected in polyenes,63 the
CASSCF procedure is unable to deal properly with the si-
multaneous calculation of valence and Rydberg states.
The lack of correlation leads to wave functions in which the
MOs are strongly mixedsthe so-called valence-Rydberg
mixingsyielding too diffuse valence states and too compact
Rydberg orbitals that only the multistate CASPT2 is able to
correct. Compared with these previous calculations, the
RASPT2 results in Table 3 can help us to answer several
questions. First, is there any simple partition of the active
space that avoids the costly inclusion of the Rydberg orbitals
within the CAS space? Second, what is the origin of the
valence-Rydberg mixing, and how does RASPT2 handle
this problem? Finally, is the multistate treatment still needed,
and is there any affordable additional solution?

As observed in Table 3, and in previous studies,63 for the
lowest-energy 1B1u states, the perturbative CASPT2(2,11)
correction produces values off by almost 0.5 eV compared
to experimental results. The analysis of the orbital extension
〈r2〉 (see that elsewhere)35 indicates that even when for the
lowest-energy state it should reflect its valence and compact
character, yielding a similar value to that for the ground state
(11Ag), the magnitude for the orbital extension is almost 4
times larger for both excited states, an illustration of the
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mixed character of the obtained wave function. It was already
proven35 that the use of the MS-CASPT2 level of calculation
is required to get a correct result for the interacting 1B1u states
and solve the so-called valence-Rydberg mixing problem.
After the orthogonalization produced by the MS treatment,
the valence and Rydberg states are clearly separated, and
the corresponding orbital extensionscomputed by using the
perturbatively-modified CAS-CI (PMCAS-CI) wave function
obtained from the MS methodsdecreases close to the ground
state value for the valence 11B1u state, whereas it largely
increases for the Rydberg 21B1u states.

In the RASPT2 calculations, we have followed two types
of computational strategies. First, we have placed the nine
Rydberg MOs into the RAS3 active space, leaving the RAS1
space empty and the two ππ* valence MOs and electrons in
RAS2. We have allowed only combined single excitations
toward RAS3, since the Rydberg states are typically well
described just by single one-electron promotions, as previ-
ously suggested.64 The active space employed can be labeled
as RASPT2(2,0,1;0,2,9)(S), including two active electrons and
11 MOs. Table 3 shows that at such a level of calculation, that
is, by moving the Rydberg MOs to RAS3, there is no loss of
accuracy compared to CASPT2(2,11)/MS-CASPT2(2,11). In
this small system, the computational effort is only marginally
decreased, but the gain will be much more important in larger
molecules. Furthermore, two more advantages can be high-
lighted: additional valence MOs can eventually be added to
RAS2 if required for larger systems, and a single partition of
the active space is made available, simplifying considerably the
calculations. On the other hand, the behavior of CASPT2(2,11)
and RASPT2(2,0,1;0,2,9)(S) with respect to the valence-Rydberg
mixing problem is basically the same, as could be expected by
the fact that the same types of correlation effects (ππ* and
Rydberg in both cases) are included in the wave function. Still,
the MS treatment at the MS-RASPT2 level is required to get
correct energies and MO extensions.

RASPT2 allows for enlarging the active space with
additional MOs, for instance, the σ valence space (5σ, 5σ*),
and these were incorporated into RAS1 and RAS3 spaces
in the calculations labeled RASPT2(12,3,3;5,2,1)(SDT) in
Table 3. New states, such as σπ*, πσ*, σσ*, or σRydberg*
can now be described by this method, but not only that. At
the RASPT2(12,3,3;5,2,16)(SDT) level, the valence-Rydberg
mixing is already solved, and the multistate treatment is not
required. As observed, two additional σ* MOs were finally
added to the RAS3 space in order to avoid large intruder

state problems. Apart from that, the inclusion of the
remaining valence electron and orbitals in the active space
was sufficient to provide an improved wave function and
final results within 0.05 eV from experimental results. This
type of behavior has been observed before when active
spaces were enlarged to include correlation effects between
MOs of different angular moments.34 Notice that neither the
Rydberg nor the σσ* MOs are included in RAS2.

Therefore, in order to incorporate simultaneously the effects
of these MOs, a SD excitation level was insufficient (leading
to deviations larger than 2 eV) because of the lack of balance
between the ground and excited states, as shown in the previous
section for FBP. We used one strategy which worked for FBP
to balance the treatment; namely, we increased the level of
excitation to SDT. Another option would have been to put all
the MOs in RAS2, but this would have been unaffordable in
this case. We can conclude that RASPT2 provides two different
solutions to the valence-Rydberg mixing problem, either
reaching the MS level of calculation or introducing new MOs
into the RAS spaces, if possible.

Table 4 presents a comparison between the CASSCF/
CASPT2/MS-CASPT2(2,11) and RASSCF/RASPT2/MS-
RASPT2(2,0,1;0,2,9)(S) levels of calculation for the low-
lying singlet and triplet valence and Rydberg states in ethene.
As in the previous cases, moving the Rydberg orbitals from
RAS2 to RAS3, including up to single excitations from
RAS1 to RAS3, provides the same type of accuracy as the
full inclusion of the Rydberg MOs into RAS2. This recipe
is reliable and a much less costly alternative for the
simultaneous calculation of valence and Rydberg states,
especially useful for larger systems.

3.C. Acenes: Benzene and Naphthalene. In Tables 5,
6, and 7, we report excitation energies for benzene and
naphthalene at different levels of theory. In Table 5, valence
and Rydberg (n ) 3 series) singlet excited states of ππ*,
πσ*, and σσ* character calculated with the CASSCF/
CASPT2, RASSCF/RASPT2, MS-CASPT2/MS-RASPT2,
and CCSD methods are presented. Two RASPT2 strategies
have been followed. In the first set of calculations, the six
ππ* valence MOs were left in RAS2, and the nine Rydberg
orbitals were placed in RAS3, allowing up to single
excitations. As in the case of ethene, no loss of accuracy is
observed with respect to CASPT2 when using this procedure,
which largely reduces the computational effort. For instance,
the active spaces CAS(6,15) and RAS(6,0,1;0,6,9) generate
2345 and 211 CSFs of 1Ag symmetry, respectively (see also

Table 3. Excitation Energies (eV) of Selected States of Ethene (D2h)a

S SDT

state
CASPT2
(2,11)b

MS-CASPT2
(2,11)b

RASPT2c

(2,0,1;0,2,9)
MS-RASPT2c

(2,0,1;0,2,9)
RASPT2d

(12,3,3;5,2,16)
MS-RASPT2d

(12,3,3;5,2,16) exptle

11B1u(ππ*) 8.43 8.04 8.44 8.13 8.06 8.00 8.0f

21B1u(3dπ) 8.98 9.38 9.03 9.35 9.35 9.41 9.33

a Comparison of CASPT2, MS-CASPT2, RASPT2, and MS-RASPT2 results with ππ* plus Rydberg and ππ* and σσ* plus Rydberg active
spaces. b CASPT2 and MS-CASPT2, from a state average of two 1B1u roots and a two-electron-11-orbital including the two ππ* MOs and
nine (n ) 3) Rydberg MOs. c RASPT2 and MS-RASPT2, from a state average of two 1B1u roots and a two-electron-11-orbital including the
two ππ* MOs (in RAS2) and nine (n ) 3) Rydberg MOs (in RAS3). Only one particle is allowed (S excitations) in RAS3. d RASPT2 and
MS-RASPT2, from a state average of three 1B1u roots and a 12-electron-16-orbital including the two ππ* (in RAS2) MOs, five σσ* MOs
(RAS1 and RAS3), and nine (n ) 3) Rydberg MOs (in RAS3). e Experimental data. See ref 7. f Estimated vertical excitation energy from
earlier theoretical work. See therein, ref 63.

158 J. Chem. Theory Comput., Vol. 7, No. 1, 2011 Sauri et al.



SI). In benzene, because of its high symmetry, the spurious
mixing of valence and Rydberg wave functions is not such
a problem as it is in ethene, and therefore there is no
significant difference when introducing the MS correction,
except for symmetries with close-lying valence and Rydberg
states like 1E1u, where the changes in energies reach up to

0.18 eV. In the second set of calculations, also reported in
Table 5, six additional σσ* electrons and MOs have been
included, three in RAS1 and three in RAS3, and up to triple
excitations have been allowed. These calculations, RASPT2/
MS-RASPT2(12,3,3;3,6,12)(SDT), are much more expensive
than the previous ones, RASPT2/MS-RASPT2(6,0,1;0,6,9)(S)

Table 4. Excitation Energies (eV) of the Singlet and Triplet Valence ππ* and n ) 3 Rydberg States of Ethene

CAS(2,11)a RAS(2,0,1;0,2,9)(S)b

state CASSCF CASPT2 MS-CASPT2 RASSCF RASPT2 MS-RASPT2 exptlc

11Ag

11B3u (3s) 6.57 7.26 7.26 6.45 7.23 7.23 7.11
11B1g (3pσ) 7.17 7.91 7.91 7.05 7.88 7.88 7.80
11B2g (3pσ) 7.18 7.91 7.91 7.06 7.89 7.89 7.90
11B1u (V) 7.93 8.43 8.04 7.83 8.44 8.13 8.0d

21Ag (3pπ) 7.83 8.31 8.31 7.72 8.26 8.27 8.28
21B3u (3dσ) 8.01 8.81 8.81 7.88 8.78 8.78 8.62
31B3u (3dδ) 8.11 8.93 8.93 7.98 8.90 8.90 8.90
11B2u (3dδ) 8.11 8.96 8.96 7.98 8.94 8.94 9.05
11Au (3dπ) 8.10 8.93 8.93 7.97 8.91 8.91
21B1u (3dπ) 9.38 8.98 9.38 9.37 9.03 9.35 9.33
13B1u (V) 4.30 4.44 4.44 4.18 4.41 4.42 4.36
13B3u (3s) 6.49 7.17 7.17 6.36 7.15 7.15 6.98
13B1g (3pσ) 7.14 7.87 7.87 7.02 7.86 7.86 7.79
13B2g (3pσ) 7.15 7.88 7.88 7.02 7.85 7.85
23Ag (3pπ) 7.31 8.17 8.17 7.19 8.11 8.11 8.15
23B3u (3dσ) 7.99 8.79 8.80 7.86 8.77 8.78 8.57
33B3u (3dδ) 8.05 8.88 8.89 7.92 8.86 8.86
13B2u (3dδ) 8.08 8.94 8.94 7.95 8.92 8.92
13Au (3dπ) 8.10 8.94 8.94 7.97 8.92 8.92
23B1u (3dπ) 8.41 9.09 9.10 8.28 9.04 9.04

a CASSCF, CASPT2, and MS-CASPT2 results, two electrons and 11 MOs including the two ππ* MOs and nine (n ) 3) Rydberg MOs.
b RASSCF, RASPT2, and MS-RASPT2 results, two electrons and 11 orbitals including the two ππ* MOs (in RAS2) and nine (n ) 3)
Rydberg MOs (in RAS3). Only one particle is allowed (S excitations) in RAS3. c See ref 7. d Estimated vertical excitation energy from earlier
theoretical work. See therein, ref 63.

Table 5. Excitation Energies (eV) for the Low-Lying Valence and Rydberg Singlet States of Benzenea

S SDT

state CASPT2b MS-CASPT2b
RASPT2c

(6,0,1;0,6,9)
MS-RASPT2c,d

(6,0,1;0,6,9)
RASPT2e

(12,3,3;3,6,12)
MS-RASPT2d,e

(12,3,3;3,6,12) CCSDf exptlg

V-ππ*
11B2u 4.94 4.94 4.98 4.98 4.72 4.93 5.19 4.90
11B1u 6.22 6.21 6.20 6.20 5.83 6.44 6.59 6.20
11E1u 7.12 6.92 7.00 6.82 6.72 6.93 7.17 6.94
21E2g 8.05 8.05 8.09 8.10 7.93 7.94 9.18 7.8

R-ππ*
21E1u (3pπ) 7.22 7.29 7.28 7.30 7.16 7.39 7.58 7.41
21A1g (3dπ) 7.88 7.87 7.94 7.93 7.85 7.87 7.86 7.81
11E2g (3dπ) 7.91 7.88 7.95 7.96 7.88 7.85 7.85 7.81
11A2g (3pπ) 7.89 7.91 7.93 7.92 7.82 7.84 7.88

R-πσ*
11E1g (3s) 6.54 6.54 6.54 6.54 6.50 6.50 6.55 6.33
11A2u (3pσ) 7.12 7.12 7.08 7.08 7.10 7.06 6.99 6.93
11E2u (3pσ) 7.22 7.22 7.24 7.24 7.18 7.11 7.06 6.95
11A1u (3pσ) 7.15 7.15 7.16 7.16 7.11 7.18 7.14
11B2g (3dσ) 7.75 7.79 7.75 7.75 7.67 7.69 7.66
11B1g (3dσ) 7.76 7.79 7.75 7.75 7.68 7.66 7.66
21E1g (3dδ) 7.73 7.72 7.73 7.71 7.69 7.69 7.64 7.54
31E1g (3dδ) 7.77 7.76 7.77 7.79 7.71 7.74 7.70

R-σσ*
31E2g (σ3s) 9.08 9.38 9.39

a For degenerated D6h states, two similar values are obtained in D2h in the CASPT2 and RASPT2 steps, unlike in CASSCF or RASSCF,
where external constraints avoid the orbital mixing and symmetry breaking. In all cases, the highest-energy solution has been selected.
b The CAS space differs for each symmetry (see SI). It includes the six valence ππ* orbitals and those Rydberg orbitals required to obtain
the Rydberg states. All energies referred to ground states with the equivalent CAS. c RAS1 empty, RAS2 ππ* valence MOs, and RAS3
including nine (n ) 3) Rydberg MOs. A single particle (S) allowed in RAS3. d A single-root calculation for the 11Ag ground state was used in
the MS results. e Six additional σσ electrons and MOs added to RAS1 and RAS3, up to three holes/particles allowed in RAS1/RAS3.
f Linear response-CCSD calculations.65 g See revision of data in ref 65.
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(e.g., 927 588 CFSs for 1Ag states), and a similar accuracy
is obtained. They slightly improve the results in conflictive
states like the 21E2g valence state, predicted at 7.94 eV at
this level, for which the experimental value65 is 7.8 eV. This
highly multiconfigurational state is poorly described by
CCSD, which yields 9.18 eV, a value 1.4 eV off with respect
to experimental results.65

The inclusion of the σσ* MOs and electrons also allows
the computation of new states. As an illustration, we have
computed the 31E2g (σ3s) Rydberg state, a single-reference
state, for which RASPT2 and CCSD predict a similar
excitation energy.65 Triple excitations have been included
in selected cases in order to compute additional σσ* states.
As in the ethene and FBP cases, this is one possible strategy
to compensate for the loss of balance caused by not including
in RAS2 the σσ* MOs relevant for the simultaneous
description of the ground and excited states.

Alternatively, those MOs could be added to RAS2 for both
states, and then just up to double excitations would be
required.

In Table 6, we compare MS-RASPT2(6,m,m;3,0,3), with
m ) 2 (SD), 3 (SDT), or 4 (SDTQ), to MS-CASPT2(6,6).

Additionally, one set of calculations using SD for the
ground and SDT for the excited states has been included.
Only the valence ππ* states are considered. In RASPT2,
the RAS2 space was left empty. Inclusion of only up to
double excitations leads to errors of about 0.5 eV toward
high energies, both in singlet and triplet states. As already
shown in FBP, this deviation is due to the lack of balance
between the ground and excited states, because the relevant
MOs required describing the excited states are excluded from
RAS2. To partially correct for this unbalance, we have used
the strategies already shown for FBP: either combining SD
for the ground state and SDT for the excited states or using
SDT or SDTQ for all states. This is a useful comparison
between various RASPT2 partitions and the equivalent
CASPT2 treatment. In order to reproduce the experimental
values, the simultaneous inclusion of Rydberg basis func-

tions, MOs, and states would be required, even to treat
valence states only. In conclusion, the strategy of leaving
RAS2 empty does not provide extremely accurate results
unless a high RAS1/RAS3 excitation level is employed, and
it is especially inadequate if only SD is used for all states.
Depending on the individual case, it might be preferable
either to include in RAS2 the relevant orbitals (see the FBP
case) or to increase the excitation level (SDT seems to work
for benzene).

Similar comparisons are presented in Table 7 for the
singlet and triplet valence ππ* states of naphthalene. MS-
RASPT2 calculations, in which the ππ* MOs and electrons
are placed in RAS1 and RAS3 and RAS2 is left empty,
compare reasonably well with the MS-CASPT2(10,10)
valence results, but only when at least up to triple (SDT)
excitations are considered (at least for the excited states).
Otherwise, just by including double excitations (SD), devia-
tions up to 0.8 eV are observed, for instance, for the 21B3u

state (results not included here). The addition of quadruple
excitations (SDTQ) has a large effect on the higher-lying
singlet states. As for prior cases, we emphasize two aspects:
(i) the lack of the relevant MOs in the RAS2 space provides
a poor reference description, and (ii) the valence space alone
(in the absence of Rydberg MOs) cannot be used to get
accurate values with respect to experimental results, except
for the lowest-lying states. In Table 7, we also report previous
CASPT2(10,11) results in which Rydberg MOs and states
were considered.67 In this case, the CASPT2/RASPT2
method yields its expected level of accuracy, 0.1-0.3 eV.

At this point, we should notice that it is not possible to
make a direct comparison between the old calculations and
the present ones because, besides the use of Rydberg orbitals
in the old calculations, the IPEA shift is not the same (see
Computational Details). However, we still report the old
results because it is always useful to collect in a single
document several results on the same system, and the old
results are more directly comparable to experimental results
because of the presence of the Rydberg basis functions in
the basis set and Rydberg orbitals in the active space. The
same is also true for all results reported in Tables 8-17.

3.D. Heterocyclic Compounds: Furan, Pyrrole, Pyri-
dine, Pyrazine, and Pyrimidine. As for prior cases, the
calculations on these organic heterocyclic molecules have
the purpose of establishing the accuracy of the partition in
which the RAS2 space is left empty, while the valence ππ*
electrons and MOs are located in RAS1 and RAS3. This
partition is very appealing because of its simplicity and its
great potential for larger systems, but it requires careful
checking. Once again the comparison will be performed
toward valence CASPT2 calculations, in which the full
valence space (ππ* and n lone-pair MOs) was included in
the CAS. The comparison toward the experimental values
would require the simultaneous inclusion of Rydberg MOs
and states, as shown previously.63 Technical details about
the calculations are reported in the SI.

An inspection of Tables 8 (furan) and 9 (pyrrole) shows
that the RASPT2(6,m,m;3,0,2) calculations increase their
accuracy with respect to valence CASPT2 in the order SDT,
SD/SDT, and SDTQ (excitation level of RAS1 and RAS3).

Table 6. Excitation Energies (eV) of the Low-Lying Singlet
and Triplet Valence ππ* States of Benzene Optimized at
DFT/B3LYP Level Using TZVP Basis Seta

RASPT2(6,m,m;3,0,3)b

state SD
SD/

SDTc SDT SDTQ CASPT2d RASPT2e exptlf

11A1g

11B2u (ππ*) 5.28 5.01 5.02 5.02 5.02 4.93 4.90
11B1u (ππ*) 6.39 6.23 6.24 6.34 6.35 6.44 6.20
21E1u (ππ*) 7.19 6.80 6.81 6.78 6.89 6.93 6.94
11E2g (ππ*) 8.16 7.60 7.61 7.62 7.61 7.94 7.8
13B1u (ππ*) 4.48 4.14 4.15 4.13 4.18 3.94
13E1u (ππ*) 4.96 4.79 4.80 4.85 4.85 4.76
13B2u (ππ*) 4.96 5.47 5.48 5.60 5.61 5.60
13E2g (ππ*) 7.82 7.42 7.43 7.26 7.43 7.24-7.74

a Leaving the RAS2 space empty is tested in RASPT2.
b MS-RASPT2(6,m,m;3,0,3)/TZVP, with m being the indicated level
of excitation: SD, SDT, or SDTQ, excluding Rydberg orbitals and
states. c MS-RASPT2(6,2,2;3,0,3)(SD) for the ground state and
MS-RASPT2(6,3,3;3,0,3)(SDT) for the excited state. See text.
d Present MS-CASPT2(6,6)/TZVP, excluding Rydberg orbitals and
states. e MS-RASPT2(12,3,3;3,6,12)(SDT)/TZVP, including Rydberg
orbitals and states. See Table 4. f Experimental data. See refs 65
and 66.
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The RAS(SDTQ) partition typically yields results very close
to the full CAS calculation.77

Only when reaching a SDTQ level of excitation, which
can be prohibitive for larger molecules, can the calculations
be considered really accurate. This shows that in some cases
it might not be practical to leave RAS2 empty when
computing excited states. In order to compare with experi-
mental results, the Rydberg MOs and states may have to be
included in the calculation, as shown by previous CASPT2
calculations,63 whose accuracy was established to be within
0.1 eV.

Tables 10, 11, and 12 provide data for the same type
of calculations for the azabenzenes pyridine, pyrazine, and
pyrimidine. Both valence ππ* and nπ* states are consid-
ered. The performance of RASPT2(10,m,m;5,0,3) versus

CASPT2(10,8) is similar to that in the furan and pyrrole
cases, although in pyridine the nπ* states are less accurately
described at the SDT level than at the SD/SDT level. The
effect is less pronounced for the other two molecules. In
general, we observe that for states below 7.0 eV the deviation
of the SDT and SDTQ RAS calculations falls within a value
of 0.2 eV compared to valence CASPT2. On the other hand,
for higher lying states, the deviation can reach up to 0.5 and
0.3 eV at the SDT and SDTQ levels, respectively. It can be
therefore concluded that the empty-RAS2 approach should
be used with caution. Even for low-lying roots, a SD or SDT
level of excitation may not suffice to obtain a 0.2 eV
accuracy, and combining the SD and SDT levels could be a
better alternative (considering that extending to SDTQ is

Table 7. Excitation Energies (eV) of the Singlet and Triplet Valence ππ* States of Naphthalene (D2h), Leaving the RAS2
Space Empty

RASPT2(10,m,m;5,0,5)a

state SD/SDTb SDT SDTQ CASPT2c CASPT2d exptle

11Ag

11B3u (ππ*) 4.25 4.29 4.23 4.26 4.03 3.97, 4.0
11B2u (ππ*) 4.65 4.69 4.61 4.62 4.56 4.45, 4.7
21Ag (ππ*) 5.98 6.02 6.00 6.05 5.39 5.50, 5.52
11B1g (ππ*) 5.79 5.83 5.87 5.94 5.53 5.27, 5.22
21B3u (ππ*) 5.94 5.98 6.20 6.05 5.54 5.63, 5.55, 5.89
21B2u (ππ*) 6.17 6.21 6.12 6.13 5.93 6.14, 6.0
21B1g (ππ*) 6.74 6.79 6.35 6.34 5.87 6.01, 6.05
31Ag (ππ*) 6.77 6.81 6.66 6.72 6.04
13B2u (ππ*) 3.22 3.26 3.21 3.26 3.04f 2.98f,g

13B3u (ππ*) 0.90 0.94 0.90 0.96 0.80
13B1g (ππ*) 1.22 1.26 1.23 1.27 1.14 1.30 - 1.35g

23B2u (ππ*) 1.32 1.36 1.41 1.38 1.20
23B3u (ππ*) 1.48 1.52 1.45 1.51 1.36
13Ag (ππ*) 2.22 2.26 2.25 2.28 2.18 2.25g

23B1g (ππ*) 2.68 2.72 2.72 2.70 2.61 3.12g, 3.0g

23Ag (ππ*) 3.03 3.07 3.04 3.03 2.73
33Ag (ππ*) 3.15 3.19 3.14 3.17 2.81 2.93g

33B1g (ππ*) 3.42 3.46 3.40 3.39 3.14

a MS-RASPT2(10,m,m;5,0,5)/TZVP results, with m the indicated level of excitation: SD, SDT, or SDTQ, excluding Rydberg orbitals and
states. b MS-RASPT2(10,2,2;5,0,5)(SD) for the ground state and MS-RASPT2(10,2,2;5,0,5)(SDT) for the excited state. See text. c Present
MS-CASPT2(10,10)/TZVP results, excluding Rydberg orbitals and states. d CASPT2(10,11), ANO-L 3s2p1d/2s+2s2p2d. Rubio et al.,67

including Rydberg orbitals and states. e Experimental optical data in gas phase and solution: George and Morris,68 Huebner et al.,69 Mikami
and Ito,70 Dick and Hohlneicher,71 Klevens and Platt,72 Bree and Trirunamachandran.73 f Lowest-lying singlet (11Ag)-triplet (13B2u) vertical
excitation and band absorption maximum. The other excitation energies for the triplet states are referred to the 13B2u triplet state.
g Triplet-triplet absorption experimental data: Hunziker74,75 and Meyer et al.76

Table 8. Excitation Energies (eV) of the Low-Lying Singlet
and Triplet Valence ππ* States of Furan (C2v), Leaving the
RAS2 Space Empty

RASPT2(6,m,m;3,0,2)a

state SD/SDTb SDT SDTQ CASPT2c CASPT2d exptle

11A1

11B2 (ππ*) 6.55 6.58 6.37 6.28 6.04 6.06
21A1 (ππ*) 6.61 6.64 6.49 6.47 6.16
31A1 (ππ*) 8.40 8.43 8.05 8.04 7.74 7.82
13B2 (ππ*) 4.51 4.54 4.54 4.28 3.99 4.02
13A1 (ππ*) 5.76 5.79 5.56 5.53 5.15 5.22

a MS-RASPT2(6,m,m;3,0,2)/TZVP, with m the indicated level of
excitation: SD, SDT, or SDTQ, excluding Rydberg orbital and
states. b MS-RASPT2(6,2,2;3,0,2)(SD) for the ground state and
MS-RASPT2(6,3,3;3,0,2)(SDT) for the excited state. See text.
c Present MS-CASPT2(6,5)/TZVP, excluding Rydberg orbital and
states. d CASPT2(6,10), ANO-L 4s3p1d/2s1p+2s2p2d. Serrano-
Andrés et al.63 including Rydberg orbitals and states. e Experimental
data. Flicker et al.78

Table 9. Excitation Energies (eV) of the Low-Lying Singlet
and Triplet Valence ππ* States of Pyrrole (C2v), Leaving
the RAS2 Space Empty

RASPT2(6,m,m;3,0,2)a

state SD/SDTb SDT SDTQ CASPT2c CASPT2d exptle

11A1

21A1 (ππ*) 6.40 6.54 6.30 6.28 5.92
11B2 (ππ*) 6.82 6.96 6.67 6.62 6.00 5.98
31A1 (ππ*) 8.18 8.32 7.94 7.92 7.46 7.54
13B2 (ππ*) 4.64 4.78 4.50 4.48 4.27 4.21
13A1 (ππ*) 5.22 5.35 5.29 5.43 5.16 5.10

a MS-RASPT2(6,m,m;3,0,2)/TZVP, with m the indicated level of
excitation: SD, SDT, or SDTQ, excluding Rydberg orbital and
states. b MS-RASPT2(6,2,2;3,0,2)(SD) for the ground state and
MS-RASPT2(6,3,3;3,0,2)(SDT) for the excited state. See text.
c Present MS-CASPT2(6,5)/TZVP, excluding Rydberg orbital and
states. d CASPT2(6,10), ANO-L 4s3p1d/2s1p+2s2p2d,63 including
Rydberg orbitals and states. e Experimental data. Flicker et al.,78

Bavia et al.,79 and Van Veen.80
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actually quite expensive). Otherwise, for higher-lying states,
the inclusion of Rydberg orbitals is indispensable.

3.E. DNA/RNA Nucleobases: Adenine, Thymine,
Uracil, and Cytosine. In this section, we describe the results
of the CASPT2 and RASPT2 study of the DNA/RNA
nucleobases adenine, thymine, uracil, and cytosine. We have
employed partitions of the RAS spaces similar to those
described in the previous section; namely, the valence ππ*
and lone-pair orbitals have been distributed in RAS1
(Hartree-Fock occupied MOs) and RAS3 (Hartree-Fock
unoccupied MOs), and RAS2 has been left empty. The results

are compared with full ππ* and lone-pair valence and
valence plus Rydberg CASPT2 calculations and with ex-
perimental data.

Table 13 describes the results for the singlet states of
adenine. There is an overall agreement within 0.2-0.3 eV
among the various sets of calculations. We have not reported
here calculations of the type RASPT2(12,2,2;6,0,4)(SD)
(RAS2 space empty), which display deviations close to 0.6
eV for some states. It was shown previously that the SD
level of excitation is unreliable for excited states if the RAS2
space is not balanced, including, for the states under
consideration, the MOs largely modifying their occupation
number in the excitation process. The reader must be warned
about the comparison of some of the previous CASPT2
results for nπ* transitions. In some cases, the proper lone-

Table 10. Excitation Energies (eV) of the Singlet and
Triplet Valence ππ* and nπ* States of Pyridine (C2v)

RASPT2(8,m,m;4,0,3)a

state SD/SDTb SDT SDTQ CASPT2c CASPT2d exptle

11A1

11B1 (nπ*) 5.07 5.40 5.15 5.05 4.91 4.59
11A2 (nπ*) 5.38 5.71 5.42 5.35 5.17 5.43
11B2 (ππ*) 4.74 5.03 5.26 5.10 4.84 4.99
2 1A1 (ππ*) 6.47 6.68 6.71 6.57 6.42 6.38
31A1 (ππ*) 7.31 7.49 7.48 7.12 7.23 7.22
21B2 (ππ*) 7.16 7.10 7.31 7.17 7.48
41A1 (ππ*) 8.25 8.51 8.47 8.23 7.96
31B2 (ππ*) 8.07 8.34 8.42 8.21 7.94
13A1 (ππ*) 4.34 4.67 4.44 4.32 4.05 4.10
13B1(nπ*) 4.52 4.84 4.69 4.50 4.41
13B2 (ππ*) 4.80 5.09 4.89 4.82 4.56 4.84
23A1 (ππ*) 5.00 5.34 5.18 5.02 4.73
13A2 (nπ*) 5.37 5.71 5.42 5.36 5.10
23B2 (ππ*) 6.40 6.74 6.64 6.69 6.02
33A1 (ππ*) 7.71 8.04 7.86 7.68 7.34
33B2 (ππ*) 7.17 7.53 6.97 6.88 7.28

a MS-RASPT2(8,m,m;4,0,3)/TZVP, with m the indicated level of
excitation: SD, SDT, or SDTQ, excluding Rydberg orbitals and
states. b MS-RASPT2(8,2,2;4,0,3)(SD) for the ground state and
MS-RASPT2(8,3,3;4,0,3)(SDT) for the excited state. See text.
c Present MS-CASPT2(8,7)/TZVP, excluding Rydberg orbitals and
states. d CASPT2(8,12), ANO-L 4s3p1d/2s1p. Lorentzon et al.81

including Rydberg orbitals and states. e Experimental data,
Bolovinos et al.82

Table 11. Excitation Energies (eV) of the Singlet Valence
ππ* and nπ* States of Pyrazine (D2h)

RASPT2
(10,m,m;5,0,3)a

state
SD/

SDTb SDT SDTQ CASPT2c CASPT2d exptle

11Ag

11B1u (nπ*) 4.06 4.21 3.95 4.09 3.85 3.83
11Au (nπ*) 4.67 4.82 4.65 4.67 4.63
11B2u (ππ*) 5.02 5.18 4.98 5.04 4.76 4.81
11B2g (nπ*) 5.55 5.71 5.39 5.55 5.46
11B3g (nπ*) 6.50 6.65 6.31 6.47 6.10
11B3u (ππ*) 6.61 6.77 6.43 6.68 6.69 6.51
21B3u (ππ*) 7.82 7.97 7.46 7.57 7.53 7.67
11B2u (ππ*) 7.55 7.70 7.51 7.44 7.74 7.67
11B1g (ππ*) 8.33 8.48 8.37 8.43 8.31
21Ag (ππ*) 8.71 8.87 8.67 8.68 8.22

a MS-RASPT2(10,m,m;5,0,3)/TZVP, with m the indicated level
of excitation: SD, SDT, or SDTQ, excluding Rydberg orbital and
states. b MS-RASPT2(10,2,2;5,0,3)(SD) for the ground state and
MS-RASPT2(10,3,3;5,0,3)(SDT) for the excited state. See text.
c Present MS-CASPT2(10,8)/TZVP, excluding Rydberg orbitals
and states. d CASPT2(10,12), ANO-L 4s3p2d/3s2p. Fülscher and
Roos83 including Rydberg orbitals and states. e Experimental data.
Innes et al.,84 Bolovinos et al.,85 and Okuzawa et al.86

Table 12. Excitation Energies (eV) of the Singlet Valence
ππ* and nπ* States of Pyrimidine (C2v)

RASPT2
(10,m,m;5,0,3)a

state
SD/

SDTb SDT SDTQ CASPT2c CASPT2d exptle

11A1

11B1 (nπ*) 4.13 4.49 4.14 4.33 3.81 3.8 - 4.1
11A2 (nπ*) 4.58 4.94 4.55 4.71 4.12 4.62
11B2 (ππ*) 5.23 5.35 5.45 5.33 4.23 5.12
21A1 (ππ*) 6.67 7.04 6.96 6.96 6.7 6.7
31A1 (ππ*) 7.71 8.08 7.75 7.54 7.57 7.57
21B2 (ππ*) 7.50 7.60 7.57 7.37 7.32 7.57
41A1 (ππ*) 7.86 8.22 7.82 7.86 7.82
31B2 (ππ*) 8.61 9.00 8.80 8.76 8.31 8.8

a MS-RASPT2(10,m,m;5,0,3)/TZVP, with m the indicated level
of excitation: SD, SDT, or SDTQ, excluding Rydberg orbital and
states. b MS-RASPT2(10,2,2;5,0,3)(SD) for the ground state and
MS-RASPT2(10,3,3;5,0,3)(SDT) for the excited state. See text.
c Present MS-CASPT2(10,8)/TZVP, excluding Rydberg orbitals
and states. d CASPT2(8,12), ANO-L 4s3p2d/3s2p. Fülscher et
al.87 including Rydberg orbitals and states. e Experimental data,
Bolovinos et al.82 See also ref 88.

Table 13. Excitation Energies (eV) of the Singlet Valence
ππ* and nπ* States of Adenine (Cs)

RASPT2
(12,m,m;6,0,4)a

state
SD/

SDTb SDT SDTQ CASPT2c CASPT2d exptle

11A′
21A′ (ππ*) 5.10 5.18 5.14 5.10 5.13 4.6
31A′ (ππ*) 5.13 5.21 5.17 5.17 5.20 4.8 - 4.9
11A′′ (nπ*) 5.07 5.15 4.97 5.15 f 5.4
41A′ (ππ*) 6.34 6.43 6.42 6.41 6.24 5.9 - 6.0
21A′′ (nπ*) 5.76 5.84 5.78 5.85 6.15
51A′ (ππ*) 6.40 6.48 6.47 6.48 6.72 6.3 - 6.4
61A′ (ππ*) 6.57 6.65 6.63 6.65 6.99 6.8

a MS-RASPT2(12,m,m;6,0,4)/TZVP, m indicates level of
excitation: SD, SDT, or SDTQ, excluding Rydberg orbitals and
states. RAS2 is empty here. b MS-RASPT2(12,2,2;6,0,4)(SD) for
the ground state and MS-RASPT2(12,3,3;6,0,4)(SDT) for the
excited state. See text. c Present MS-CASPT2(12,10)/TZVP,
excluding Rydberg orbitals and states. d CASPT2(12,11), ANO-L
4s3p1d/2s1p,10 including Rydberg orbitals and states.
e Experimental absorption data in solution. Mixture with the
7H-adenine tautomer has been noticed. See ref 10 for a critical
revision of the experimental results. f The active spaces lacked the
lowest-lying lone-pair orbital, missing therefore the lowest-lying π*
state.
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pair MO was left outside the active space, and the corre-
sponding state was therefore missing. This is not due to an

inaccuracy of the CASPT2 method but instead to a bad
selection of the active space.

The results on thymine and uracil in Tables 14 and 15
show different trends. In both cases, the RASPT2(SD) level
with RAS2-empty was insufficient to get quantitative results.
The SDTQ level of excitation is indispensable, which is
unfeasible for larger systems. Alternatively, it is better to
balance the calculations using SD for the ground state and
SDT for the excited states. For higher-lying states, for
instance, in the 21A′ and 31A′ ππ* states, large discrepancies
are found between the valence-Rydberg CASPT2 results
and the experimental values. The effect is even more clear
for both the ππ* and nπ* states of uracil, which is related
to the absence of the Rydberg MOs from the active space.
The advice would be to add the Rydberg MOs and avoid
the MS procedure if the diffuse MOs are not included,
because it might lead to overestimated interactions, as was
proved previously.34

Table 16 displays the results on cytosine, and the conclu-
sions are similar to those obtained for the previous pyrimidine
nucleobases. In this case, the SD(ground state)/SDT(excited
state) strategy becomes particularly accurate as compared
to that with full CASPT2. This strategy could be a cheap
alternative in cases where larger RAS2 spaces or high
excitation (SDTQ) levels are unfeasible. Once again, one
should emphasize the need to include Rydberg MOs and
states for calculations on high-lying excited states. For low-
lying states, the Rydberg MOs may be excluded, but then
the use of the multistate approach is not recommended,
because it might lead to spurious interactions.

3.F. Transition Metal Compounds and the Double
d-Shell Effect: The Nickel Atom and the Copper
Tetrachloride Dianion. Because of the strong correlation
effects associated with the 3d shell in first-row transition
metals (TM), the inclusion of a second correlating d shell
(4d) in the active space was shown to have crucial effects
on the relative state energies obtained from CASPT2 for
molecules containing first-row transition metal atoms with

Table 14. Excitation Energies (eV) of the Singlet Valence
ππ* and nπ* States of Thymine (Cs)

RASPT2(12,m,m;6,0,3)a

state SD/SDTb SDT SDTQ CASPT2c CASPT2d exptle

11A′
11A′′ (nπ*) 5.01 5.29 5.09 5.24 4.77f

21A′ (ππ*) 5.64 5.93 5.80 5.56 4.88 4.8 - 5.1
31A′ (ππ*) 6.61 6.90 6.72 6.54 5.88 6.0 - 6.1
21A′′ (nπ*) 6.37 6.65 6.43 6.54
41A′ (ππ*) 6.70 6.98 6.73 6.58 6.10 6.5 - 6.6
51A′ (ππ*) 7.59 7.87 7.38 7.19 7.13 6.9 - 7.0

a MS-RASPT2(12,m,m;6,0,3)/TZVP, m indicates the level of
excitation: SD, SDT, or SDTQ, excluding Rydberg orbitals and
states. RAS2 is empty here. b MS-RASPT2(12,2,2;6,0,3)(SD) for
the ground state and MS-RASPT2(12,3,3;6,0,3)(SDT) for the
excited state. See text. c Present MS-CASPT2(12,9)/TZVP,
excluding Rydberg orbitals and states. d CASPT2(12,11), ANO-L
4s3p1d/2s. Lorentzon et al.,89 including Rydberg orbitals and
tates. e Experimental absorption data in gas phase and solution.
See ref 89 for a critical revision of the experimental results. f See
ref 90.

Table 15. Excitation Energies (eV) of the Singlet Valence
ππ* and nπ* States of Uracil (Cs)

RASPT2(12,m,m;6,0,3)a

state SD/SDTb SDT SDTQ CASPT2c CASPT2d exptle

11A′
11A′′ (nπ*) 5.19 5.36 5.56 5.43 4.80
21A′ (ππ*) 5.84 6.01 5.93 5.90 5.00 4.8 - 5.1
31A′ (ππ*) 6.64 6.82 6.65 6.73 5.82 6.0 - 6.1
21A′′ (nπ*) 6.63 6.80 6.90 6.78 6.20
41A′ (ππ*) 6.79 6.96 6.87 6.93 6.46 6.5 - 6.6
51A′ (ππ*) 7.58 7.75 7.38 7.48 7.00 6.9 - 7.0

a MS-RASPT2(12,m,m;6,0,3)/TZVP, m indicates the level of
excitation: SD, SDT, or SDTQ, excluding Rydberg orbitals and
states. RAS2 is empty here. b MS-RASPT2(12,2,2;6,0,3)(SD) for
the ground state and MS-RASPT2(12,3,3;6,0,3)(SDT) for the
excited state. See text. c Present MS-CASPT2(12,9)/TZVP,
excluding Rydberg orbitals and states. d CASPT2(12,11), ANO-L
4s3p1d/2s. Lorentzon et al.,89 including Rydberg orbitals and
sates. e Experimental absorption data in gas phase and solution.
See ref 89 for a critical revision of the experimental results.

Table 16. Excitation Energies (eV) of the Singlet Valence
ππ* and nπ* States of Cytosine (Cs)

RASPT2
(12,m,m;6,0,3)a

state SD/SDTb SDT SDTQ CASPT2c CASPT2d exptle

11A′
21A′ (ππ*) 4.53 4.96 5.04 4.72 4.39 4.4 - 4.6
11A′′ (nOπ*) 5.49 5.92 5.85 5.52 5.00
21A′′ (nNπ*) 5.72 6.15 6.03 5.73 5.06f

31A′ (ππ*) 5.79 6.22 6.29 5.95 5.36 5.0 - 5.5
41A′ (ππ*) 6.75 7.17 7.30 6.85 6.16 5.8 - 6.3
51A′ (ππ*) 7.01 7.43 7.37 7.00 6.74 6.7 - 7.1

a MS-RASPT2(10,m,m;6,0,3)/TZVP; m indicates the level of
excitation: SD, SDT, or SDTQ, excluding Rydberg orbitals and
states. RAS2 is empty here. b MS-RASPT2(12,2,2;6,0,3)(SD) for
the ground state and MS-RASPT2(12,3,3;6,0,3)(SDT) for the
excited state. See text. c Present MS-CASPT2(12/9)/TZVP,
excluding Rydberg orbitals and states. d CASPT2(10,12), ANO-L
4s3p1d/2s.91 including Rydberg orbitals and states. e Experimental
absorption data in gas phase and solution. See ref 91 for a critical
revision of the experimental results. f See ref 3. The corresponding
lone pair is missing in the active space in ref 91.

Table 17. Comparison between CASPT2 and RASPT2
Excitation Energies (eV) of the Excited States of the Nickel
Atoma

RASPT2(10,0,m;0,6,5)CASPT2 CASPT2

exptlc3d4sb 3d4s4db

(3s3p)3d4s4db

States SD SDT SDTQ
3D (3d94s1) 0.00 0.00 0.00 0.00 0.00 0.00
3F (3d84s2) -0.33 -0.10 0.01 -0.03 0.04 0.03
1D (3d94s1) 0.01 0.28 0.29 0.24 0.24 0.33
1D (3d84s2) 1.16 1.45 1.52 1.52 1.61 1.59
1S (3d10) -0.97 1.79 2.16 2.21 2.01 1.74
3P (3d84s2) 1.48 1.68 1.79 1.76 1.85 1.86
1G (3d84s2) 2.33 2.54 2.63 2.62 2.71 2.65

a The RAS partition is 3d4s in RAS2 and 4d in RAS3, with
RAS1 empty, RAS(10,0,m;0,6,5), and different excitation levels in
RAS3. Core-valence correlation is computed at the perturbative
level (3s3p electrons). b CASPT2 and RASPT2(10,0,m;0,6,5) with
18 electrons correlated, basis set ANO-RCC 7s6p4d3f2g, SA(15)
for triplet states and SA(19) for singlet states except 1S(3d10), a
single root calculation. c Experimental data. NIST (national institute
of standards and technology).94
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a more than a half-filled 3d shell.33,36,43,92,93 This effect,
referred to as the double d-shell effect, is manifested in
particular when dealing with transitions between states with
a different 3d occupation number, e.g., 3df4s transitions
or charge-transfer (CT) transitions. The double d-shell effect
was first reported in a CASPT2 study of the low-lying states
of the nickel atom.36 Here, we report the results of a
comparative CASPT2/RASPT2 study of the lowest states in
the electronic spectra of the nickel atom and the copper
tetrachloride dianion (CuCl4

2-). The underlying motivation
of this study is to check whether it might be possible to treat
the double d-shell effect by means of the much cheaper
RASPT2 strategy by, for instance, moving the 4d shell into
RAS3. This would allow for applicability of the present
multiconfigurational approach to more extended and complex
TM systems that have so far been inaccessible or could only
be treated qualitatively, because of size limitations of the
CASSCF active space, e.g., systems with multiple TM
centers.95

The calculated results obtained for the spectrum of the Ni
atom are presented in Table 17 and compared to experimental
results. The first two columns show the CASPT2 relative
energies obtained with an active space containing 10
electrons in either the minimum valence active space (3d,
4s) or extended with an extra d shell (3d, 4s, 4d). The double
d-shell effect is clearly illustrated by these results. The
CASPT2 excitation energies obtained without a second d
shell in the active space strongly deviate from the experi-
mental data by 0.3-0.5 eV for all states except 1S (3d10),
for which an exceptionally large error of as much as 2.7 eV
is found. After including the second d-shell, the errors are
reduced to 0.2 eV for all calculated states. These results might
be further improved by also including the (4p) shell into the
active space, and by further extending the basis set.

The next three columns in Table 17 give the results
obtained from RASPT2(10,0,m;0,6,5), with m being the
electrons allowed in RAS3, representing a maximum excita-
tion level from two (SD) up to four (SDTQ). Because of the
poor convergence of the RASSCF orbital optimization, the
RASSCF(SDT) and RASSCF(SDTQ) energies have been
calculated at the CI level without orbital optimization, and
using the molecular orbitals converged at the RASSCF(SD)
level. As one can see, even at the SD level, the double-shell
effect is described reasonably well for most states, the results
deviating by at most 0.1 eV with respect to the full CASPT2
results. Minor oscillations are observed when increasing the
excitation level to SDT and further to SDTQ, but in general
there is no clear sign of a systematic improvement. An
exception is again the 1S (3d10) state. Here, going from
CASPT2 to RASPT2 leads to a significant deterioration of
the results, by 0.37 eV at the SD level, and decreasing to
0.22 eV at the SDTQ level. However, it is clear that for this
state the RASPT2 description of the double d-shell effect is
not converged with respect to the excitation level, and higher
levels of excitations are necessary for obtaining quantitative
accuracy.

As a final set of calculations, we include here the study at
the CASPT2 and RASPT2 levels of the excitation energies
of the ligand field (LF) states and a charge transfer (CT)

state in the electronic spectrum of the copper tetrachloride
dianion (CuCl4

2-). In order to compare the results with
previous reports,57,96 the same geometry (planar, D4h, with
the Cl ligands on the x and y axes) and basis sets were used.
The valence electronic structure of this molecule is presented
in Figure 2. The ground state (GS), 12B1g, has a singly
occupied molecular orbital (SOMO), σ-antibonding with
predominant Cu 3dx2-y2 character, and the lowest part in the
spectrum is built from excitations of an electron out of each
of the other four 3d orbitals, giving rise to three ligand field
(LF) states 12B2g, 12Eg, and 12A1g. An important charge-
transfer (CT) state, 22B1g, corresponding to an excitation out
of the bonding counterpart of the ground state SOMO is also
included in the calculations. This CT state belongs to the
same symmetry representation as the ground state, and it
was shown previously40 that the interaction between both
states resulting from a MS-CASPT2 treatment gives rise to
a strongly enhanced covalent character of the GS Cu-Cl σ
bonds, by increasing the chlorine 2pσ contribution in the
GS b1g* SOMO. The purpose of the present study is therefore
not only to investigate whether the electronic spectrum of
CuCl4

2- may be satisfactorily reproduced by means of a
RASPT2 rather than a CASPT2 treatment but also to see
whether the same covalency enhancing effect for the GS may
be obtained from a MS-RASPT2 treatment. The latter may
be evaluated by comparing the Mulliken spin populations
from the CASSCF and perturbed modified (PM) CASSCF
GS wave functions obtained before and after the multistate
treatment, respectively.

The CASPT2 calculations are based on an active space
of 11 orbitals, consisting of the Cu 3d and 4d shells together
with the bonding b1g orbital. In the RASPT2 calculations,

Figure 2. Schematic representation of the geometry and
electronic structure of [CuCl4]2-.
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the correlating 4d shell was transferred into RAS3, leaving
RAS1 empty and the other six orbitals in RAS2. This then
gives results of the type RASPT2(11,0,m;0,6,5), with m
representing the RAS2fRAS3 excitation level. The calcu-
lated excitation energies obtained from either a single-state
(SS) or multistate (MS) treatment are presented in Table 18.
Looking at the SS results first, we note that for the LF states,
the results obtained from RASPT2-SDTQ calculations are
virtually indistinguishable from CASPT2. A deterioration of
the results is observed when decreasing the RASSCF
excitation level to SDT and further to SD, although the
accuracy of the results obtained from the latter treatment,
within 0.2 eV, is still acceptable. On the other hand, for the
CT states, the RASPT2 treatment seems to be more
problematic, giving an excitation energy that deviates more
from the CASPT2 results as the level of excitation is
increased. Only two of the states included in the calculations
belong to the same B1g representation. A MS treatment will
therefore leave the total energy of the other states unaffected,
while stabilizing the 12B1g ground state and destabilizing the
22B1g CT state. This then gives rise to a calculated MS-
CASPT2 spectrum in which all three LF states are raised in
energy by the same amount, 0.13 eV, as compared to SS-
CASPT2, while the 22B1g CT state is raised by twice this
amount. The results obtained from MS-RASPT2 follow the
same trend with respect to SS-RASPT2. As such, the same
conclusions concerning the accuracy obtained from RASPT2
for the LF and CT states may be drawn from Table 18, as
already noted for the SS results. As compared to the
experimental excitation energies for the 12B2g and 12Eg (LF)
states, the SS treatment yields better excitation energies than
MS-CASPT2. The addition of the MS step does not increase
the accuracy of the results at any of the levels, CASPT2 or
RASPT2. This is not unexpected because the active space
requirements with MS are larger than for the lower-level
methods. It has been shown before that the addition of
angular correlation, that is, the inclusion of orbitals with
different angular momentum quantum numbers in the active
space, largely improves the MS results.34

It should finally be mentioned that the RASSCF calcula-
tions also reproduce the CASSCF Mulliken spin populations
for all states (see SI). In particular, for the ground state, the
spin population on copper obtained from RASSCF, 0.84,
reflects a very ionic Cu-Cl bond. As was shown in a
previous study,57 this ionic description gives rise to calculated
EPR g factors that deviate considerably more from the free-
electron value than is observed from experimental results.
A significant improvement of the calculated g factors may
be obtained by making use instead of the PM CASSCF wave

function, giving rise to a more covalent description of the
Cu-Cl bonds, with a Mulliken spin population on copper
that is decreased by 7%, thus approaching the value of 0.62
( 0.02 deduced from experimental results.

The most important conclusion to be drawn from the
results obtained in this section is that, in general, moving
the 4d shell into the RAS3 space is a good strategy that leads
to much less expensive calculations in transition metal
systems without a considerable loss in accuracy. This then
allows for the extension of the methodology to larger
systems, both increasing the number of transition metal atoms
or including additional ligand molecules. For instance, the
number of CSFs decreases from near 98 000 in a CASS-
CF(10,11) calculation to 4300, 19 000, and 47 500 at the
RASSCF(SD), SDT, and SDTQ levels, respectively (for the
Ni calculations, see SI).

4. Summary and Conclusions

The electronic excited states of a number of organic (free
base porphin, ethene, benzene, naphthalene, furan, pyrrole,
and several azobenzenes and nucleobases) and inorganic (the
nickel atom and the copper tetrachloride dianion) systems
have been computed at the RASSCF/RASPT2/MS-RASPT2
(RAS) levels of calculation using different active space
partitions and strategies. The results have been compared to
those obtained with well-established procedures like CASSCF/
CASPT2/MS-CASPT2 (CAS) or CCSD, and to experimental
values, in order to determine the accuracy of several
procedures used to divide the RAS space. Our main goal
was to establish computational strategies that would provide
the most accurate results at reasonable computational costs
that one could eventually employ for larger systems. The
RAS approaches have many possible ways to define the
active spaces for the multiconfigurational calculation, and
therefore systematic selection procedures have to be devel-
oped and calibrated.

Free base porphin has been first investigated with several
partition procedures. RASPT2 has proved to be an excellent
strategy to avoid arbitrary divisions of the π space in a system
in which the full-π active space (26 electrons in 24 MOs) is
out of reach for the CASPT2 method. It has been shown
that in the RASPT2 method the proper definition of the RAS2
space (in which a full-CI is performed to define the
configurational reference space) is crucial to assessing the
accuracy of the calculations. In particular, an initial analysis
of the occupation numbers displayed by the relevant MOs,
even at a simple RASSCF(SD) level of calculation, is very
useful to determine the composition of RAS2. When

Table 18. Excitation Energies (eV) of CuCl42- Computed at the CASPT2(11,11) and RASPT2(11,0,n;0,6,5) Levels of
Calculation Compared with the Available Experimental Data

states
SS-CASPT2

(11,11)
MS-CASPT2

(11,11)

SS-RASPT2(11,0,m;0,6,5) MS-RASPT2(11,0,m;0,6,5)

exptlaSD SDT SDTQ SD SDT SDTQ

12B1g (GS)
12B2g (LF) 1.52 1.65 1.36 1.48 1.52 1.51 1.63 1.67 1.55
12Eg (LF) 1.77 1.90 1.60 1.72 1.76 1.75 1.87 1.91 1.76
12A1g (LF) 2.00 2.13 1.91 1.92 1.99 2.06 2.07 2.14
22B1g (CT) 4.60 4.86 4.51 4.52 4.42 4.81 4.81 4.73

a See refs 57, 96.
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computing a RASPT2 energy difference, the highest accuracy
is obtained when the MOs changing their occupation number
from one state (typically the ground state) to the other (an
excited state) the most are simultaneously included in the
RAS2 space, leaving the other less significant MOs in the
RAS1/RAS3 spaces. If this requirement is fulfilled, a
single-double (SD) level of excitations in these two latter
active spaces partitions is sufficient to get a high accuracy.
In free base porphin, as is typical in many other π organic
systems, Gouterman’s four MOs (HOMO, HOMO-1, LUMO,
and LUMO+1) form the basic set required to describe the
four low-lying ππ* excited states, and therefore it will be
sufficient to include them in RAS2 while leaving the
remaining ππ* MOs in RAS1/RAS3 and reaching a SD level
of excitation to get accurate results. Higher states will
however require extension of the RAS2 space to include
additional MOs. It is possible to design a less straightforward
strategy and perform calculations for each of the two states
with different active spaces. If the proper MOs are excluded
from RAS2, the results are unbalanced in the CI treatment,
and the second-order perturbation correction may not be able
to compensate the results. Particularly for this case, a SD
level of excitation is clearly insufficient. Although not as
accurate as the inclusion of the proper MOs in RAS2, there
are some additional strategies that may help to slightly
improve the results even if some important MOs are excluded
from RAS2, for instance, using different levels of excitation
for the two considered states, like SD for the ground and
SDT for the excited state, or increasing the overall excitation
as much as possible, SDT, or even better, SDTQ, although
these latter strategies might be impossible to apply because
of the very large configurational spaces. All of these results
open the possibility to use RASPT2 for many organic
systems with extended π spaces without a further loss of
accuracy due to restrictions in the size of the active space.

Calculations on the valence and Rydberg singlet and triplet
excited states of ethene and benzene have illustrated the
advantages of RASPT2 versus CASPT2 when large active
spaces including both valence and Rydberg states and MOs
are required. A new strategy for the active MO partition has
been used in which the Rydberg MOsstypically nine (n )
3) for common organic systemssare placed in RAS3, leaving
in the RAS2 space the valence ππ* MOs and electrons, and
allowing, apart from the full-CI expansion within RAS2, just
single excitations toward RAS3. The advantage of the RAS
approach, whose accuracy is similar to that of a full CAS
calculation, is that the Rydberg orbitals can be moved out
of the RAS2 space. The computational effort is therefore
substantially decreased, and the approach can be employed
to study systems with large π-valence spaces. Also, the
calculations are simpler because they permit the use of a
unique space for the different symmetries. This approach,
however, does not solve directly the valence-Rydberg
mixing problems already found in CASSCF/CASPT2, lead-
ing to too high excitation energies and heavily mixed wave
functions with too large orbital extensions for some valence
states. As previously shown, when only the ππ* MOs are
included in the RAS2 space, the multistate (MS) procedure,
MS-RASPT2, is required to solve the mixing and provide

orthogonal states with clear valence or Rydberg mixings. In
the ethene case, we have also shown that the inclusion of
the σσ* MOs in the RAS1 and RAS3 spaces (not possible
in general for CAS calculations) opens new possibilities but
also brings some problems. Since one cannot include in
RAS2 both the ππ* and σσ* MOs, the RASPT2(SD) level
of calculation is not sufficient to correctly describe the σσ*
excitations. Increasing the excitation level to SDT solved
the problem in the ethene case, although this might not be a
general rule. When including both π and σ correlation within
the CI reference space, the valence-Rydberg mixing was
solved at the RASPT2(SDT) level, without using the MS-
RASPT2(SDT) procedure. This shows the importance of
electronic correlation in defining the wave function when
dealing with the valence-Rydberg mixing problem.

Calculations on different heteroaromatic organic mol-
ecules, including furan, pyrrole, and some azabenzenes and
nucleobases, have shown that the most computationally
advantageous RASPT2 strategy, consisting of leaving the
RAS2 space empty and placing the occupied and unoccupied
MOs in RAS1 and RAS3, respectively, is, in general, not
particularly accurate. For low-lying states, the lack of balance
between the ground and excited states caused by the improper
definition of RAS2 can be partially compensated if different
levels of excitations are used when defining the configura-
tional space, in particular if using SD to compute the ground
and SDT to obtain the excited state. The strategy yields
poorer results for higher-lying states, mainly because of the
effect of the absent Rydberg MOs and states, which should
be included in the calculations to obtain accurate results.

Regarding the calculation of the first-row transition metal
systems, our main goal was to analyze the effect on the
excitation energies of moving the 4d correlating shell from
RAS2 to RAS3. The electronic spectra of the nickel atom
and the copper tetrachloride dianion have been analyzed. The
main conclusion is that, overall, the RASPT2 calculations
quite well reproduce the corresponding CASPT2 results (to
within 0.1-0.2 eV), although a few exceptional cases were
also observed, e.g., the 1S (3d10) state of the nickel atom.
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