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Multidimensional letter similarity
derived from recognition errors
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In order to provide a reliable measure of the similarity of uppercase English letters, a
confusion matrix based on 1,200 presentations of each letter was established. To facilitate an
analysis of the perceived structural characteristics, the confusion matrix was decomposed
according to Luce's choice model into a symmetrical similarity matrix and a response bias
vector. The underlying structure of the similarity matrix was assessed with both a hierarchical
clustering and a multidimensional scaling procedure. This data is offered to investigators of
visual information processing as a valuable tool for controlling not only the overall similarity
of the letters in a study, but also their similarity on individual feature dimensions.

In order to understand how a particular stimulus
is recognized, it is important to know the salient pro
perties of the stimulus. To this end, experimental
psychologists carefully measure and control such vari
ables as the size and the luminance of a visual dis
play. One property which has not been commonly
subject to this careful scrutiny is the feature compo
sition of the stimulus. This is unfortunate, for feature
or distinctive figural attributes are considered funda
mental to perception and ongoing information pro
cessing operations.

Feature lists have been proposed (Briggs & Hocevar,
1975; Geyer, 1970; Gibson, 1969; Laughery, 1971)
which purportedly specify the important attributes
of uppercase English letters. These lists have, however,
enjoyed only limited use because of a reluctance by
investigators to employ lists of questionable validity
(Holbrook, 1975).

Townsend (1971a, 1971b) generated an alphabetic
confusion matrix which has proven to be of some
value to investigators in testing the power of visual
recognition process models (Geyer & DeWald, 1973;
Holbrook, 1975). This source of information on the
similarity among letters has, however, rarely been used
in empirical studies of the factors affecting letter
recognition performance (Eriksen & Eriksen, 1974;
Estes, 1972, 1974). This may be attributed to at
least two factors: (1) The reliability of Townsend's
confusion matrix is questionable due to the very low
expected values in the off-diagonal elements of his
matrix. Assuming a uniform distribution of confu
sions, the expected value of an off-diagonal element
was only 3 responses out of 150. Thus, random
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fluctuation could have significantly affected the
values of the elements. (2) Since Townsend's study,
many investigators have begun to use computer-based
systems for the presentation of stimuli. The letters
generated by these systems tend to be rather different
from the typographically produced letters employed
by Townsend. The reluctance of investigators to em
ploy a similarity metric generated with this latter set
of letters is understandable, since it is problematic
whether this metric may be applied to letters of a
different type font.

The purpose of the present study was to generate
a highly reliable confusion matrix of uppercase letters
displayed on a CRT, which could be used: (1) to es
tablish a subjectively derived metric for describing
the similarity of uppercase letters; (2) to analyze the
errors of classification in an attempt to infer the
important structural characteristics (features) of the
letters; and (3) to eventually use this metric as a
control variable in visual perception studies.

METHOD

Apparatus
The experimental procedure and the display device were under

the control of a Digital Equipment Corporation PDP-IlnO com
puter. The CRT display, a DEC VRI4 with a fast-decay phospher,
was located in a lightproof room adjacent to the computer
facility. The stimulus characters were generated in the center of
the display by the selective illumination of dots within a 5 by 7
dot matrix. The matrix subtended a visual angle of 14' x 20'
at a viewing distance of 64 em. Under the viewing conditions em
ployed, the letters appear as green continuous-line figures against
a dark background. Representations of the generated letters are
presented in Figure I. The characters in this figure were constructed
such that the dot size and interdot distances are proportional to
the original displays. 1

Subjects
Twenty students at The Johns Hopkins University participated

and were paid $21h for their services. Visual acuity in all sub
jects was normal or corrected to normal.
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Design
The stimuli were presented in blocks of 72 letters. Each letter

of the alphabet was presented three times within a block, with
the order of presentation randomized by the computer just prior
to the presentation of the block. Responses were collected from
each subject on a total of 20 blocks of trials spread over 4 days
of data collection. Thus, each uppercase letter was presented a
total of 60 times to an individual (excluding practice trials).

One day of practice and calibration preceded the 4 experimental
days. To insure that all subjects were operating at a suboptimal
level, stimulus duration was adjusted after each block of trials
so that the proportion of correct responses was held at .5. Stimulus
duration ranged from 10 to 70 rnsec, with a mean duration across
subjects of 33 msec.

Procedure
A subject was led into the room containing the CRT display

and was asked to sit on a stool facing the screen. After attaching
a head microphone, the subject placed his head on a chinrest
to insure that the viewing distance was held at 64 cm. The sub
ject was then left in the room for 5 min to dark-adapt.

The subject was instructed to fixate on the point which appeared
in the center of the CRT screen at the beginning of each trial,
and to identify the letter which appeared shortly therafter. Subjects
were informed that their response accuracy was being measured,
and they were asked to make their best guess on those trials
on which they were not sure of the identity of the stimulus letter.

Each trial commenced with the presentation of the fixation point
for I sec. To minimize potential masking effects, the stimulus
letter was presented I sec after the fixation point disappeared,
and was followed by a blank field. The subject then verbally
identified the stimulus. The response was picked up by the micro
phone and transmitted to the experimenter, who proceded to enter
the response into the computer through a terminal keyboard,"
Immediately after the experimenter had recorded the response,
the fixation point for the next trial appeared. Each trial period
lasted approximately 5 sec. After each block of trials, the subject
was given a 3-min rest period while the computer calculated his
performance. A practice block of 26 trials was presented at the
beginning of each session. An experimental session, including the
dark adaptation, instructions, a practice block, and five experimen
tal blocks, lasted approximately 50 min.

RESULTS

The responses for each subject were summed
across blocks into a Stimulus by Response confusion
matrix, where each element indicated the number of
times a stimulus letter, sj, was identified as a response
letter, rj. Individual differences in response frequencies
among subjects were analyzed by an inverted principle
components factor analysis before obtaining a com
posite confusion matrix. The first component, indica
tive of communality among subjects, accounted for
91070 of the total variance, leaving only 9070 for
stable individual differences and subject unreliability.
In addition, the subjects did not appear to fall into
any obvious subgroupings based on response patterns.
It was therefore deemed appropriate to average over
the 20 subjects to obtain a composite matrix.

Since each stimulus letter was presented a total of
1,200 times, the composite confusion matrix was
normalized by this value and each element was then
interpreted as a proportion. The resulting matrix is

shown in Table 1. Overall, the proportion of correct
responses was .51, reasonably close to the projected
correct response rate of .5.

To facilitate an analysis of the perceived struc
tural characteristics of the uppercase font used in this
paper, the confusion matrix was decomposed, accord
ing to Luce's choice model (Luce, 1963), into a
symmetrical matrix and a response-bias vector. Since
the choice model assumes that the probability of
choosing any letter, rj, as a response to any stimulus
letter, Si, is greater than .0, it was necessary to
estimate the values of any empty off-diagonal elements.
(Less than 5070 of the off-diagonal elements were
ernpty.) An iterative, least-squares procedure was used
to solve for the similarity matrix and bias vector by
substituting a variable probability value in the empty
elements of the confusion matrix. With the value of
these elements set at .001, the sum of the squared
errors in reconstructing the original confusion matrix
proportions from the similarity matrix and bias vector
was only .076. 3 It thus appears that the choice model
solution, as shown in Table 2, provides a very good
fit to the confusion data. It is interesting to note that
the three letters with the largest bias values, I, J,
and L, contain few physical elements and can, in
fact, be contained in other letters.

The values of the elements in the matrix of Table 2
represent proximities along a scale relating the set of
26 letters on the basis of perceived (structural) simi
larity. Although the matrix represents only the overall
similarity among the letters, several analytic techniques
are available for assessing underlying structures which
may form the basis for the similarities. One such
nonspatial technique is hierarchical clustering
(Johnson, 1967), where the level in the hierarchy at
which two elements cluster is monotonically related
to the similarity of the elements: i.e., the higher
in the hierarchy at which two letters cluster, the
weaker the similarity relationship.

The results of clustering the 26 uppercase letters
are shown in Figure 1, using both the minimum and
maximum procedures. According to Johnson (1967),
if the data conform to the ultrametric inequality, then
the two solutions will be the same, and thus a hier
archical relationship exists among the data. The close
ness of the two solutions implies that a nonspatial
representation is appropriate for these data. The two
solutions show that the letters Hand M are the
most similar letters for the font used, while L appears
to be a rather unique letter. Two major clusters
are evident: one appears to be related to the an
gularity of the physical representation (e.g., X, N,
W), while in the other cluster, curved letters (e.g.,
D, G, 0, Q) are predominant.

Although the results of the clustering procedure
clearly depict the levels of similarity among the let-
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Figure 1. Hierarchical clustering representations of the letter
similarities.

ters, the resulting hierarchies are nondimensional:
i.e., they do not reveal whether a common dimensional
structure underlies the perceptual space. To obtain
this information, the similarity matrix was decomposed
into a dimensional representation through the use of
the multidimensional scaling procedure TORSCA
(Young & Torgerson, 1967). The value of this pro
cedure is that the similarity among the letters can be
specified not only on an overall basis, but also in
terms of individual feature dimensions. Multidimen
sional scaling thus gives a fine-grain representation
of similarity.

Solutions of various dimensionalities were obtained
in an attempt to find a spatial representation which
adequately characterized the 26 letters. An acceptable
fit (stress = .077) was obtained with a five-dimen
sional, Euclidean metric solution. The distances
separating the letters in this multidimensional space
are given in Table 3, and the coordinate value of
each letter on the five dimensions is contained in
Table 4. The relationship among the letters, depicted
in the clustering solution of Figure 1, remain well
represented in the five-dimensional solution. For in
stance, Hand M have very similar dimensional values,
while the letter L has rather extreme values on three
of the dimensions.

Given the postulation by several investigators (Geyer,
1970; Gibson, 1969; Laughery, 1971) of feature lists,
it would be of interest to name the dimensions in
Table 4. The physical continua which correspond to

the five dimensions are not readily apparent, however.
While the first dimension separates the two letter
groups noted in the cluster analysis and the second
dimension seems to distinguish among the letters
according to their widths, the remaining dimensions
elude even such a loose specification." Thus, we are
faced with a situation where a perceptual structure can
be specified but the physical dimensions related to
it cannot be labeled. This is a rather interesting
reversal of a common psychophysical problem.

DISCUSSION

The empirical confusion matrix presented here,
and the letter similarity values derived from it, should
be of value in investigations of the letter recognition
process. For instance, several models of letter iden
tification (Gardner, 1973; Rumelhart, Note 1) have
postulated effects based on the similarity among let
ters in a visual display and in memory. The informa
tion presented here should permit a careful testing
of these hypothesized effects.

Before these measures are used, one must, of course,
have confidence in the reliability and the validity of the
measures. The fact that the proportion in each cell
of the confusion matrix is based on 1,200 presen
tations indicates that stimulus sampling was great
enough to ensure a reliable response measure. Also,
the fact that the choice model provides such a good

Table 4
Dimension Values from Multidimensional Scaling Solution

Dimension

2 3 4 5

A .251 .492 .157 -.102 .024
B -.167 .136 .042 -.088 -.120
C -.648 .120 .138 .350 .123
D -.445 .265 -.008 -.218 .161
E -.254 -.048 .354 .428 .031
F -.082 -.181 .782 -.075 .067
G -.308 .325 -.046 .241 -.010
H .612 .181 -.105 -.063 .128
1 .001 -.746 -.080 .033 .526
J .013 -.357 -.887 .203 -.039
K .441 -.064 .261 .309 -.038
L .014 -.206 -.065 .671 .648
M .466 .113 -.054 -.124 -.005
N .549 .289 -.047 -.052 .073
0 -.357 .387 -.267 -.084 .080
P -.117 -.018 .511 -.417 .097
Q -.218 .402 -.218 -.044 -.057
R .162 .215 .307 .033 -.021
S -.267 .215 .148 .131 -.481
T -.113 -.750 .283 -.371 .252
U .013 .111 -.610 -.207 .274
V -.214 -.152 -.307 -.503 -.388
W .430 .197 -.248 -.076 .020
X .496 -.023 -.010 .096 -.427
y -.039 -.601 .023 -.518 -.516
Z -.218 -.302 -.052 .449 -.401



fit to the data suggests that the matrix contains,
at least in relation to the choice model, a rather
small noise component. The face validity of the
measures can be evaluated by simply examining the
letters in Figure 1. It makes sense, given their physi
cal characteristics, that H, M, N, and W would have
a high-scaled similarity, and it is reasonable that the
letters I, L, and Z should be scaled as highly unique
representations.

Another source, supporting the validity of these
measures, is a series of experiments reported by
Gilmore (1976). He employed the multidimensional
similarity metric reported here, in evaluating target
identification performance when the target was flanked
by noise letters. He noted that performance in each
experiment could be accounted for by postulating
two distinct similarity effects. One was attributable
to the overall similarity between the letters, while
another seemed to be mediated by the similiarity
of the letters on a single "critical feature" dimension.
Obviously, this interpretation of the results would
not have arisen if the scaled properties of the stimuli
were not known. Thus, regardless of whether or not
Gilmore's postulations are correct, he has demon
strated that the similarity metric can be a valuable
research tool.
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NOTES

I. The letters depicted in Figure I, which were constructed to
resemble the original CRT letters, are now available as transfer
lettering. This will allow future investigators to present these
letters with a conventional tachistoscope. The material, Letraset
Serial No. S51406, can be ordered through any authorized Letraset
dealer. The investigator is advised to specify whether or not a clear
carrier film printed over the individual letters is desired. A
minimum order of 50 sheets is required.

2. Care was taken to avoid phonetic confusions by having the
subject repeat potentially confusable letters as the first letter of a
word. For instance, the subject may have responded, "M, as in
man."

3. In Townsend (197Ia), the sum of squared errors in the
comparable (CI) condition was .23, a factor of three greater than
the error found in this study.

4. It is interesting to note that Townsend (1971a, 1971b) also
failed to discern any physical dimensions emerging from his multi
dimensional scaling solution.
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