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Advances in the performance of VLSI circuits are leading 

to a number of emerging applications of multidimensional 

(MD) filters. Early progress was focused on the numerical 

design of two dimensional (2-D) transfer functions and the 

challenging stability issues associated with low-complexity 

infinite impulse response (IIR) implementations. However, 

over the last decade or so, important practical advances 

have occurred in the design of 3-D and 4-D IIR filters, lead-

ing to some important emerging applications. In this tuto-

rial article, some of these applications are described, with 

emphasis on 2-D spatio-temporal beamforming and 4-D 

light field processing. In particular, advances in spatio-tem-

poral beamforming for cognitive radio systems and for syn-

thetic aperture radio telescopes are considered. In the 4-D 

case, we describe a class of 4-D light field filters for image 

processing, 4-D hyper-fan filters for low-light imaging, 

depth filtering, denoising and the attenuation of distract-

ing objects, with applications in computational photogra-

phy and habitat monitoring. Both analog and digital systolic 

VLSI circuit implementations are described with emphasis 

on recent progress using field programmable gate array 

(FPGA)-based and digital VLSI circuits that can potentially 

operate at radio frequencies in the multi-GHz range. These 

new innovations open up exciting possibilities for real-time 

MD filters having frames rates in the multi-GHz for emerg-

ing radio frequency (RF) antenna signal processing and 

imaging systems.

Abstract

Digital Object Identifier 10.1109/MCAS.2012.2237141

Date of publication: 20 February 2013

© IMAGESTATE

10 IEEE CIRCUITS AND SYSTEMS MAGAZINE  1531-636X/13/$31.00©2013IEEE  FIRST QUARTER 2013

Feature



FIRST QUARTER 2013   IEEE CIRCUITS AND SYSTEMS MAGAZINE 11

I. Introduction

M
ultidimensional (MD) signals are natural exten-

sions of their one dimensional (1-D) counter-

parts, where the signals are measured and 

defined over more than one independent variable [1], 

[2]. Whereas 1-D signals are typically defined over 

time or space, a three dimensional (3-D) signal might, 

for example, be defined over two orthogonal xy spatial 

dimensions and over the temporal dimension t, imply-

ing three independent variables (i.e., dimensions). The 

extension of 1-D signal processing techniques to the MD 

case is important because the domains of practical sig-

nals are inherently distributed over multiple dimensions 

and always over both 3-D space and 1-D time. Typically, 

important information exists within the spatio temporal 

domain of an MD signal that cannot be extracted from 

a corresponding 1-D signal, such as its directional or 

structural properties.

In this article, the basic principles of MD signal pro-

cessing are reviewed and then exploited to describe 

some emerging 2-D, 3-D and 4-D applications, as illus-

trated in Fig. 1. We describe ways in which MD filter-

ing may be employed in applications such as cognitive 

radio systems [3], [4], radio astronomy including real-

time array processing of digitized RF cosmic signals [7], 

[8] and finally light field optical systems including depth 

filtering for digital photography [5], [6].

The fundamental challenge in MD filter design and 

implementation is the high complexity of the required 

hardware, which scales exponentially with the dimen-

sionality of the filter. Therefore, not surprisingly, and in 

an attempt to reduce complexity, early work focused on 

the 2-D IIR case, for which it eventually became evident 

that simply extending the 1-D IIR approach (i.e., to simi-

larly apply MD feedback within the filters) was fraught 

with stability problems. Typically, numerical design 

methods for achieving highly-directional fan-shaped 

or beam-shaped 2-D passbands yielded unstable input-

output 2-D difference equations. There is extensive lit-

erature on this topic that is beyond the scope of this 

tutorial paper. Some of this work can be found in contri-

butions such as [12]–[19] and references therein. Here, 

we describe both MD FIR and stable IIR filter design 

methods for achieving highly-directional MD pass-

bands, drawing heavily on the work of the MD Signal 

Processing Group at the University of Calgary [20], the 

Advanced Signal Processing Circuits group at the Uni-

versity of Akron [21] and the Australian Centre for Field 

Robotics at the University of Sydney [22].

In Section II, we briefly review the fundamental the-

ory of MD filter design. Excellent texts, such as [23], 

provide a thorough description of the topic. Here, we 

emphasize the use of the MD Laplace transform in filter 

design, which is not thoroughly treated in standard text-

books. Further, we emphasize the use of the first-order 

so-called “frequency-planar” MD transfer function as an 

important pseudo-passive stable IIR building block for 

making higher-order MD IIR filters.

In Section III and Section IV, some emerging potential 

applications of spatio-temporal 2-D and 3-D FIR filters 

are described. First, beamforming 2-D FIR asymmetric 

trapezoidal filters for cognitive radio systems and, sec-

ond, beamforming 3-D FIR frustum filters for broadband 

transient detection systems in radio astronomy.

In Section V, we emphasize VLSI circuit imple-

mentations of real-time digital and analog circuits 

for 2-D and 3-D IIR spatio-temporal cases, where the 

ultimate objective is to make real-time beam form-

ers with high directional-selectivity, high-throughput, 

low-latency and low-complexity. Recently published 

systolic architectures are described that are based on 

Frequency-Planar prototypes, and yield an especially 

fast throughput of One complete spatial Frame of data 

Per Clock Cycle (the so-called “OFPCC” method).

In Section VI, we describe novel approaches by which 

the 4-D signals from a light field camera have been 

enhanced using 4-D filters, offering enhanced imaging 

capabilities in challenging environments. Applications 

include imaging in low light, in turbid (murky) water, 

and in the presence of moving distractors. Motivating 

examples include long-term underwater habitat moni-

toring, wildlife photography, and marine archaeology 

on shipwrecks in the Aegean Sea. Finally, Section VII 

concludes the article.

II. Fundamental Theory of 2-D, 3-D  

and 4-D Filter Design and Implementation

In general, an MD signal tw^ h [1] has the real M-tuple 

domain t ( , , , )t t t RM
M

1 2 f !=  and may be represented in 

the complex-frequency s-domain by the Laplace transform

 s t t( )
( )

,W w e d
2
1 s t

M

T

r

=
-^ h#  (1)

where we have written the complex M-tuple s ,s1=^  

, ,s s CM
M

2 f !h  as the column matrix s .s s s
T

M1 2f/ 6 @  

The corresponding MD Fourier transform of tw^ h is 

( ),W j~  where [ ]TM1 2 f/~ ~ ~ ~  [23]. For simplicity, 
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we shall assume here and in Sections III, IV and V that 

the domain is 4-D-spatio-temporal as given by ( , , , )x y z ct  

where t is time, ( , , )x y z R
M

!  is the 3-D Euclidean spatial 

coordinate and c is a constant having the dimensions of 

speed (and is equal to the speed of light in Sections III, 

IV and V). Extensions to higher dimensions will be obvi-

ous. By analogy with the physical energy dissipated 

( / )E w t dt R
2

=8 ^ h  in a 1X resistance element due to 

terminal voltage ,w t^ h  tE^ h of a real-valued MD signal 

tw^ h is defined as the following M-integral over the 

entire domain.

 t tE w d

t

2

R
M

=

!

^ h# . (2)

From (2) and the MD version of the well-known Parseval 

relation, it may be shown that

 ( ) ,E d

R
M

~ ~}=

!~

#  (3)

where ( )~}  is the MD Energy-Density spectrum of tw^ h 

that relates to the corresponding MD Fourier transform 

such that

 ( )
( )

( )
.

W j

2 M

2

~

~

}
r

=  (4)

It is beyond the scope of this article to describe the full 

range of useful MD signals tw^ h and their corresponding 

energy density spectra ( ),~}  although the motivated 

reader may wish to consult a relevant MD textbook [23]. 

Such signals include 2-D lowpass and 2-D highpass pass 

signals in image processing and 2-D constant-velocity 

(i.e., linear-trajectory) spatio-temporal signals in video 

processing. In this article, we focus on ideal MD plane 

waves tw^ h and the corresponding practical MD signals 

that are obtained from ideal plane waves by means of 

multiplicative MD aperture functions (i.e., MD window 

functions) and by sampling them in some or all of their 

M dimensions. We shall pay special attention to 2-D/3-D 

spatio-temporal filters and their applications in beam-

forming and to the 4-D spatial filtering of light fields.

Using the 4-D spatio-temporal case for which 

t , , , ,x y z ct R
4

/ !^ h  the fundamental 4-D relationship 

between the continuous-domain input signal twa ^ h of a 

4-D linear shift invariant (LSI) spatio-temporal filter and 

its resultant output signal tya ^ h is given by the 4-D par-

tial differential equation of order ( , , , )N N N Nx y z ct
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Figure 1. Emerging applications for FIR/IIR space time plane wave filters include aperture arrays for cosmic imaging applications 

such as radio astronomy and pulsar astrometry (a). A particularly interesting possibility for real-world engineering applications 

of high performance MD filters exist in the so-called Square Kilometer Array (SKA) project where multiple far-field beams are 

required from dense aperture arrays (b). Further, MD filters have been employed in front-end beamforming applications in cogni-

tive radio environment (c) and light gathering, depth filtering, distractor isolation and denoising applications in light field signal 

processing (d).
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Note that, in this notation, t t[ ]/w t wa i a
0
2 2 =^ ^h h and 

.q 10000 =  The ( )N N N N2 1z y x ct -  real constant coefficients 

jklm,qjklmp" , are weighting terms that constrain the 

relationship between the input t ,wa^ h  the output tya^ h 

and the above partial derivatives. The jklm,qjklmp" , are 

selected to approximate the desired input-output relation-

ship, such as the desired shape of the MD passband 

(e.g., 2-D-fan, 3-D-cone, etc. [24] [25]).

Importantly, we require zero-valued 4-D initial condi-

tions (ZICs): that is, the input twa^ h and all of its partial 

derivatives in (5), as well as all of the internal states 

of the filter, are zero-valued everywhere outside of 

the positive (i.e., +++ ) octant of t .R
3

!  Then the 4-D 

Laplace transform of (5) yields
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(6)

which, after re-arrangement, gives the 4-D Laplace 

transform transfer function
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where the corresponding 4-D Fourier transform transfer 

function is ( ) ( , , , ),T j T j j j jx y z ct~ ~ ~ ~ ~=  implying that 

the input-output 4-D energy density spectra are related 

according to

 ( ) ( ) ( ) .T jY W
2

~ ~ ~} }=  (8)

By properly selecting the coefficients of (7), we may 

shape the energy density spectrum in useful ways 

according to (8). This continuous-domain 4-D filtering 

operation has the complex-valued 4-D steady-state fre-

quency response transfer function ,T j~^ h  correspond-

ing to the magnitude frequency response transfer 

function (i.e., gain) .T j~^ h

A. MD-Analog and MD-Digital 

Spatio-Temporal Filters

In practice, the signals and the partial derivatives in 

(5) are not technologically realizable over spatially-

continuous dimensions. However, subject to Nyquist 

spatial sampling constraints, these signals may be 

fully represented by temporally-continuous spatially-

discrete samples, having mixed-domains of the form 

( , , )n x n y ct N Rx y
2

!D D  (in the case of 3-D). Such mixed-

domain versions of (5) belong to the class of MD-analog 

ST filters [26]–[33] having analog circuit realizations, 

typically using RC-active circuits. The signals in (5) may 

be both temporally-sampled and spatially-sampled, 

resulting in signals having fully-discrete-domains, such 

as ( , , ).n x n y cn Tx y tD D D  The corresponding filters may 

be implemented as MD-analog filters: for example, by 

using the capacitive charges in switched-capacitor cir-

cuits to represent signal amplitudes. However, more 

typically, the amplitudes of fully-discrete-domain sig-

nals are represented in digital form, resulting in the 

more widely-used class of MD-digital filters, having 

non-trivial problems due to finite arithmetic, including 

nonlinear overflow and underflow phenomena (where 

the latter usually manifests itself as digital noise and 

thereby limits dynamic range).

B. MD Signal Flow Graph (SFG) Decompositions

After discretization of (5) in all four dimensions, 

the corresponding input-output relationship for 

the 4-D discrete-domain filter is given by the 4-D 

difference equation
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(9)

Note that

( , , , ) ( , , , ),w n n n n w n x n y n z n Tx y z ct a x y z ct/ D D D D

and

( , , , ) ( , , , ).y n n n n Y n x n y n z n Tx y z ct a x y z ct/ D D D D

The coefficients jklm,b{ }jklma  are the discrete-domain fil-

ter design parameters. Note that the spatial shifts ,xD   yD  

and zD  do not require specific hardware components 

because they correspond to spatially sampling signals 

at different spatial locations, whereas temporal shifts 

TD  require hardware delay elements (such as analog 

delay lines for analog-MD filters or digital RAM for dig-

ital-MD filters). In the spatio-temporal 4-D-digital case, 

Note that the spatial shifts ,xD  yD  and zD  do not require specific hardware components 

because they correspond to spatially sampling signals at different spatial locations, 

whereas temporal shifts TD  require hardware delay elements (such as analog delay 

lines for analog-MD filters or digital RAM for digital-MD filters).
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for example, the 4-D SFGs are realized using intercon-

nections of digital multipliers and adders, time delays 

TD  and spatial shifts ,xD  yD  and .zD  The most widely 

employed MD discrete-domain SFG decompositions 

are the direct-form [23], the differentiator-form [28], 

[34]–[37] and the discrete-integrator form [38] [35]. The 

choice of SFG decomposition can significantly affect non-

ideal performance such as hardware complexity, sensi-

tivity of the shape of the MD passband and stopband to 

multiplier coefficient quantization and dynamic range.

Taking the 4-D z-transform of (9) yields the corre-

sponding discrete-domain transform transfer function

z z z z
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  (10)

where .b 10000 =  Equation (10) is the 4-D z-transform 

transfer function where the corresponding 4-D fre-

quency response transfer function ( , , , )H e e e ej j j jct x y z~ ~ ~ ~  

is written for brevity as ( ).H e j~  In this 4-D case, the 

discrete-domain approximation problem is to find a 

set of coefficients ,b{ }jklm jklma  that yields a 4-D gain 

function ( )H e j; ;~  that approximates the desired pass-

band shape while retaining the internal stability of the 

states of the filter. The complexity of the final design 

scales approximately with ,N N N Nx y z ct  which has signifi-

cantly limited practical applications to low-order trans-

fer functions.

C. On Approximation and Complexity

Approximation is the process of finding the values of 

the coefficients of (10) that yield a useful relationship 

between the input and output signals. For example, 

by shaping the energy density spectrum of the input 

signal according to (8) so that ( )T j; ;~  has a 4-D hyper-

cone-shaped passband. For MD FIR case, approximation 

by means of numerical optimization of the coefficients 

may be employed. However, for the MD IIR case, the sta-

bility of (9) is a major challenge because the necessary 

and sufficient conditions for the feedback coefficients 

jklmb" , to yield a stable filter are not known for the gen-

eral case. In the MD-IIR case with ,M 12  numerically opti-

mizing jklm,b{ }jklma  so that ( )T j; ;~  approximates the desired 

shape of the passband invariably yields an unstable MD 

difference equation for which stabilization strategies are 

not generally available. Further, and as in the 1-D case, 

MD-IIR filters require transfer functions of much lower 

order than approximately-equivalent MD-FIR transfer 

functions, implying significantly less hardware. This is a 

major incentive to solve the stability problems associated 

with (9). As an extreme but nevertheless practical exam-

ple, a typical 3-D FIR beam transfer function of order 

(20,20,20) has ,20 1 7 999
3
- =  independent multiplier 

coefficients in (9). However, an equally selective 3-D IIR 

beam filter can be realized using two cascaded 3-D first-

order IIR frequency planar filters [39], each requiring 

only 15 multipliers, representing a potential reduction 

in complexity that exceeds two orders of magnitude. We 

suggest that the high complexity of MD FIR filters has 

impeded their widespread application and that MD IIR 

filters can alleviate this disadvantage.

D. Stability Using MD Pseudo-Passive Prototypes

As in the 1-D case, the inverse transform of (10) is the 

MD unit impulse response n( )h  and it can be shown 

that the internal stability of (9), under zero initial con-

ditions, is assured if n( )h  is absolutely-summable over 

n Z
4

!  [23]. Unfortunately, with the exception of MD 

FIR and trivial MD IIR cases, algebraic relationships 

between the IIR function n( )h  and the coefficients of 

(9) are usually unknown or very complicated [40]. Nev-

ertheless, designers of MD-IIR filters have effectively 

solved the stability problem [41]–[44] by obtaining the 

coefficients ,b{ }jklm jklma  of (9) by employing a suitable 

continuous-time partial differential input-output trans-

fer function belonging to a pseudo-passive prototype 

network. In particular, MD inductor-capacitor-resistor 

(LRC) prototype networks (which are interconnections 

of resistance, MD-inductance and MD-capacitance ele-

ments) are a rich source of such transfer functions and 

are (for properly designed discrete-domain realiza-

tions) both pseudo-passive and stable for non-negative 

values of the MD prototype circuit elements. Fig. 2(a) 

shows a pseudo-passive first-order spatio-temporal 

self-resonant 3-D LR prototype network. This network 

forms an important IIR building block for higher-order 

designs, as described in this contribution. The full 

exploration and exploitation of such networks remains 

a fruitful research topic. Pseudo-passive networks have 

As an extreme but nevertheless practical example, a typical 3-D FIR beam transfer 

function of order (20,20,20) has ,20 1 7 9993
- =  independent multiplier coefficients. 

However, an equally selective 3-D IIR beam filter can be realized using two cascaded 

3-D first-order IIR frequency planar filters, each requiring only 15 multipliers.
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been reported for 2-D/3-D beamforming and 3-D video 

processing [35]–[37], [45], [46].

E. The Self-Resonant Frequency  

Planar Building Block

The first-order 3-D self-resonant prototype network 

[Fig. 2(a)] having a frequency planar response as 

shown in Fig. 2(b) was first used for the enhancement 

of 3-D objects in video [47]–[53] and is also a power-

ful building block for the realization of high-perfor-

mance 3-D beam and cone filters [39]. By definition, 

the 3-D series inductances , , ,L i 1 2 3i =  satisfy the 

relationships t t[ ]/ , , , .w L i t j 1 2 3j j j2 2= =^ ^h h  Then, 

employing Kirchoff’s voltage-current laws we obtain 

t t t[ ] .w w ya j t a a1
3

j
R+ =

2

2
=^ ^ ^h h h  Taking the 3-D Laplace 

transform of this equation, and rearranging yields the 

3-D transfer function s( ) ,T
s L1

1
T=

+
 which is known as the 

3-D frequency planar transfer function of order one. The 

complex steady-state 3-D frequency response function 

is found by setting s jj j~=  giving ( ) .T j
Lj1

1
T~ =
~+

 Select-

ing L ,12 22< <  the magnitude frequency response ( )T j; ;~  

closely surrounds the 3-D passband plane L .0
T
~ =  A 

review of MD plane waves can be found in the Appendix. 

This plane passes through the origin with direction 

given by the unit normals .
L

L

2
! < <

Note that, T j; ;~^ h  is unity on this plane, which is at 

the centre of the 3-D frequency-planar passband. The 

inductances are self-resonant in the plane L 0
T
~ =  [51], 

and the shape of T j; ;~^ h  rapidly decreases outside of the 

plane with a perpendicular bandwidth given by L/1 2<<  as 

shown in Fig. 2(b). In summary, the first-order frequency-

planar MD relation yields an MD frequency response that 

surrounds an MD plane with selectivity and direction that 

may be independently determined by selection of the MD 

inductance elements of L.

Later in this article, we describe how the transform 

transfer function of the MD network may be employed 

as a building block for MD plane wave filtering. By cas-

cading frequency-planar filters to form beam filters, 

and by employing them in 2-D, 3-D and 4-D polyphase 

filter banks, it has been shown that high-performance 

low-complexity highly-directional plane wave filters 

may be realized [54]–[59]. It was proposed in [45] that 

discrete domain versions of the inductance-resistance 

filter can be implemented using pseudo-passive MD 

wave-digital filters (WDFs), leading to a number of 

real-time implementations [56], [60], [61]. However, 

the approach described here is to directly discretize 

the voltage-current variables of the underlying MD 

passive network.

Stability in the discrete-domain is assured by 

applying the MD bilinear transformation (BLT) 

( )/s z1i i
2 1

i
$= -

D

-  ( )z1 i
1

+
-  , , ..., ,i M1 2=  to s-domain 

transfer functions of the MD passive networks, where 

iD  is the inter-sample distance or inter-sample time. 

There exist many different signal flow graph architec-

tures (that is, decompositions) for the computation of 

any given input-output MD difference equation. In the 

following, we determine the coefficients of the MD dif-

ference equation and then obtain the filter coefficients 

by means of the MD BLT.

F. Employing the Frequency Planar Building Block

There is a wealth of literature on the design and 

implementation of linear shift-invariant (LSI) 2-D 

FIR and IIR filters having lowpass or highpass pass-

bands, typically for smoothing or edge-enhancement 

applications in image or video processing. Here, we 

focus on the passband shapes required for direction-

ally selective filtering of broadband plane waves in 

Wa (s)
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L in ~ / (~x, ~y, ~ct )
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Figure 2. A first order 3-D inductor-resistor pseudo passive prototype network (a) and the corresponding frequency planar 

response (b).
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2-D, 3-D and 4-D. We employ simple first-order 3-D or 

4-D self-resonant pseudo-passive continuous-domain 

prototype filters as the basic building block. This 

building-block has been used extensively for realizing 

low order, low complexity, highly selective 2-D, 3-D and 

4-D filters.

G. Directional Filtering 

of Ideal Broadband Plane Waves

We consider here the region of support (ROS) of ( )W ja ~  

and thereby ( )~W  for a spatio temporal 4-D plane 

wave having direction vector ,d d d 1x y z
T6 @  it may be 

shown that the corresponding 4-D Fourier transform 

( )W ja ~  and energy density spectrum ( )~W  have the 4-D 

ROS in the frequency domain that is confined to the 

straight line

 .
d d dx

x

y

y

z

z
ct

~ ~ ~
~= = =  (11)

This 4-D line passes through the origin with an orienta-

tion in 4-D frequency space R
4

!~  that is given by the 

direction of the plane wave twa ^ h in t .R
4

!

For this reason and in general, the selective filtering 

of MD plane waves involves the design of MD filters hav-

ing MD passbands that closely surround (all or part of) 

the MD line of the ROS over the entire frequency range 

of interest. Included in the shapes of such ideal MD 

passbands are 2-D pencil-shapes (i.e., beam-shapes), 

dual-cone-shapes and dual-frustum shapes. In 2-D, the 

corresponding passband shapes are 2-D beams, dual-

fans and dual-trapezoids. Similarly, in 4-D, the corre-

sponding pass band shapes are dual hyper-pencils, 

dual-hyper-fans and dual-hyper-cones.

H. Discrete Realizations of Beam, 

Fan and Cone Filters

By applying the MD bilinear transformation to the 

MD Laplace transfer function of pseudo-passive 

inductor-resistor frequency planar building block 

transfer functions, we retain practical-BIBO stability 

and structural stability of the resultant MD discrete 

domain filter. The penalty that is paid for retaining 

stability in this way is that the continuous domain MD 

passband undergoes MD tiling and warping, due to 

the MD BLT. The obvious solution is to oversample the 

signal in all M dimensions, although this is expensive 

in the spatial domain because the number of sensors 

and data converters scales linearly with the num-

ber of spatial samples. Methods of Nyquist under-

sampling have been proposed [24] and exploited for 

reducing the complexity of narrow MD beam, fan and 

cone filters.

I. MD IIR Synthesis, Design and Implementation

The discovery of a stable decomposition for MD poly-

nomials [42] has, over the last several decades, led to 

a variety of methods for realizing stable MD IIR filters. 

By design, such stable polynomials form the denomina-

tor of the MD Laplace transform transfer function and 

thereby yield stable transfer functions. Pseudo passive 

MD resistively terminated passive filters and wave-

digital filters are especially useful classes of MD filters 

[62], [63]. The self-resonant first-order MD frequency pla-

nar transfer function having frequency planar response 

as shown in Fig. 2(b) is perhaps the most simple and 

useful example.

Using MD pseudo passive prototypes, real-time 2-D 

and 3-D IIR filter instruments have been reported. It 

has been shown that 3-D frequency planar IIR filters 

can be used to recover and track invisible objects in 

very noisy television image sequences [50]–[53] and 

also to track vehicles in traffic videos [46]. In order 

to improve throughput, systolic implementations 

were shown to be possible [25], [64]–[67] and, as VLSI 

circuits have improved, high frequency systolic opera-

tion has been shown to be feasible, including 4-D filter 

banks [68].

MD-Filter Banks have been proposed using intra-

band MD beam filters, often using the polyphase decom-

position to realize 2-D fan filters, 3-D cone filters and 

4-D hyper-fan filters [54], [58]–[60], [68]. MD polyphase 

filter banks are of low-complexity and arbitrarily-nar-

row directional selectivity with an overall performance 

that is primarily limited by the unavoidable finite 

aperture (i.e., windowing) effects, the need to avoid 

MD-aliasing by sampling above the Nyquist rate and 

the need for adequate arithmetical precision. For low 

frequency applications, significant reductions in the 

hardware requirements for MD filters can be achieved 

by temporally-scanning using a single analog to digi-

tal converter (ADC) across multiple spatial samples 

of the input twa ^ h [28]. In the following four sections, 

The selective filtering of MD plane waves involves the design of MD filters 

having MD passbands that closely surround (all or part of) the MD line 

of the ROS over the entire frequency range of interest.
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some specific applications of MD filters are described 

in more detail.

III. Adaptive 2-D FIR Beamforming  

in Cognitive Radio Systems

In the Unites States, the Federal Communications Com-

mission (FCC) licenses the electromagnetic spectrum 

based on carrier frequency and bandwidth requirement 

to primary users. These primary users in turn operate 

in their licensed band to provide services such as wire-

less communications, radar and habitat monitoring. 

However, explosive growth in wireless networks is caus-

ing spectrum scarcity for emerging broadband access 

needs because the demand for spectrum far exceeds 

the licensed bands available for communications. The 

problem is further complicated by the fact that most 

licensed users do not utilize their spectral bands most 

of the time, leading to spectral white spaces, which are 

essentially relatively unused licensed spectral bands 

that may potentially be employed for communications 

by non-licensed (secondary) users when the primary 

user is not transmitting in that band [3], [4], [9].

Cognitive radio systems exploit dynamic allocation of 

spectral recourses such as operational frequency band, 

the signal bandwidth, power transmission and wireless 

modulation techniques in order to facilitate a broad 

range of wireless communication and entertainment 

applications [70]–[72]. Software defined radio (SDR) 

architectures have been proposed for the front-end 

processing of cognitive radio systems that exploit both 

dynamic allocation of the radio-spectrum and power 

management [70], [71], [73]. Real-time spectral sens-

ing detects available frequency channels and the brain 

of cognitive radio systems, the control system assigns 

the spectral recourses such that the data throughput 

is maximized [70], [72]. Using smart antennas for the 

adaptive beamforming, cognitive radio systems effec-

tively allocate the spectrum and efficiently control the 

signal power in such a way as to reduce interference and 

therefore achieve maximum throughput in data trans-

fer [70], [74], [75]. Typically, cognitive radio systems 

span several designated frequency-bands and inher-

ently employ temporally-broadband-bandpass signals 

[70]–[72], [74], [75]. The real-time adaptive broadband-

bandpass beamforming methods to be used in cognitive 

radio systems must accommodate the gradual time-

variation of the DOAs of the desired signals [74], [75] 

as well as the instantaneous changes of the operating 

frequency band and the bandwidth [70], [72].

A. ROS of Space-Time Cognitive Radio Environment

For cognitive radio systems, for most of the time the 

receiver is in the far-field region of the transmitter. 

Hence, the simplified spatio-temporal plane wave 

propagation model [76] may be assumed for the signals 

received by the 1-D uniform linear array (ULA) in the 

broadband-bandpass-beamformer of the cognitive radio 

system. It has been shown in [77] that most previously 

proposed broadband-beamforming methods, employ-

ing either frequency-domain or time-domain methods, 

are either not sufficiently responsive to be adaptive in 

real-time, not sufficiently accurate or not cost effective 

with current technology. In [77], an adaptive discrete-

domain method is proposed for the beamforming of 

temporally-broadband-bandpass spatio-temporal plane 

wave signals in the context of a cognitive radio system 

having an SDR front-end.

Fig. 3 provides an overview of a typical ULA process-

ing scheme employing 2-D spatio-temporal filters and 

broadband antenna elements such as Vivaldi anten-

nas. The underlying 2-D spatio temporal filter can be 

either FIR or IIR in nature. Furthermore, the 2-D filter 

of interest can be realized in either 2-D spatio-temporal 

discrete domain (i.e., digital) having transfer functions 

of the form ,H z zx ct^ h or 2-D discrete-space-continuous-

time domain (i.e., analog) having transfer functions of 

the form , .H z sm x ct^ h  In this section, we focus our atten-

tion to 2-D digital FIR filters having trapezoidal shaped 

passband, applicable to cognitive radio environments. 

In section V we briefly discuss several other types of 

2-D filters including IIR types.

For the proposed 2-D FIR trapezoidal filter-based 

beamforming method, the pre-beamformer processing 

applied at the front-end of the cognitive radio system is 

illustrated by the schematics of Type-2: X-block in Fig. 3. 

As shown there the outputs of ULA elements are ampli-

fied by low noise amplifiers (LNAs), modulated by tun-

able local oscillators and then lowpass filtered to remove 

the highpass images and finally, synchronously-sampled 

using software tunable analog to digital converters, 

The real-time adaptive broadband-bandpass beamforming methods to be used 

in cognitive radio systems must accommodate the gradual time-variation of 

the DOAs of the desired signals as well as the instantaneous changes of the 

operating frequency band and the bandwidth.
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thereby yielding a complex-valued 2-D spatio-temporal 

sample sequence. Then, the above 2-D space-time sam-

pled sequence is processed using a beamforming com-

plex-coefficient 2-D FIR filter ( , )H z zx ct  (see Fig. 4), having 

an asymmetric trapezoidal-shaped passband.

In [77], it is assumed that cognitive radio systems 

employ temporally-broadband-bandpass signals. Consider 

a real-valued temporally-bandpass wavefront function 

( )w ct   having an instantaneous-bandwidth IX  and an 

instantaneous center frequency .fIC  According to [77], the 

relative bandwidth of a temporally-bandpass signal is 

characterized by its instantaneous bandwidth spread fac-

tor ,KI  defined as ,/K f2I I IM/ X  where fIM is the instantaneous 

maximum temporal frequency of ( ).w ct  According to [77], 

if a temporally-bandpass signal ( )w ct  has . ,K 0 1I 2  then 

it is considered to be a temporally-broadband-bandpass 
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signal. Also according to [77], the utilization of the spec-

trum by the cognitive radio system is characterized by 

the instantaneous system utilization factor ,LI  defined as 

,/L f fI IM SM/  where fSM is the upper limit of the operational 

bandwidth of the cognitive radio system of interest.

In [77], it has been derived that ideally the ROS of 

the spectra of a space-time sampled sequence that cor-

responds to a propagating spatio-temporal plane wave 

arriving at the ULA with the azimuth angle 0}  (see Fig. 3) 

is given by

 ( ) ( ),sinK L KI I Ix t 0~ ~ r }= + -^ h  (12)

which is shown by the line segment PQ in Fig. 4(a) inside 

the Principal Nyquist square ; .x t; ; #~ ~ r" ,  Therefore, 

the shaded region in Fig. 4(a) illustrates the range for all 

ROSs of the spectra of space-time sampled spatio-tem-

poral plane waves arriving at the ULA with the azimuth 

angles [ , ] .90 90c c!} -

B. Broadband Bandpass Beamformer Design

In [77], a discrete-domain 2-D spatio-temporal FIR filter 

having an asymmetric trapezoidal shaped-passband has 

been proposed to selectively enhance the spectral com-

ponents of the desired signal, which are distributed on 

the region PQ and suppresses the spectral components 

of the co-channel interference signals and system noise, 

which are distributed on the remaining region inside of 

;x t; ; #~ ~ r" , [see Fig. 4(a)]. There is generally an uncer-

tainty }D  associated with the estimated DOA angle 0}t  of 

the propagating plane wave associated with the desired 

subscriber signal, implying that the actual DOA angle 

0}  lies in the range [ , ].0 0 0} } } } }D D= - +t t  This implies 

that the range of the ROS of the desired signal lies inside 

the hatched asymmetric trapezoidal region that is 

bounded by the straight lines
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and lie inside ;x t; ; #~ ~ r" , as shown in Fig. 4(a). There-

fore, irrespective of small errors between the actual and 

estimated DOA angles 0}  and ,0}t  the proposed ideal 

trapezoidal passband facilitates uniform angular selec-

tivity and recovers the desired signal with minimum 

distortion and interference provided that the ROSs of 

the spectra of the co-channel interfering signals lie out-

side this passband.

The unit impulse response ( , ),h n nx ct
u  of the ideal 

asymmetric trapezoidal shaped passband is given by 

the following closed-form algebraic expressions [77]. 

Note, ( )sina 0_ } }D-t  and ( ).sinb 0_ } }D+t

For ,n 0x !  aK n n 0I x ct !+^ h  and ,bK n n 0I x ct !+^ h
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In [77], 2-D Hamming window function [78] 

( , )ham n nD x ct2  of size ( ) ( )N N2 1 2 1x ct#+ +  has been 

employed to determine the temporally-causal 2-D unit 

impulse response ( , )h n nT x ct
u  of order ( )N N2 2x ct#

 ( , ) ( , ) ( , ) .h n n N ham n n h n nT Dx t ct x ct x ct2_+ -
u u  (14)

The proposed ideal trapezoidal passband facilitates uniform angular selectivity 

and recovers the desired signal with minimum distortion and interference 

provided that the ROSs of the spectra of the co-channel interfering 

signals lie outside this passband.
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An example of the magnitude frequency transfer func-

tion of the 2-D FIR trapezoidal filter of order ( )40 32#  that 

has been designed to meet the specifications ,200 c} =t  

,5c}D =  .L 0 9I =  and . ,K 0 1I =  is shown in Fig. 4(b).

C. An Example Application 

of Adaptive 2-D FIR Beamforming

In order to provide an optimal qual-

ity of service for various communi-

cation applications, the cognitive 

radio system must dynamically 

allocate the operational frequency 

bands, the bandwidths and the sig-

nal power for the subscribed com-

munication devices [70]–[72]. Hence, 

the beamformer should be able to 

adapt accordingly by changing the 

operational frequency-band and the 

beam-direction while maintaining 

the SIRs of the recovered desired sig-

nals so that they are above minimum 

threshold levels. A typical scenario 

considered in [77] had assumed the 

deployment of the proposed beam-

forming 2-D FIR trapezoidal filter as 

an adaptive broadband-bandpass-

beamformer in a receiving arm of a 

cognitive radio system. Given the 

reciprocity between the signals in 

the receiving and transmitting arms of the front-end 

of the SDR [79, ch. 4], the reciprocated application of 

the proposed adaptive 2-D FIR trapezoidal filter-based 

beamformer may also be used for beamforming within 

the transmission arms of a 

cognitive radio system.

The setup for a typical 

scenario where the pro-

posed 2-D FIR asymmetric 

filter-based beamformers 

are used in recovering two 

groups of subscriber sig-

nals transmitted from sub-

scriber modules in a high 

speed commuter train and 

subscriber modules in a 

building adjacent to the 

train tracks is shown in 

Fig. 5. A Monte-Carlo simu-

lation has been conducted 

in order to estimate the 

average signal to interfer-

ence ratio (SIR) at the two 

outputs of the two beam-

forming filters as the train 

travels along the tracks. As 

shown in Fig. 6, the average 

SIR for the signals transmit-

ted from the train rapidly 
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drops as the train moves. Thus, in order to maintain 

the average SIR levels above minimum threshold, 

the passband of the beamforming filters has to be 

adapted such that the receiving beam tracks the train. 

Further according to Fig. 6, the reconfiguration time 

for the proposed beamforming filter is small enough 

to maintain the SIR level sufficiently above the mini-

mum threshold level. Using these Monte-Carlo simula-

tions it has been demonstrated that the proposed 2-D 

FIR asymmetric trapezoidal filter-based beamformer 

achieves the best overall performance with respect 

to instantaneous adaptability, lowest distortion of 

the desired signal and highest attenuation of the co-

channel interference signals for a given level of com-

putational complexity [77].

IV. 3-D FIR Frustum Filters for Broadband 

Beamforming of Focal Plane Array (FPA) 

Signals in Radio Astronomy

A. An Introduction to Broadband Beamforming 

of FPA Signals in Radio Astronomy

Processing of cosmic radiation for subsequent extrac-

tion of celestial properties is of fundamental impor-

tance to the scientific community. Signal processing 

for radio astronomy is often about extracting 3-D cos-

mic spatio-temporal photonic plane waves from the 

overwhelming levels of sky-noise, radio frequency 

interference (RFI) and especially from the instrumen-

tation noise that is due to necessary analog front-end 

RF amplification. The ratio between the effective col-

lecting area of the RF receiving antennas and the sys-

tem noise (after amplification and digitization) over 

the receiving bandwidth is a useful figure of merit for 

these systems, which explains why the collecting areas 

have become larger and the noise performance of the 

low noise amplifiers (LNAs) is critical. Signal to noise 

ratios (SNRs) well below -60 dB over the operational 

bandwidth are typical. The RF cosmic photonic signals, 

as received by parabolic radio dishes (or co-planar 

antenna aperture arrays) on the surface of the earth 

either approximate temporally-stationary signals (e.g., 

signals from steadily-burning stars and their galaxies), 

or highly-dynamic broadband signals such as pulsars 

and quasars.

A potential application of real-time spatio-temporal 

3-D FIR filters for the pre-processing of broadband digi-

tized focal plane array (FPA) signals received by the 

dishes of the planned Square Kilometer Array (SKA) 

aperture synthesis radio telescope system has been 

proposed in [80]. The SKA will be the world’s largest 

aperture synthesis radio telescope when it is completed 

in 2020 at an estimated cost of 2 billion [81]–[83]. Key 

science goals of the SKA include probing the dark ages, 

determination of the epoch of re-ionization, studies of 

the evolution of galaxies, dark energy, the origin and 

evolution of cosmic magnetism, search for the cradle of 

life and strong field tests of gravity to verify the general 

theory of relativity [81]–[83]. Some of these key science 

goals are to be achieved by analyzing broadband “tran-

sient” electromagnetic (EM) celestial signals of interest 

(SOIs), which are typically of less than 5 s duration and 

as short as 1 ns in the case of pulsars [82], [84].

Radio frequency focal plane arrays (FPAs) are under 

investigation as a means of increasing the field of view 

(FoV) of broadband aperture synthesis systems [85]. 

For the SKA, FPAs are under consideration for employ-

ment in the focal planes of many of the thousands of 

parabolic dishes [81]–[83] [86]. An FPA having a typical 

area of 3 m2 is capable of covering the so-called SKA 

lower mid-band (i.e., the frequency range 0.5 to 1.7 GHz) 

without significant diffraction losses [86]. It is expected 

that the multiple-beam capability of the FPA, combined 

with the large collecting area of each dish and the low 

noise figures of the low noise amplifiers (LNAs) over 

this frequency range will simultaneously facilitate both 

high sensitivity and high sky-survey speed for applica-

tions in aperture synthesis imaging [86], [87].

As illustrated in Fig. 7(a), far-field EM waves from 

celestial sources are reflected from the paraboloidal 

dish onto the focal plane where they are received by 

a rectangular array containing coplanar uniformly-

spaced wideband elemental-antennas, such as Vivaldi 

antennas [88], [89] or patch antennas [90]. Currently, 

the number of elemental-antennas in an FPA is in the 

range of 100–200 [88]–[90]. The photonic response of 

each wideband elemental-antenna is converted to elec-

tronic form and amplified by corresponding elemental 

LNAs prior to analog pre-processing, A/D conversion 

and subsequent signal processing [90]. It is planned 

that the SKA will eventually consist of more than 3,000 

paraboloidal dishes, implying over half a million ele-

mental-antennas, LNAs, mixers and A/D converters in 

the complete system [81]–[83].

B. Signal Received by FPAs  

and the Corresponding Spectra: A Review

In the following, the properties of the ideal focal EM 

field of a dish-reflected celestial plane waves and its 

3-D space-time spectrum are derived using the Huy-

gens’ Principle Approximation [80] [91]. This focal field 

model has been verified using computer simulations 

[91]. Without loss of generality and for simplicity, in 

this approximation a regular-symmetrical paraboloi-

dal-dish reflector where the focal-point is on the axis of 

the parabola has been assumed [see Fig. 7(a)]. Surface 
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currents are induced on the reflecting surface of the 

dish in response to impinged EM signals and, accord-

ing to the Huygens’ Principle Approximation, these sur-

face currents act as point sources that emit spherical 

wavefronts toward the focal region of the paraboloidal 

dish [92, ch. 15.]. Over a finite region of the focal plane, 

these spherical wavefronts can be closely approxi-

mated by infinitesimal spatio-temporal plane waves. 

Thus, the spatio-temporal EM field fp( , , ),x y ct  over a 

finite region around the focal-point on the focal plane, 

is formed by the superposition of such infinitesimal 

plane waves that radiate from all points on the reflec-

tor surface. Hence, the continuous-domain spatio-tem-

poral 3-D EM field over the FPA may be written in the 

form of the spatial integration

 fp E( , , ) ( , , ) .x y ct pw x y ctPol
, ,= z i z

zi

i//  (15)

For these summed plane waves, the azimuth angle z is 

in the range 0 to ,2r  whereas the elevation angle i is 

in the range maxi-  to where maxi  is given by dish geom-

etry as
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The following 3-D spectral analysis is equivalently 

applied for all 3 components ( , , );fp x y ctk  , ,k x y z=  of 

the focal EM field fp( , , ).x y ct  According to section III 

the 3-D ROS of the 3-D spectrum ( , , )pw x y ct,i z  is given 

by the line of intersection of the two 3-D planes 

( ) ( ) ,sin cosf fx cti z=  and ( ) ( ) ,sin sinf fy cti z=  both of 

which pass through the origin of the 3-D frequency 

space ( , , ) ,f f f Rx y ct
3

!  as illustrated in Fig. 7(b). As z varies 

from 0 to ,2r  the ROS of ( , , )pw x y ct,i z  sweeps the surface 

of a cone having the half-cone-angle ( ( )).tan sin1
a i=

-  

As both i and z are varied through their correspond-

ing ranges, the trace of the ROS-line occupies the solid 

double-conic section having a half cone angle

 ( ),tan sin1
max maxa i=

-  (17)

as shown in Fig. 7(b). This solid double-conic volume 

is the predicted ROSs of the spectra X x y ctF ( , , ),P f f f  

Y x y ctF ( , , )P f f f  and Z x y ctF ( , , )P f f f  of the 3 components of the 

focal plane EM field fp( , , )x y ct  of dish-reflected far-field 

signals [80]. For typical dimensions of the paraboloidal 

reflectors that have been proposed for the SKA [81], the 

half-cone angle maxa  varies in the range  to .35 40c c

In FPAs, radio frequency interference (RFI) is mainly 

caused by terrestrial radio sources, such as spurious 

EM radiation from the electronic systems within the 

observation stations of the SKA itself, from broadcast-

ing and wireless communication transmissions and 

from satellite broadcasting and communication trans-

missions. In the case of the RFI signals that are trans-

mitted by satellites and received by an FPA, the ROS of 

the corresponding spectra is identical to the ROS of the 

spectra of celestial SOIs. Such interference is extremely 

difficult to suppress without attenuating the weak celes-

tial SOIs that are in the angular vicinity of the interfer-

ing sources. However, the terrestrial RFI signals that 

are received directly on the FPA without being reflected 
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from the paraboloidal-dish can be considered as spatio-

temporal plane waves having typical inclination angles 

75c2i  [93], [94]. Therefore, following Section II, the 

combinations of off-dish RFI signals rf ( , , )i x y ct  can be 

expressed in the form

 ( , , ),r pw x y ct,

l

l li zf ( , , )i x y ct =/  (18)

where [ , ]75 90c c!i  and [ , ].0 2z r=  According to section 

II, the ROS of ( , , )f f fx y ct  is given by the lines of intersection 

between ( ) ( )sin cosf fx l l cti z=  and ( ) ( ) ,sin sinf fy l l cti z=  

for all l. For these lines of interaction, the inclination 

angles la  are in the range of [ , ].44 45c c  Hence, inside 

the spectral region ; ,f Rx y ct; ; ; !G~ ~ r" ,  the ROS of the 

spectra of signals induced in the array of elemental-

antennas in response to off-dish RFIs, is located either 

on or close to the outer surface of the 3-D double-cone 

volume outlined in Fig. 7(b), where the half-cone angle 

.45max ca =

The thermal radiation from the distributed thermal 

sources around vicinity of the FPAs results another 

form of interference for the FPA receiver systems [95]. In 

[80], it is assumed that the distributed ground thermal 

sources is a collection of independent point-radiators 

and, on the FPA, the thermal radiation is approximated 

by a superposition of spatio temporal plane waves. 

However, the FPA is only receiving the thermal radia-

tion plane waves for inclination angles max2i i  because 

for maxGi i  the thermal radiation plane waves are 

blocked by the paraboloidal-dish [see Fig. 7(a)]. In [80], 

it has been shown that the ROS of the power spectral 

density (PSD) function of ground thermal noise is given 

by the volume between the two 3-D double-cones for 

which the half-cone angles are ( )tan sinmax max
1

a i=
-  and 

,45max ca =  respectively.

The continuous-time signal from each LNA output 

is subjected to analog pre-processing prior to sam-

pling: first, by amplification and bandpass filtering (in 

order to attenuate the out of band signals and to iso-

late the desired frequency band of interest (e.g., 0.5 to 

1.7 GHz) [96]) and then by frequency down-shifting. 

For this analysis, direct frequency-down-conversion is 

assumed. The ROS of the spectrum of the pre-pro-

cessed celestial SOIs is thereby converted to a 3-D 

frustum-shaped volume shown in Fig. 7(c) [80] [91]. 

Each down-converted LNA output is subjected to syn-

chronous complex-quadrature sampling at the rate 

of .Fs  Ideally the sampling process transfers the vol-

ume V { ; ( . , . )},f f F f F0 5 0 5C Cx y ct S S,; ; !G~ ~ r= - +  which 

is centered at the point ( , , )f0 0 C  in ; ,f Rx y ct; ; ; !G~ ~ r" ,  

into the principle Nyquist cube; ; ; ,x y t; ; G~ ~ ~ r" ,  with-

out distortion.

C. Broadband Beamforming of FPA Space-Time 

Signals Using a Single 3-D FIR Frustum Filter

In [80], the design of a complex-coefficient 3-D FIR frustum 

filter has been proposed. This filter is intended for the 

pre-processing of dish-reflected 3-D space-time digitized 

broadband FPA signals for the purpose of selectively 

recovering broadband pulsar signals to be subsequently 

used in pulsar-timing measurements and pulsar-profile 

studies. In subsection IV-B, it has been shown that the 

3-D ROS of the spectrum of the digitized dish-reflected 

broadband celestial SOIs is a 3-D frustum whereas the 

3-D ROSs of the spectra of the interfering RFI signals and 

ground noise signals are located just outside that frus-

tum. Furthermore, and most importantly, most of the 

digitized dominant 3-D broadband LNA noise spectrum 

also lies outside that frustum. Therefore, the proposed 

beamforming 3-D FIR filter is designed such that the 

frustum-shaped passband closely encompasses, and 

therefore transmits, most of the spectral components of 

the dish-reflected celestial broadband SOIs implying that 

the 3-D stopband covers the 3-D ROSs of the spectra of 

the RFI signals, of the ground noise signals and, to a large 

extent, of the 3-D LNA noise. Further, in order to achieve 

the maximum gain, the magnitude and the phase of the 

passband are selected such that the spectral components 

add coherently. It is recognized that fine refinements of 

the 3-D filter-coefficients may be necessary in order to 

optimize performance in a practical situation.

The 3-D spatio-temporal sampled-sequence from the 

FPA is n( );xu  n ( , , ),n n nx y t/  and the 3-D non-separable 

unit impulse response of the beamforming 3-D FIR frus-

tum filter is n( ),hu  implying that the beamformed 1-D out-

put sequence ( ),y ntu  is given by the 3-D discrete-domain 

convolution sum

( )

( , , ) ( , , ).

y n

x m m n m h m m m

t

x y t t x y t

m

N

m L

L

m L

L

0t

t

y y

y

x x

x

=

- - -

==-=-

u

u u///
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Note that ;/L N 2i i=  for , ,i x y=  and the FPA contains 

( ) ( )N N1 1x y#+ +  elements so that the order of n( )hu  is 

[ , , ].N N Nx y t

In the case of inherently broadband pulsar-profile 

studies and pulsar-timing observations, a principal 

objective is to recover the pulse with minimal distortion 

of its shape. This obviously requires that the beamform-

ing 3-D FIR frustum filter n( )hu  be spatially-directed at 

the pulsar, which should be within the FoV of the FPA. 

In order to direct the beamformer towards a desired 

point within the FoV, the phase response, e( ( )),arg H
j~  

of the transfer function e( ),H
j~  must be linearly-shifted 

across the spatial-frequency space ;x y~ ~" , [97] so that 
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the phase-center of the 3-D FIR filter coincides with the 

phase-center of the sampled focal FPA field signal n( )siM  

that resulted from the corresponding incident pulsar 

plane wave in the aperture of the dish. Further, in order 

to combine the spectral components of the SOI coher-

ently, the phase-response of the beamforming filter 

should be selected such that

 (e ) (e )H SOI
j j

+ +--
~ ~

 ; ; ; ; .x y t x y t6 ! ; ; G~ ~ ~ ~ ~ ~ r" ", ,  (20)

D. A Comparative Study of the Recovery  

of Pulsar-Type Broadband Signals

The performance of the proposed beamforming 3-D FIR 

frustum filter has been benchmarked against the con-

ventional 2-D spatial-only beamformer and the 3-D con-

jugate-field-matching (CFM) beamformer that is based 

on a 3-D FIR filter structure of the same order as the 

frustum filter and is compared in the following. Given 

that pulsars are typically very weak radio sources, a 

group of (e.g., 100–1000) 15 m dish-receivers is needed 

in order to achieve the required SNR for pulsar-profile 

studies. Thus, for this example it is assumed that 1000 

FPA-equipped dish-receivers of diameter (D) 15 m and 

focal-length (F) 6.75 m are directed at a distant emu-

lated pulsar having an intrinsic twin-peak profile.

The bandwidth of operations for the FPAs is 

0.5–1.7 GHz. Each FPA contains ( )289 17 17#=  ele-

mental antennas arranged in a square-gird with the 

inter-element distance of 8.817 cm. The photonic 

responses of the FPAs are contaminated with receiver 

noise, ground noise and off-dish RFI spanning the band-

width [0.74, 1.7] GHz. For this simulation, the noisy and 

RFI contaminated test sequences n( );xkO  , ,k 1 1000f=  

are synthesized using the focal field synthesis program 

FFS [91] and Fourier techniques [1] [97]. Each of the 1000 

test sequences n( );xkO  , ,k 1 1000f=  of size ( )17 17 210
# #  

contains a dispersed-pulse contaminated with noise 

and RFI, which is sampled at the rate of 1.2 GHz. Note, 

each of the 289 time records of n( )xkO  spans a duration 

of approximately 0.853 microseconds. For each n( ),xkO  

the signal to receiver noise ratio (SRNR) was chosen as 

-10 dB, the signal to ground noise ratio (SGNR) as -20 dB 

and the signal to interference ratio (SIR) as -30 dB.

For the purpose of comparison, each n( )xkO  is pro-

cessed by the proposed 3-D FIR frustum filter-based 

beamformer, which corresponds to a cone having 

half-cone angle ,maxa  of order [ , , ],16 16 20  the 2-D spa-

tial only beamformer of order [ , ]16 16  and the 3-D CFM 

beamformer of order [ , , ].16 16 20  The three groups of 

beamformed outputs are time aligned, averaged and 

normalized. The resulting three time sequences cor-

responding to the three beamforming methods, con-

tain the normalized recovered dispersed-pulses. Fig. 8 

shows the examples of such normalized dispersed-

pulses recovered using the proposed 3-D FIR frustum 

filter-based beamformer (solid) where ,30max ca =  using 

the 3-D CFM beamformer (dot-dashed) and using 2-D 

spatial only beamformer (dashed). The ideal-dispersed 

pulse (dotted), is also shown in Fig. 8. According to that 

the proposed 3-D FIR frustum filter-based beamformer 

achieves lower distortion of the recovered broadband 

signals compared to the 3-D CFM beamformer and 2-D 

spatial-only beamformer.

V. 2-D/3-D IIR Filter Circuits  

for RF Antenna Arrays

In this section we first discuss the 2-D spatio-temporal 

filters for processing signals from linear sensor arrays 

(see Fig. 3) and then extend the discussion to 3-D spa-

tio-temporal filters for processing signals from planar 

sensor arrays. Discrete-time domain realization of 2-D 

IIR filters can be achieved by converting 2-D continu-

ous-domain Laplace prototype transfer function of the 

form ( , )H s sa x ct  into the corresponding 2-D z-transform 

domain. This is achieved at guaranteed practical-

BIBO stability [41] by employing the 2-D BLT given by 

/ { , } .s z z x ct1 11 1
!a= - +a a a

- -^ ^h h  The application of the 

2-D BLT leads to the transfer function ( , ),H z zD x ct  which 

in turn can be used for obtaining 2-D difference equa-

tions, by following the inverse z-transform under ZICs. 

The difference equations are iterative and recursive over 
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both discrete space and time dimensions, and can be 

computed on a real-time basis using digital arithmetic 

circuits or software algorithms. The above-mentioned 

straightforward method for obtaining a set of MD dif-

ference-equations starting from the continuous-domain 

Laplace functions leads to direct-form SFGs, where a 

spatial delay of Nx units corresponds to the signal ema-

nating from the neighboring spatial node Nx units away 

from the current grid position of the difference equa-

tion, and a temporal delay of Nt time units corresponds 

to a sampled delay of Nt clock cycles, with respect to 

the temporal sampling clock of the filter. Analog realiza-

tions can be achieved by discretizing only the spatial 

Laplace variable.

A. Raster Scan and Systolic 

Array Digital Architectures

Two types of architectures have been proposed for the 

realization of 2-D IIR spatio-temporal filters. The raster 

scanned architectures employ a high-speed ADC which 

samples the sensor array in a time multiplexed scheme. 

An example in 3-D processing would be the processing 

of digital video sequences pixel by pixel. However, we 

focus here on systolic array realizations of MD filters 

that achieve massive throughputs up to RF rates at the 

cost of circuit complexity and power consumption [98], 

[99], unlike raster scanned architectures which are 

slower, smaller, and lower in power consumption. In a 

systolic array MD filter implementation, there exists 

a dedicated analog front end for each sensor, which 

is connected to a dedicated high-speed ADC (Fig. 3). 

Each ADC feeds a single processor which we call a par-

allel processing core module (PPCM). Each PPCM is a 

parallel digital arithmetic circuit that computes one 

spatio-temporal output sample of the underlying 2-D dif-

ference-equation in a single clock cycle, once all inter-

nal pipelines have been filled with data samples. The 

PPCMs themselves form a tightly interconnected mesh 

of processors which directly implement the iterative 

computations needed for the recursive MD difference 

equations that describe the filtering operations over 

discrete space and time.

The scanned array architectures deliver a real-time 

throughput of one-sample-per-clock-cycle (OSPCC), 

whereas the massively parallel systolic array architec-

tures have a throughput of one-frame-per-clock-cycle 

(OFPCC). That is, given Nx sensors, the systolic array 

version is Nx fold greater in both throughput and com-

putational complexity compared to the raster scanned 

architecture. Systolic arrays are more suitable for 

throughput intensive applications such as radar signal 

processing or radio astronomy where the sensors are 

RF antennas having several GHz of bandwidth. The real-

time throughput of systolic array architectures can be 

increased by employing multi-rate signal processing, 

leading to a throughput of multiple-frames-per-clock-

cycle (MFPCC) [56], [100].

B. Frequency Planar Space-Time 

Beam Plane Wave Filters

An Nth-order 2-D IIR frequency planar beam space time 

plane wave filter transfer function takes the form [101]

 ( , ) ,H z z

b z z

z z

1

1 1
D x ct

ij x
i

ct
j

j

N

i

N

x
N

ct
N

00

=

+

+ +

- -

==

^ ^h h

//
 (21)

where b 000 =  and , , ...,N 1 2 3=  is used for a high-speed 

RF beamforming application. Applications for electroni-

cally scanned RF beams in receiver mode exist in wire-

less cellular communications, RF tracking and source 

location, cognitive radio, radar and microwave imag-

ing, RF habitat monitoring and electronic signal intelli-

gence [101]. A general Nth order 2-D passive prototype 

network shown in Fig. 9 is used to obtain the Nth order 

IIR transfer function in (21), by following the 2-D BLT. 

Table 1 lists the closed-form expressions of the feed-

back filter coefficients bij for the filter order , ,N 1 2 3=  

of (21) [101]. The direct form realization is the simplest 

to design in systolic array hardware. However, it is not 

the most efficient in terms of computational complexity. 
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Figure 9. The Nth order 2-D Laplace domain passive prototype network.
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By using the method of negative resistance based pre-

distortion [102], we can effectively change the SFG of the 

filter such that the number of multipliers needed in a sys-

tolic realization is minimized. Negative resistance based 

elemental pre-distortion is achieved by inserting small 

negative resistances in series with the inductive branch 

impedances of the LC ladder prototype, and compen-

sating for this action by placing positive resistances of 

equal magnitude also in series with the negative resis-

tances, thereby avoiding any change to the driving point 

impedance of the filter. Thereafter, by judicious selec-

tion of each negative resistance, one can obtain a pro-

totype network which results in minimum number of 

multipliers in the equivalent difference equation realiza-

tion. Fig. 10 shows both direct form (on left) as well as 

differential form (on right) SFGs and their corresponding 

digital hardware realizations on systolic arrays for a first 

order ( )N 1=  2-D IIR beam plane wave filter.

C. Interference Rejection 

for Wireless Communication

Consider a scenario where the 2-D IIR beam filters are 

used in an ultra-wideband communication system in a 

typical office environment. A model of a typical office 

was created in a computational electromagnetic simula-

tor, where the dielectric properties of walls and partition 

Table 1.
Filter design equations showing algebraically defined filter coefficients as functions of LC-ladder prototype network 
parameters and steered angle .tan sin} i=  Here, · refers to dot product between vectors.

Order 
of Filter Arbitrary Coefficients em Coefficients b ij

1 

,cosL Li }=

,sinL Lj }=

,e R1 s1 = +

,e L e Li j2 3= =

ê. ,b b 0ij ij 00b= =
t

ê ( , , ) /e e e1 2 3 e=

e e e1 2 3e = + +

( , , )1 0 101b = -

( , , )1 1 010b = -

( , , )1 1 111b = - -

2 

,cosL Li 1 }=

,sinL Lj 1 }=

,cosC Ci 2 }=

.sinC Cj 2 }=

,e R1 s1 = +

,e L R Ci s i2 = +

,e L R Cj s j3 = +

, ,e L C e L Ci i j j4 5= =

.e L C L Ci j j i6 = +

ê. ,b b 0ij ij 00b= =
t

ê ( , , , , , ) /e e e e e e1 2 3 4 5 6 e=

e e e e e e1 2 3 4 4 6e = + + + + +

( , , , , , )2 2 0 2 2 001b = -

( , , , , , )1 1 1 1 1 102b = - -

( , , , , , )2 0 2 2 2 010b = -

( , , , , , )4 0 0 4 4 011b = - -

( , , , , , )2 0 2 2 2 012b = - -

( , , , , , )1 1 1 1 1 120b = - -

( , , , , , )2 2 0 2 2 021b = - -

( , , , , , )1 1 1 1 1 122b = - -

3 

,cosL Li 1 }=

,sinL Lj 1 }=

,cosC Ci 2 }=

,sinC Cj 2 }=

,cosL Lk 3 }=

,sinL Ll 3 }=

,e R1 s1 = +

,e L L R Ci k s i2 = + +

,e L L R Cj l s j3 = + +

,e L C L Ci i k i4 = +

,e L C L Cj j l j5 = +

,e L C L C L C L Ci j j i k j l i6 = + + +

, ,e L L C e L L Ci k i j l j7 8= =

,e L L C L L C L L Ci k j i l i j k i9 = + +

.e L C L L L C C L Li i l j k j i j l10 = + +

ê. ,b b 0ij ij 00b= =
t ,

ê ( , , , , , , , , , ) ,/e e e e e e e e e e1 2 3 4 5 6 7 8 9 10 e=

e e e e e e e e e e1 2 3 4 5 6 7 8 9 10e = + + + + + + + + +

( , , , , , , , , , )3 3 1 3 1 1 3 1 1 101b = - - -

( , , , , , , , , , )3 3 1 3 1 1 3 3 1 102b = - - - - -

( , , , , , , , , , )1 1 1 1 1 1 1 1 1 103b = - - - -

( , , , , , , , , , )3 1 3 1 3 1 3 3 1 110b = - - -

( , , , , , , , , , )9 3 3 3 3 1 9 9 1 111b = - - - - - -

( , , , , , , , , , )9 3 3 3 3 1 9 9 1 112b = - - - - - -

( , , , , , , , , , )3 1 3 1 3 1 3 3 1 113b = - - - - -

( , , , , , , , , , )3 1 3 1 3 1 3 3 1 120b = - - - - -

( , , , , , , , , , )9 3 3 3 3 1 9 9 1 121b = - - - - - -

( , , , , , , , , , )9 3 3 3 3 1 9 9 1 122b = - - - -

( , , , , , , , , , )3 1 3 1 3 1 3 3 1 123b = - - - - -

( , , , , , , , , , )1 1 1 1 1 1 1 1 1 130b = - - - -

( , , , , , , , , , )3 3 1 3 1 1 3 3 1 131b = - - - - -

( , , , , , , , , , )3 3 1 3 1 1 3 3 1 132b = - - - - -

( , , , , , , , , , )1 1 1 1 1 1 1 1 1 133b = - - - - - -
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material were accurately accounted for in a map of the 

wireless radio propagation channel. Bipolar phase 

shift keying (BPSK) modulation using Hermite pulses 

was assumed for the signalling scheme, which used a 

bandwidth of about 3 GHz at a symbol rate of about 400 

symbols/second. A physics based radio channel model 

was created using finite difference time domain (FDTD) 

modeling of Maxwell’s equation and solved iteratively 

using a GPU based FDTD accelerator. Monte Carlo simu-

lations were carried out assuming 2-D IIR beam filter-

ing using first-order beam plane wave filtering. Several 

arrays of antennas were considered, starting from dense 

arrays sampled at the spatial Nyquist distance, followed 

by sparse arrays having varying degrees of sparsity. 

This investigation showed promising results in terms 

of Monte Carlo simulated bit error rate (BER) versus 

signal to interference and noise (SINR) curves (assum-

ing 3-bit quantization of the signal at each antenna). 

The performance of the 2-D IIR space time beam plane 

wave filter was also investigated when quantization 

and rounding errors due to fixed point digital arithme-

tic within the systolic array processors were taken into 

account. A reconfigurable FPGA systolic array proces-

sor was tightly coupled to the FDTD radio propagation 

model and a multitude of simulations were carried out 

in Monte Carlo style, for obtaining the relevant statis-

tically significant data that quantified the role of fixed 

point errors on BER vs. SINR in a typical ultra wideband 

wireless communication scenario, where the proposed 

filters were used for combating massive amounts of 

interference/jamming [67], [103]. It was established that 

3-bit precision at the ADCs were more than sufficient 
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for achieving excellent performance from the system. 

Complete details of the findings can be obtained by 

reading [67], [103]. In connected work conducted at 

the University of Toronto, the above-mentioned office 

environment was created in an electromagnetic test 

environment. The antenna array consisted of a sparse 

array of linear configuration with ultra wideband BAVA 

elements. The experiment validated the FDTD simula-

tions using real-life measured data from the experimen-

tal setup [104].

D. Beamformers Having Down 

Converters in the RF Front-End

Up to this point, our discussion has been limited to 

the case of ultra wideband beamforming using 2-D IIR 

frequency planar beam space time plane wave filter 

technology. However, in many practical situations, the 

signal of interest is a modulated carrier wave having 

bandwidths up to 25%. To accommodate such signals, 

we can modify the frequency planar beam filter to take 

into account spectral properties of down converted 

array signals. As shown in Fig. 11(a) the ROS of the 2-D 

spectrum of a partially broadband carrier modulated 

RF signal is changed as shown in Fig. 11(b) when down-

conversion and down-sampling is employed. The 2-D 

spectrum ROS is no longer passing through the origin 

and has a spatial frequency shift denoted by .x0~  For 

the selective enhancement/jamming of such partially 

broadband down-converted IF signals, a 2-D IIR fil-

ter having spatially modulated passband is required. 

An example of a first order spatially bandpass 2-D IIR 

beam filter magnitude frequency response is shown 

in Fig. 11(c). The spatially-bandpass 2-D IIR beam filter 

transfer function ,H z zB x ct^ h can be derived based on 

the regular 2-D IIR transfer function ,H z zD x ct^ h given in 

(21), by following an impulse response modulation tech-

nique proposed in [105], [106]. The modified expres-

sions for the filter coefficients by following the impulse 

response modulation can be found in [105], [106]. This 

spatially-bandpass beam plane wave filter was simu-

lated for Gaussian modulated plane waves having sinu-

soidal carrier frequencies. An N 64=  element array was 

assumed. The desired signal was at a carrier frequency 

of f 1C =  GHz, with DOA .300 c} =  The single-sided band-

width was B 250 MHz.=  The sampling frequency was 

( ) .F f B2 2 5 GHz.S C= + =  The fractional bandwidth is 

therefore ./B f2 0 5C =  ( %).50  The interference rejection 

capabilities of the spatially-bandpass beam filter can be 

observed from Fig. 12 [106].

Two interference waves identical to the desired sig-

nal except for the spatial DOAs 101 c} =  and 602 c} =  

was considered for the verification of interference 

rejection. A down-sampling factor of N 5S =  is used in 

this temporally bandpass example where mixers are 

assumed at each antenna, which reduces the required 

clock frequency to /F F N 500 MHzCLK S S= =  ( ).B2=  The 

2-D input spectrum following down conversion, filtering 

and down-sampling steps is shown in Fig. 12(a), where 

both desired and undesired signal spectra are present. 

The 2-D magnitude frequency response of the resulting 

output signal is shown in Fig. 12(b). Clearly, the plane 

wave filter shows the directional enhancement of the 

desired signal having DOA ,300 c} =  while suppressing 

wideband interference/jamming arriving at other DOAs. 

The computational complexity of the 2-D spatially-

bandpass beam plane wave filter is significantly smaller 

compared to traditional algorithms based on FFT-based 

phased array beamforming [106]. Five prototypes of 
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this spatially bandpass filter were tested on a 65 nm 

CMOS asynchronous FPGA platform [106].

E. Getting RF Rate Throughput 

from Available Technology

A critical aspect of real-time RF beamforming using MD 

digital signal processing is computational throughput. 

Ultra wideband RF signals can have several GHz of band-

width, which lead to multi-GHz sampling frequencies at 

the ADCs. When there are many antennas in the array, 

the total computational throughput can be very signifi-

cant. The demanding throughput levels usually rule out 

the use of software realizations including GPU realiza-

tions with custom designed systolic array processors 

that maximize computational throughput using multi-

level massive parallelism being the only viable option. 

Furthermore, multi-GHz ADC data streams necessitate 

very high clock rates on the systolic array. Available dig-

ital CMOS technologies level off in clock speeds at about 

4 GHz, requiring polyphase signal processing methods 

for RF antenna signal processing to achieve bandwidths 

of more than 2 GHz [56], [100]

This is common practice for the case of FIR filter-

banks used in radio astronomy, for example. Our recent 

research has extended polyphase filter bank hardware 

to the case of 2-D IIR fan filter banks using novel multi-

rate SFG manipulations that combine polyphase clock-

ing with the concept of time-interleaved ADCs to achieve 

real time frame sample rates for 2-D IIR beam filtering 

at several times the maximum clock frequency of the 

implementation technology [56], [100]. The methods 

have been applied to both direct form as well as low-

complexity differential form SFGs leading to polyphase 

realizations on FPGA for both types of architectures 

[56], [100]. An example of a multi-rate PPCM architecture 

is shown in Fig. 13(a), where two non overlapping phases 

are used to obtain a real time throughput of 2FPCCs. In 

the SFG shown in Fig. 13(a), the input signal transform 

,W n zx ct^ h is converted to corresponding multi-rate com-

ponents ,W n zj x ct^ h for ,j 1 2=  by employing down-sam-

pling and delay blocks. However, if time interleaved ADC 

is employed in the antenna array, these sampling rate 

conversion blocks can be absorbed into the time inter-

leaved sampling happening inside the ADC. Fig. 13(b) 

shows the resulting systolic array configuration that 

uses time interleaved ADC with 2 non overlapping clocks 

1z  and .2z  Details of SFGs and design equations of this 

multi-rate systolic array implementations, which offer 

the capacity to operate at real-time throughputs greater 

than what is offered by current technology as scaled by 

Moore’s Law, can be found in [56], [100].

F. Systolic Arrays for 3-D IIR 

Space-Time Digital Filters

We consider the 3-D IIR plane wave filtering case where 

the incident plane wave signal is sampled using a uni-

formly spaced rectangular array of antennas. Such 

rectangular arrays are known as dense aperture arrays 

and are highly sought after in deep space imaging sys-

tems such as the Square Kilometer Array (SKA) radio 

telescope, which can in fact be a good example appli-

cation following sufficient future research. The conven-

tional method for obtaining a steerable beam is the use 

of well-known aperture synthesis algorithms based on 

phased arrays. In a conventional phased array system, 

the sampled signals from each antenna is processed 

using a combination of polyphase FIR filter banks and 

FFT processors for channelization, followed by a phased 

summation achieved by an array of complex multipliers 

which accurately tune the phase of each signal such 

that coherency is achieved for plane waves arriving at 

a desired DOA.
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Unlike phased arrays, the 3-D IIR cone filter approach 

[69], [10] achieved precision ultra wideband steerable 

beams exploiting the well known geometrical proper-

ties of the 3-D spectrum of plane waves. By realizing 

a digital filter having cone shaped passbands, which 

are aligned along the DOA of the desired plane wave 

signal, the 3-D filtering with highly selective enhance-

ment of propagating plane waves based on their DOA 

is achieved in the presence of high interference and 

noise. The computational complexity (number of mul-

tipliers) of the 3-D cone filter banks are 90% smaller 

than the multiplier complexity of FFT-based digital 

phased array beamformers [10], when compared in 

terms of the mean square error of the magnitude fre-

quency response.

Fig. 14(a) shows the formation of a 3-D beam shaped 

passband by two intersecting frequency planar pass-

bands. Such 3-D IIR beam filters can then be used in a 

filter bank configuration having multiple bands, where 

each band is realized using a frequency beam filter fol-

lowed by a temporal bandpass filter. Fig. 14(b) shows 

a 3-D IIR filter bank having multiple cone shaped pass-

bands. The cone-shaped magnitude frequency response 

for the single passband case is shown in Fig. 14(c). Such 

multiple passband 3-D IIR cone filters provide frequency 

independent far field array patterns having multiple RF 

beams. A mathematically computed example array pat-

tern with 4 RF beams is shown in Fig. 14(d).

G. Wave Digital Filters (WDFs)

Usually, input output transfer functions of a filter relate 

the z-transform of an input voltage or current sequence 

to the z-transform of an output voltage or current 

sequences. These sequences are typically available as 

sampled space time discrete sequences in the MD case. 

However, WDFs operate on the principle of discrete scat-

tering (S) parameters, where the difference equations 

relate transfer functions of a two-port network defined 

in terms of forward and backward traveling wave quan-

tities. WDFs were first proposed by Fettweis [107] in 

1970s for the original application involving audio signal 

processing for wireline telecommunications, and have 

since been extended to the MD case for other applica-

tions such as image and video processing, for example 

[108]. A raster scan hardware SFG of a 2-D WDF can 

be described using conventional WDF parameters, as 

shown in Table 2 for the case of first-order multi-beam 

plane wave filters [60], [108].

Phase 1
Time

Interleaved
ADC

(2-Phase)

Multi-Rate
PPCM

(2-Phase)

ADC
Phase-1

0

0

A
lig

n
 W

o
rd

s

ADC
Phase-2

(2-Phase) (2-Phase)

Multi-Rate
PPCM

Multi-Rate
PPCM

Time
Interleaved

ADC
(2-Phase)

From Antennas

…

…

From Antennas nx

2-Phase Non-Overlapping Clock

Time
Interleaved

ADC
(2-Phase)

Phase 2

Multi-Rate Parallel Processing Core Module (PPCM)

(b)(a)

zct
–1

zct
–1

zct
–1

zct
–1

zct
–1

zct
–1

zct
–1

zct
+1

zct
–1

zct
–1

zct
–1

2

–b01

–b10

–b01

–b10

b2
01

b2
01

a2

a2

a1

a1 = b01b10 – b11
a2 = b11b01

a1

×

×

×

×

×

×

×

×
×

×

+

+

+

+

+

+

+

+

+

+

+

+

+

+
+

+

+

+
+

+
+

+

2

2

2

2

2
2

2

W1(nx, zct)

W1(nx, zct)

W2(nx, zct)

W(nx, zct)

W
(n

x
, 
z

c
t)

Y
l
(n

x
–
 1
, 
z

c
t)

Y
l
(n

x
–
 1
, 

z
c
t)

Y
l1 (n

x  , z
c
t )

Y
l 1
(–

1
, 

z
c
t)

Y
l 1
(0

, 
z

c
t)

Y
l 1
(1

, 
z

c
t)

Y
l2 (–

1
, z

c
t )

Y
l2 (0

, z
c
t )

Y
l2 (1

, z
c
t )

Y
l2 (n

x  , z
c
t )

Yl1(nx –1, zct )

Yl2(nx – 1, zct)

Yl2(nx – 1, zct)

2

2

W1(nx, zct)

W2(nx, zct)

z1

z2z2

z1

Yl2(nx –1, –zct )

Figure 13. Multi-rate PPCM architecture example that delivers 2 frames-per-clock-cycle throughput (a). The multi-rate systolic 

array architecture that employs time interleaved ADC with two non-overlapping clocks (b).



FIRST QUARTER 2013   IEEE CIRCUITS AND SYSTEMS MAGAZINE 31

The WDFs require wave adapters to be realized 

using digital hardware VLSI circuits [60]. For the case 

of first-order 2-D plane wave filters, the corresponding 

WDF adapters and coefficients are shown in Fig. 15 and 

Table 2 for 1, 2 and 3 beams [60].

H. Analog 2-D Beam Plane Wave Filters

Sensor signals are continuous-time before being sam-

pled and digitized by ADCs. If MD filters can be made 

to operate in continuous-time mode, one can take 

advantage of the resulting analog circuits because 
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such realizations do not require sampling in the time 

domain. Because analog filters are not sampled, they 

are free of aliasing in the time frequency domain and 

do not require clock distribution networks. Analog fil-

ters process signals without quantizing them, making 

such filters free of quantization noise and limit cycle 

oscillations. However, analog filters do have their own 

problems. For example, they are more prone to analog 

noise injection, harmonic and intermodulation distor-

tion, and EM interference issues. Mixed-domain filters 

are described by recursive difference equations along 

spatial dimensions, and by differential equations along 

time dimension. Practical circuit realizations consist of 

a parallel interconnection of multiple-input multiple-

output analog circuits, which are interconnected in 

such a way that the iterative spatial difference equa-

tions required for IIR filters in multiple space-time 

dimensions is obtained.

For example, in an analog 2-D IIR beam filter, the 

prototype has a 2-D Laplace domain transfer function 

( , ) ( )/( ) ( ( , ))/( ( , )).H s s R R L s L s Y s s W s sa x ct x x ct ct a x ct a x ct= + + =  

We apply the bilinear transform to the spa-

tial Laplace variable sx while leaving the tem-

poral Laplace variable sct unchanged, thereby 

leading to the mixed-domain transfer function 

( , ) /( ( / ) ( / ) )H z s R R L x z z L s2 1 1m x ct x x x ct ct$D= + - + +^ h  

( ( , ))/ ( , ) .Y z s W z sm x ct m x ct= ^ h  The mixed-domain real-

ization shows reduced bilinear warping [33]. This for-

mulation leads to an array of two-dimensional analog 

modules (2DAMs) that implement the difference-differ-

ential equations in an interconnection of analog circuits. 

We are currently working on realizing mixed-domain 

2-D/3-D IIR filters at up to 10 GHz of bandwidth for RF 

array processing.

VI. 4-D Light Field Filters for Imaging  

in Challenging Environments

In 1966 artificial intelligence pioneer Marvin Minsky 

famously assigned “computer vision” as an undergradu-

ate summer project. Although computer vision has made 

massive strides in the nearly 50 years since, the field 

remains young in that many “simple” problems remain 

unsolved, and significant advances lie ahead. Much of 

the recent progress in computer vision has exploited 

the recent feasibility of using very large datasets. The 

related problems of place, object and text recognition, 

for example, are being successfully tackled in Google’s 

image-based search by providing millions of exemplar 

images to what is essentially an appearance-based clus-

tering algorithm [109]. To recognize human gestures 

such as kicking, driving and dancing, Microsoft’s Kinect 

software was trained using on the order of a million 3-D 

images [110].

As progress is made in these high-level tasks, so too 

are advances being made at the lowest levels of com-

puter vision. One might have assumed that camera 

technology would be well established this far into the 

development of computer vision, yet in the past few 

years three important new technologies for measuring 

3-D images have emerged: time of flight cameras, which 

employ the finite propagation rate of light to measure 

depth; structured light cameras such as the Kinect, 

which employ known projected patterns of light; and 

plenoptic (aka light field) cameras, which generalize 

TABLE 2.
WDF design equations for st1  order multi-beam classical LC ladder networks.
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stereo cameras by measuring images on a regular 

spatial grid.

Considerable effort is going into developing effec-

tive ways to use the images measured by each of 

these new camera technologies, with significant 

recent advances in pose estimation, scene modelling 

and gesture recognition, amongst others [110]–[113]. 

Most of these advances are data heavy and processor 

intensive, relying on iterative optimization schemes 

and sophisticated feature extraction. At the same 

time, the images measured by each of these cameras 

can be approached using the same multi-dimensional 

signal processing  (MDSP) techniques discussed ear-

lier in this article. These methods are linear, robust, 

have constant and predictable runtime, and offer 

competitive or even superior performance to com-

peting methods at a fraction of the complexity. Our 

focus in this section is specifically on light field imag-

ery, for which methods from MDSP are a particularly 

good match.

A. Light Field Cameras

A conventional camera measures the light rays passing 

through a single aperture. Referring to Fig. 16(a), this is 

like looking at the world through a peephole, yielding 

two-dimensional (2-D) images ( , ),w n nu v  where nu and nv 

represent the angle of arrival of incoming rays. Stereo 

and multiple-camera approaches to computer vision 

generally treat their inputs as arrays of independent 

2-D angular images. Light field imaging differs in that it 

samples over two additional, spatial dimensions. This is 

like measuring through a regularly spaced grid of peep-

holes, as depicted Fig. 16(b).

We depict the 4-D light field signal ( , , , ),w n n n nx y u v  

where each sample of w encodes the value of a single 

ray in the scene, with a specific position and direc-

tion. A convenient way to map indices to rays is via 

the two-plane parameterization depicted in Fig. 16(c). 

The indices nx and ny encode the spatial coordinates 

of a ray’s intersection with an ,x y reference plane 

coincident with the aperture array, and the angular 

indices nu and nv encode the ray’s point of intersec-

tion with a second reference plane , ,u v  at arbitrary 

distance .D

There are several practical ways to measure a light 

field, perhaps the most obvious of which is to build 

an array of conventional cameras, as in the Stanford 

array [114] depicted in Fig. 17(a). Recently more com-

pact cameras have become available, based on the 

use of lenselet arrays mounted in the optical path of 

otherwise conventional cameras. These include the 

“original” plenoptic camera as described by Ng et al. 

[115], and the “focused” plenoptic camera described by 

Lumsdaine and Georgiev [116]. The two models differ 

in their spatial/angular resolution trade offs. Examples 

of commercially available versions of each are shown 
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Figure 16. Whereas a conventional camera measures light passing through a single aperture (a), a light field camera samples on 

a regular spatial grid (b), measuring light in terms of both position and direction; the two-plane parameterization (c) is a convenient 

way to map each light field sample to a single ray in space.
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in Fig. 17(b), and example sensor images showing dif-

fering ratios of angular and spatial samples are shown 

in Fig. 18. A final model of light field camera makes use 

of attenuating masks to modulate incoming light, allow-

ing the light field to be retrieved through a demodu-

lation process [117], [118]. Each camera model has its 

own decode process, mapping raw sensor pixels to 4-D 

light field coordinates. Though each model features 

different light gathering and resolution trade-offs, they 

all measure a 4-D function representing the light travel-

ing through a scene in terms of position and direction. 

The filters we describe below therefore apply to light 

fields measured by any of these camera models, follow-

ing at most a resampling process, or adjustment of the 

filter’s parameters.

B. Light Field Properties

One of the key insights in light field 

processing is that both the textural 

and geometric information associ-

ated with a scene are encoded in 

the regularly sampled 4-D signal 

.w  This means that a wide range 

of filtering techniques traditionally 

reserved for texture can now also 

be applied to geometry. In this sec-

tion we briefly describe some of the 

important characteristics of light 

field signals, which we later exploit 

to accomplish conventionally com-

plex tasks using simple filters.

Visualizing the light field can 

be accomplished in 2-D slices, 

for example allowing nu and nv to 

vary while holding nx and ny fixed at a specific spatial 

location. An example of such a visualization is shown 

in Fig. 19(a), with nx and ny fixed near the central spa-

tial sample. The scene depicts a beer mat being held in 

place by a wooden dowel in front of a poster of a super-

nova. The next frame in the figure visualizes the same 

light field in nu and ,nx  near the central sample in nv and 

.ny  This depicts a fundamental relationship in the angu-

lar and spatial behavior of light: points in 3-D space 

appear as straight lines in angular/spatial slices. These 

straight lines are a manifestation of parallax motion: 

each scene element has apparent motion along the 

angular dimension u as a function of the spatial dimen-

sion .x  The differing slopes of these lines are due to the 

differing depths of their corresponding scene elements. 

Figure 18. Example lenticular-array light field images, showing different ratios of spatial and angular samples. (Seagull image 

by Todor Georgiev.)

(a) (b)

Figure 17. Three models of light field camera: (a) an array of conventional cameras, 

and (b) two variants of lenselet-based camera, with different spatial/angular resolu-

tion trade offs. (Images are by Stanford University, Raytrix GmbH, and Lytro Inc.)
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The same observations hold in nv and ny slices, and 

taken together these observations describe parallax 

motion as a correspondence between a point P  in 3-D 

space, and a plane in the 4-D light field [68], [119]. In 

the continuous spatial domain, the relationship can be 

written as

 .
u

v

P x

P yPZ
D X

Y
=

-

-

^ h; ;E E  (22)

Though we do not derive it here, it follows from the 

point-plane correspondence (22) that the frequency-

domain light field will also exist as a set of planes [68]. 

This observation is remarkably similar to those made 

around spatio-temporal plane waves, with the key 

differences that here all dimensions are spatial, and 

the correspondence between spatial- and frequency-

domain planes is in 4-D. Fig. 19(c) depicts a slice, in the 

frequency-domain indices u~  and ,x~  of the discrete 

Fourier transform (DFT) of the beer mat light field. Note 

the range of plane orientations forming a roughly hori-

zontal fan shape: this is the frequency-domain region of 

support (ROS) of the beer mat, which occupies a range 

of depths in the scene. The diagonal plane seen crossing 

from the bottom-left to the top-right corresponds to the 

poster in the background, which lies at a single depth.

More formally, the frequency-domain planar ROS of a 

point P  can be described as

 / / / .D P 1x u y v Z~ ~ ~ ~= = -  (23)

Note the plane’s orientation depends only on the depth 

of its corresponding point, ,PZ  and not its other spatial 

coordinates. For a scene which exists over a range of 

scene depths,

 Z P ZMIN MAXZ1 1  (24)

we can reorganize the frequency-domain relationship 

(23) into three simultaneous constraints

 / ,m mx uMIN MAX1 1~ ~  (25)

 / ,m my vMIN MAX1 1~ ~  (26)

 / / ,x u y v~ ~ ~ ~=  (27)

where the slopes m are trivially found from (23). The 

first two constraints (25) and (26) describe 2-D fan 

shapes in ( , )u x~ ~  and ( , ),v y~ ~  respectively. The simul-

taneous combination of these two constitutes a dual-fan 

[68]. The third constraint (27), described in [120] in the 

context of lens design, forces a plane’s slope in ( , )u x~ ~  

to equal its slope in ( , ).v y~ ~  The surface which satisfies 

this third constraint is a frequency hypercone, and the 

surface which satisfies all three constraints we denote 

a hyperfan [121], because it is constructed from a fan 

of planes.

Knowing the frequency-domain behavior of light 

fields allows depth-selective filtering, either for a single 

depth or a range of depths, by selecting appropriately 

shaped frequency-planar or frequency-hyperfan pass-

bands [121], [122]. Fig. 20 depicts a depth filtering appli-

cation in which a dirty pane of glass is removed from 

in front of a Rainbow Lorikeet, while leaving the rest 

of the scene untouched. Fundamental to the hyperfan 

is that only a relatively small subset of the frequency 

domain is ever occupied by a light field. This observa-

tion is the frequency-domain manifestation of the mas-

sive redundancy in light field images, and it is the basis 

for an important class of noise-rejecting filters which we 

present below.

n
v

n
u

n
u

w
u

n
x

w
x

(a) (b) (c)

Figure 19. The left pane (a) depicts a light field as viewed from a single spatial location; the same light field viewed as a horizontal 

slice through the beer mat (b) shows how parallax motion appears in the light field as straight lines in the ,n nu x  dimensions; a 

consequence of the resulting straight lines (planes in 4-D) is that the frequency-domain ROS of the light field (b) is also a set of 

planes; slopes of both spatial and frequency-domain planes depend on the depth of the corresponding scene element.
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C. Imaging in Low Light

One of the emerging application areas for light field 

filtering is in difficult imaging scenarios [121], [123]. 

Low light, dust, fog, rain, or underwater imaging in 

turbid (murky) water, with suspended particulate mat-

ter, light columns and related illumination effects, all 

result in difficult imagery which can be problematic for 

modern vision algorithms. Building more robust algo-

rithms can only go so far when the input imagery has a 

very unfavorable signal-to-noise ratio. The extra infor-

mation measured by a light field camera, and the fact 

that it is represented in a manner conducive to linear 

filtering, means that simple methods can be employed 

to enhance light field imagery, even in extremely 

difficult scenarios.

That all light fields lie on a hyperfan ROS means 

that we can reject significant amounts of noise by 

building a filter with an appropriately shaped hyper-

fan passband. Two of the parameters of this passband 

are the nearest and farthest allowable scene elements. 

Because the camera never images objects at negative 

depths, and because many applications have a pre-

dictable maximum range—e.g., in aerial surveillance, 

indoor environments, or underwater imaging—we can 

select the passband to exclude elements beyond allow-

able depths.

The ideal hyperfan is a 3-D manifold, not a 4-D 

volume, and so practical implementation requires 

surrounding the hyperfan by a bandwidth. In [121], we 

suggest a frequency-domain passband described by:

 
( )

( )

( , ) ( , ),

exp lnH

H H

2 2HC

HC

x v y u

FAN x u FAN y v

2

2

~
b

~ ~ ~ ~

~ ~ ~ ~

= -

-e o= G
 (28)

where HCb  is the 3-dB bandwidth measured as the radius 

of the hypercone at the origin, and HFAN are the 2-D fans 

enforcing the selected depth range. Note the Gaussian-

like roll off of the hypercone passband shape.

To test this passband we applied it directly in the 

frequency domain. This is a memory-intensive pro-

cess, and points the way forward for more efficient 

filter implementations. Results are shown in Fig. 21(a), 

in which light fields available from the Stanford Light 

Field Archive1 were manipulated to simulate low-light 

image capture. This employed a model of camera noise 

including quantization, Poisson, Gaussian and salt & 

pepper noise. The low-light images, excluding salt-

and-pepper noise for clarity, are depicted on the left. 

The noisy images (including salt-and-pepper noise) 

were gain-adjusted (center), and then hyperfan filtered 

to yield denoised images (right). The success of the 

method is striking, but unsurprising considering there 

were 17 17#  samples in nx and ,ny  yielding a very high 

level of redundancy. We do note that the linear hyperfan 

1http://lightfield.stanford.edu/

Figure 20. Imaging through a dirty window: the hyperfan filter is set to pass objects as near as the bird’s beak, and as far as the 

building in the background; the result is significant attenuation of dirt on the window pane, without destroying the 3-D information 

captured by the light field.
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filter outperformed all competing methods, including a 

number of sophisticated linear and nonlinear image and 

video denoising methods [121].

The denoising results presented here are enabled by 

the massive redundancy present in the light field. As the 

number of spatial samples ,n nx y increases, the quality 

of the denoised images also increases toward a global 

optimum. This capability promises to be of significant 

interest in a range of difficult imaging scenarios.

D. Isolating Distractors

Low light and noise are not the only detractors of effec-

tive imagery: sometimes local residents get in the way. 

A common use case for computer vision is to monitor 

a location for change over time. Take, for example the 

long-term benthic monitoring program within Austra-

lia’s Integrated Marine Observation System (IMOS). In 

this program, sites of ecological significance are revis-

ited annually, and the resulting imagery compared to 

establish how the benthic habitat is changing [124]. 

The imagery is collected using the Australian Centre for 

Field Robotics (ACFR)’s Sirius autonomous under-water 

vehicle (AUV), and stitched into geo-referenced mosa-

ics using tools developed at the ACFR. Putting aside the 

obvious technical hurdles of building geo-referenced 

mosaics in a GPS-denied environment, a further prob-

lem arises in performing change detection is the pres-

ence moving elements in the benthos—swimming fish, 

swaying algae, and so on. These cause false positives 

in the change detection, and so a means of removing 

dynamic elements from a static scene is desirable.

The problem with removing dynamic elements in this 

scenario is that the camera platform is in constant motion, 

and so all scene elements will have apparent motion rela-

tive to the camera. Given the unstructured, 3-D environ-

ments in which the imagery is collected, this motion will 

be non-constant, with different parts of the scene moving 

at different apparent velocities across the image plane. 

Identifying those scene elements that are genuinely mov-

ing relative to the scene can therefore be very difficult.

In [125], a method for isolating distractors from back-

ground was proposed based on the frequency-domain 

light field characteristics described above. The method 

works by building a light field from images taken over 

a regular spatial grid, but at different times. Such a 

sequence of images results, for example, from a linear, 

constant-velocity AUV trajectory. The resulting light 

field is limited in that one of the spatial dimensions—

orthogonal to the direction of AUV travel—has only 

one sample. Regardless of this limitation, the static 

and dynamic elements of a scene are easily separated 

because the dynamic elements break the rules of par-

allax, and will not generally lie within the expected 

frequency-fan ROS of the light field. Devising a filter 

to reject dynamic elements is therefore similar to the 

noise-rejecting filter described above. Example results 

are shown in Fig. 21(b), in which a scene containing two 

moving distractors is filtered to remove the distractors 

and reveal the static scene. A useful consequence of 

the linearity of the filter is that its inverse is very easily 

implemented, and intuitively performs the inverse task 

of extracting the distractors. The result, as seen in the 

(a) (b)

Figure 21. Light field filtering applied to low-light imaging and distractor isolation: (a) The low-light and noisy images (left) are 

gain-adjusted (center), displaying significant noise; the hyperfan-filtered light fields (right) are dramatically improved. (b) Isolating 

distractors using a frequency-fan filter: a full input frame in ,n nu v (top left), and detail (top right) show two well-camouflaged fish; 

the extracted background and foreground elements (bottom row) show successful isolation of both elements; note the successful 

extraction of complex soft shadows.
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bottom right of the figure, includes isolation of soft shad-

ows, a task which is difficult to accomplish using more 

conventional methods.

E. Underwater Field Trials

The E/V Nautilus is a 64-meter research vessel operated by 

the Ocean Exploration Trust under the direction Dr. Rob-

ert Ballard [126]. Nautilus is equipped with the remotely 

operated vehicles (ROVs) Hercules, Argus, Diana, and 

Echo, and undertakes a range of scientific research includ-

ing marine geology, archaeology and biology. During the 

2012 field season, a light field camera was deployed on the 

ROV Hercules, and collected a range of imagery over sites 

of predominantly archaeological interest.

Imaging a shipwreck hundreds of meters beneath the 

surface of the Aegean Sea, the light gathering ability of 

the camera was put to the test. At such depths, all illu-

mination is artificial, provided by lamps mounted on the 

ROV. Because turbid water scatters light back towards 

the camera, adding light is not always a practical way to 

improve imagery. This makes the low-light and denois-

ing capabilities of the light field camera particularly 

appealing. As part of the field trial, a monochrome light 

field camera was operated in parallel with conventional 

color and monochrome cameras. The key difference is 

that the light field camera was operated with a fraction 

of the illumination—roughly 40%. Referring to Fig. 22, 

the light field camera was able to gather useful imagery 

(a)

(b)

Figure 22. Images taken of shipwrecks in the Aegean Sea show the potential of light field cameras to facilitate underwater 

imaging. (a) Conventional color and monochrome cameras require significantly more illumination than the light field camera (b)—

roughly 40% the illumination was required for the light field imagery.
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that compared well with the conventional imagery, but 

under a fraction of the illumination. We expect this to 

present a significant advantage in reducing illumination 

power budgets, increasing imaging ranges, or in imag-

ing through attenuating media, such as murky water.

F. Future Applications

Light field cameras allow techniques from MDSP to 

deliver high-quality results in constant runtime, and 

with a very high immunity to noise not generally shared 

by more complex approaches. The closed-form nature of 

many of these solutions makes them particularly ame-

nable to hardware implementation, and recent advances 

in hardware-based light field filters [127], [128] point the 

way forward for fully integrated light field camera solu-

tions. Considering the impressive light gathering, depth 

filtering, denoising and distractor isolating capabilities 

that arise naturally from light field imagery, it seems 

inevitable that these cameras will find their way into a 

wide range of difficult imaging applications.

VII. Conclusion

We briefly reviewed the fundamental theory of MD fil-

ter design with the intention of giving the reader an 

insightful overview of some of the exciting new theory 

and applications that are emerging in the field of MD cir-

cuits and systems. Excellent texts, such as [23], provide 

a thorough description of the topic. Here, our emphasis 

has been the use of the MD Laplace transform, which is 

not thoroughly treated elsewhere, as a bridge in design 

between the continuous- and discrete-domains. Further, 

we emphasized the use of the first-order “frequency-

planar” MD transfer function as an important pseudo-

passive stable IIR building block for making higher-order 

MD IIR filters. Some emerging potential applications of 

spatio-temporal MD FIR filters were also described. First, 

in for cognitive radio systems and, second, for synthetic 

aperture systems in radio astronomy. In both cases, 

the use of real-time 2-D/3-D FIR filters is described. We 

further emphasized VLSI circuit implementations of 

digital and analog circuits for the 2-D and 3-D IIR spatio-

temporal case, where the ultimate objective is to make 

real-time beamformers with high directional-selectivity, 

high-throughput, low-latency and low-complexity. 

Recently published systolic architectures are described 

that are based on frequency-planar MD prototypes, and 

yield an especially fast throughput of one complete spa-

tial frame of data per clock cycle (the so-called OFPCC 

method), for single phase digital systems, and multiple 

frames per clock cycle (MFPCC) for polyphase sys-

tems. These polyphase MD circuits are very suitable for 

use with time-interleaved analog-to-digital converters 

that operate at several dozen GHz these days. Finally, 

we ended our discussion with a description of novel 

approaches by which the 4-D signals from a light field 

camera have been enhanced using 4-D hyperfan filters 

with specific applications in low-light imaging, depth fil-

tering, denoising and the isolation of distracting objects. 

Applications in digital computational photography, sens-

ing and robotics were described.
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Appendix

A review of 2-D, 3-D and 4-D plane waves. Consider the 

case of three dimensional plane waves as an example. 

Such a plane wave can be written in the form

( , , ) ( ) ( ),d tw t t t w d t d t d t wfront fronta W W
T

1 2 3 1 1 2 2 3 3 /= + +

  (29)

where we have, for compactness, represented the 

3-tuples as oriented row vectors d d d d
T

1 2 3/ 6 @  and 

.t t t t
T

1 2 3/ 6 @  Without loss of generality, we select d as a 

unit vector. By simple geometry, d t d t d t1 1 2 2 3 3 n+ + =  is 

a 3-D plane in R3 having unit normals d!  and is perpen-

dicular distance n from the origin. Then, over all real 

,n  (29) is an infinite set of parallel planes (one for each 

value of n) and in each such plane the value of (29) is 

simply ( ).w FrontWave n-  The 1-D function ( )w frontW $  is the 

so-called “wave front” of the 3-D plane wave. Note that 

a plane wave has an ROS that is of infinite-extent in .R
3  

Therefore, in practice, such ideal plane waves do not 

exist; they are always windowed in both space and time 

(i.e., apertured) and spatially-sampled. The 4-D version 

of (29) is a hyper-plane in ( , , , )t t t t R1 2 3 4
4

!  and may be 
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visualized as a continuum of parallel 3-D plane waves in 

( , , ) ,t t t R1 2 3
3

!  where there exists one 3-D plane wave for 

each value of .t4  The distance of the that 3-D plane wave 

from the origin varies linearly as a function of .t4
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