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Aspect-based sentiment analysis (ABSA) is a fine-grained sentiment analysis technology. In recent years, neural networks are
widely used to extract features of aspects and contexts and proven to have a dramatic improvement in retrieving the sentiment
feature from comments. However, due to the increasing complexity of comment information, only considering sentence or word
features, respectively, may cause the loss of key text information. Besides, characters have more microscopic features, so the fusion
of features between three different levels, such as sentences, words, and characters, should be taken into consideration for
exploring their internal relationship among different granularities. According to the above analysis, we propose a multifeature
interactive fusion model for aspect-based sentiment analysis. Firstly, the text is divided into two parts: contexts and aspects; then
word embedding and character embedding are associated to further explore the potential features. Secondly, to establish a close
relationship between contexts and aspects, features fusion of both aspects and contexts are exploited in our model. Moreover, we
apply the attention mechanism to calculate fusion weight of features, so that the key features information plays a more significant
role in the sentiment analysis. Finally, we experimented on the three datasets of SemEval2014. 0e results of experiment showed
that our model has a better performance compared with the baseline models.

1. Introduction

Sentiment analysis is an important and fundamental task in
natural language processing, which aims to analyse the
sentiment polarity of text. Aspect-based sentiment analysis
is a fine-grained work of sentiment analysis; the aim is to
analyse the sentiment polarity of the corresponding aspects
in a sentence. For example, “I really like the appearance of
this laptop, but its after-sales service is not very good.”0ere
are two aspects presented, “notebook appearance” and
“after-sales service.”0e sentiment polarity for the notebook
appearance is positive, while the sentiment polarity for after-
sales service is negative.

In traditional, many researchers focused on statisti-
cal-based methods for sentiment analysis. Kiritchenko
et al. [1] applied the method of manual labeling to
sentiment classification of text. Wagner et al. [2] used the
SVM method for analysing sentiment polarity of a

sentence. In recent years, with the development of deep
learning, more intelligent learning methods have been
proposed [3–6], and researchers have applied neural
network to construct feature representation system for
sentiment analysis [7–9]. To extract feature representa-
tion, Dong et al. [10] proposed to apply recursive neural
network to analyse the relationship between aspect and
its contexts in Twitter dataset. Tang et al. [11] divided text
into aspects and its contexts and fed them to the aspect-
based sentiment analysis based on the long short-term
memory network model. 0e relationship between as-
pects and contexts play a significant role in this process.
Ma et al. [12] made a combination of long short-term
memory network and attention mechanism to construct
the IAN model between aspects and its contexts. Al-
though these methods are much better than the tradi-
tional methods, the performance of ABSA is not good
enough, because the extracted features are insufficient. In
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addition, most researchers use neural networks for
sentiment analysis tasks, they adopt words embedding
along with word-level feature analysis. However, Text has
a strong hierarchical structure, that is, characters form
words and words form sentences. In order to fully extract
different levels of feature presentation information in the
text, we believe that besides the word information,
character information modeling should also be fully
considered for further text information extraction.
Moreover, the acquired character-level features help al-
leviate noisy information due to misspelling, thus
allowing the model to focus on valuable information.

With the development of attention mechanism, at-
tention mechanism is widely applied in sentiment
analysis [13–16]. Weights are assigned according to
different tokens in output texts. Most researchers apply
the attention mechanism to the neural network model of
sentiment analysis, which improves the performance of
sentiment classification. Ma et al. [12] propose IAN
model, which focus interactively on learning attention in
aspects and contexts. And IAN proved to be helpful to
the performance of ABSA. Chao et al. [14] apply alter-
nating co-attention to learn contexts and targets. 0e
model can extract more important features in ABSA. In
the neural network model, RNNs are difficult to paral-
lelize, and the complexity of the neural networks cause
the problem of gradient disappearance or gradient ex-
plosion. Song et al. [16] apply attention encoder network
which eschews recurrence. 0eir model improves per-
formance in aspect-based sentiment analysis. Overall, it
is proved that attention mechanism plays a crucial role in
ABSA tasks.

For the above analysis, we put forward an aspect-based
sentiment analysis model, named Multifeature Interactive
FusionModel for Aspect-Based Sentiment Analysis (MFIF-
ABSA). First, to extract more sufficient features, we input
aspects and its contexts into this model for embedded
representations, including word-level embedding and
character-level embedding. LSTM is exploited for char-
acter-level feature information extraction on contexts and
aspects. Second, for adequate interaction between features
of the context and the aspect, the extracted feature in-
formation on contexts and aspects are interactively fused.
Moreover, the output features are weighted by the attention
mechanism, which makes the key features more evident in
the sentiment analysis and improves classification per-
formance. Finally, the extracted feature information is fed
to the classification layer for sentiment classification. To
effectively construct the relation between aspects and their
contexts, our model makes an interactive operation in the
feature extraction process. To evaluate the proposed ap-
proach, we examine our model on two datasets,
SemEval2014 and Twitter dataset. 0e experimental results
show that our method achieves the state-of-the-art per-
formance on the three datasets.

In summary, the major contributions of our work are as
follows: (1) in this paper, we extract hierarchical feature
representation, such as character embedding, word em-
bedding, and sentence representation. 0ese features with

different granularity are fused interactively, which would
help our model obtain more effective feature representations
in ABSA. (2) Using attention mechanisms to bridge hier-
archical information of context and aspect, which allows our
model to learn key information among different levels. (3)
Increased feature interactivity enables our models to interact
with feature information from contexts and aspects, thus
enabling our models to learn about the interrelationships
between contexts and aspects.

2. Related Work

Sentiment analysis is an important and fundamental task
in natural language processing. 0e traditional methods
are mainly to apply sentiment dictionary to sentiment
analysis [17, 18]. Kiritchenko et al. [1] proposed the SVM
method for sentiment classification, which is based on the
emotional dictionary and takes too much time for manual
labeling. With the development of machine learning and
deep learning, many researchers apply neural network
model to sentiment analysis. Based on neural network, the
original features are mapped into a continuous real-valued
vector [19, 20]. 0e application of Tree-LSTM model in
sentiment analysis has achieved good experimental results
[21]. Jiang et al. [22] revealed the importance of aspect in
sentiment analysis. 0e polarity of different object words
may be different. 0erefore, the role of aspect in the text
should be taken into account. Different aspects have dif-
ferent sentiment polarities, so the features of aspect in a
sentence should be taken into account. Many researchers
emphasize the importance of aspect in the text. 0ey split
text into aspects and its contexts for sentiment polarity
prediction which improved the performance [23–24]. TD-
LSTM, proposed by Tang et al. [11], divided the context
into left and right parts according to the position of aspect,
in which LSTM is applied to learn the feature of left and
right contexts respectively; then concatenation of them
improves the performance of ABSA. TD-LSTM fully
considers the semantic information of aspects in the text to
better conduct sentiment orientation analysis. With the
development of attention mechanisms among various
research fields [25–28], Wang et al. [29] proposed atten-
tion-based LSTM for aspect-level sentiment classification.
0ey concatenated the extracted aspect features and
context features and used the attention mechanism to
calculate the feature weights for highlighting the important
information.

Attention mechanisms play an important role in
bridging relationship between aspects and contexts, which
significantly improves performance of the ABSA. Ma et al.
[12] proposed an interactive attention network model. 0ey
used attention mechanisms to capture important features of
contexts and aspects and improve the sentiment analysis
performance of ABSA. To extract more important features in
ABSA, Chao et al. [14] use alternating co-attention to learn
contexts and targets. In order to solve the parallel problem of
RNNs, Song et al. [16] apply attention encoder network
which eschews recurrence. 0eir model improves perfor-
mance in aspect-based sentiment analysis.
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Based on the above analysis, we proposed a multifeature
interactive fusionmodel for aspect-based sentiment analysis,
in which multilevels of feature extraction enhance the ability
of modeling feature representation and interactive feature
fusion bridges their internal relationship, which achieves a
further promotion in the accuracy of classification. Features
are extracted from character-level and word-level, and
model feature representation performs better.

3. MFIF-ABSA Model

In our paper, the input representation of sentence is for-
malized as S � [w1, . . . , wn]. We supposed that a context
consists of n words and a target have iwords. In an aspect,
A � [a1, . . . , ak].

In this section, we mainly describe the details of mul-
tifeature interactive fusionmodel for aspect-based sentiment
analysis (MFIF-ABSA). To be specific, we defined the de-
scription of the MFIF-ABSA task and then introduce the
method of theMFIF-ABSA in detail.0e overall architecture
ofMFIF-ABSAmodel is shown in Figure 1.0eMFIF-ABSA
is divided into two major parts, contexts and aspects. 0en
the contexts and the aspects are subdivided, including word
embedding layer, feature interaction layer, attention neural
network layer, and classification layer.

3.1. InputEmbedding Layer. First, words are embedded into
the word representation, represented by vectors. 0ose
vectors are preprocessed with glove [30]. 0e whole word
data is mapped into a continuous low-dimensional real-
valued vector wi ∈ Rd. 0e vocabulary size is represented
by V.0e dimension of the mapped dimension is d, and the
matrix after the word embedding of the word is E ϵRd×V.
0en, characters are embedded. Each word is divided into
characters. For example, the word "beautiful" consists of the
corresponding letters “b-e-a-u-t-i-f-u-l.” When a character
such as “b-e-a-u-t” is known, the word “beautiful” can be
easily predicted. Apparently, the model enhances the effect
of semantic analysis. We represent the word characters as
w � [c1, . . . , cc]. 0e character dictionary size is Vc and the
mapped dimension is dc, so we get the character embedding
matrix [c1, . . . , cVc] ∈ R

dc×Vc. 0e embedding layer is di-
vided into two parts: the left side is the word-level em-
bedding, and the right side is the character-level
embedding.

0e fusion of character embedding and word embedding
can help our model learn the morphological characteristics
of text and have a positive effect on the performance of our
models. As shown in Figure 2, the right side of the figure is
character embedding. We applied a bidirectional long short-
term memory network (Bi-LSTM) to capture the sequence
information of each word on the character embedding.
LSTM can learn the long-term dependence between words
in sentences and can avoid the problems of gradient van-
ishing and gradient explosion inherent in the traditional
recurrent neural network during training. Specifically, given
the time step t, the character embedding is denoted as c, and
the update procedure of the Bi-LSTM is as follows:

ft � σ W
�→
f · h

→
t− 1, c

→
t􏼔 􏼕 + b

→
f􏼒 􏼓,

ot � σ W
�→
o · h

→
t− 1, c

→
t􏼔 􏼕 + b

→
o􏼒 􏼓,

􏽥gt � tanh W
�→
g · h

→
t− 1, c

→
t􏼔 􏼕 + b

→
g􏼒 􏼓,

􏽥gt � tanh W
�→
g · h

→
t− 1, c

→
t􏼔 􏼕 + b

→
g􏼒 􏼓,

g
→
t � ft ⊙ g

→
t− 1 + it ⊙ 􏽥gt,

h
→
t � ot ⊙ tanh g

→
t( 􏼁,

ht � h
→
t ⊕ h
↼
,

(1)

where W
�→

, W
�→
f, W
�→
o, W
�→
g ∈ Rdc×Vc , b

→
i, b
→
f , b
→
o, b
→
g ∈ Rdc . σ is

the sigmoid activation function, it is the input gate, ft is the
forgetting gate, ot is the output gate, ⊙ is the element dot
product, ⊕ is the connection of hidden states in LSTM, h

→
t is

the hidden state of the forward LSTM, h
↼
t is the hidden state

of the backward LSTM, and ht is generated by concatenating

the h
→
t and h

↼
t.
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Figure 2: Word embedding layer of MFIF-ABSA.
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Figure 1: 0e model of MFIF-ABSA.
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Character features are extracted by LSTM, and then
word embedding features are concatenated to help the
model learn relevant microscopic information of input text
throughout the training steps. wtct are obtained by in-
tegrating information from word-level and character-level
embedding, which are called character-word feature fusion.

To facilitate understanding, the character-word feature
fusion feature of contexts information in our work are
represented as Cwtct, and the character-word feature fusion
of aspects information are represented as Awtct.

wtct � wt ⊕ ht. (2)

3.2. Feature Interaction Layer. To enable our model to in-
teractively learn the feature information between contexts and
aspects, we use the pooling mechanism to extract context
features and aspect features. Maximum pooling is exploited to
select the maximum value from the window (several con-
secutive vectors) as the output feature. 0e results of the
maximum pooling from the aspects are concatenated with the
Cwtct to achieve feature interacting. 0e same operation is
performed on the context information as formula (6).

PoolContext � Pooling Cwtct􏼐 􏼑, (3)

PoolAspect � Pooling Awtct􏼐 􏼑, (4)

CContext � Cwtct ⊕ PoolAspect, (5)

CAspect � Awtct ⊕ PoolContext, (6)

CCA � CAspect ⊕ CContext, (7)

where Pooling is the Maximum pooling, PoolContext and
PoolAspect are the features obtained after the Pooling operation,
and CContext and CAspect represent the interaction information.
0ey are named the context interaction feature and the aspect
interaction feature. CCA is the final feature fusion through a
connection of interactive information from aspect and context.

3.3. Attention Neural Network Layer. Gated recurrent unit
(GRU) is used to further paraphrase the hierarchical in-
formation from the previous feature interaction layer (CCA).
GRU has only two gates, update gate and reset gate, which is
simpler than LSTM.

zt � σ W
�→
z · h

→
t− 1, C

→
CAt

􏼔 􏼕 + b
→
z􏼒 􏼓,

rt � σ W
�→
r · k

→
t− 1, C

→
CAt

􏼔 􏼕 + b
→
r􏼒 􏼓,

􏽥ht � tanh W
�→
g · rt ⊙ k

→
t− 1, C

→
CAt

􏼔 􏼕􏼒 􏼓,
k
→
t � 1 − zt( 􏼁⊙ k→t− 1 + zt ⊙ 􏽥kt,
kt � k

→
t ⊕ k
←
t,

(8)

where zt and rt are update gates and reset gates, respectively;

W
�→
z, W
�→
r , W
�→
g are weight matrix and b

→
z, b
→
r are bias; and ktis

obtained by connecting the forward-propagating GRU in-

formation k
←
t and the backward-propagating GRU

information k
→
t.

0e GRU output is processed with the attention
mechanism. According to the feature weight score, the at-
tention mechanism highlights the contribution of effective
features and controls the interference of redundant in-
formation in the process of sentiment analysis. 0e im-
portant feature information gets a higher weight. We use
softmax function to get normalized attention at. ut is the
score function.

ut � tanh Wtht + bt( 􏼁,

at �
exp ut( 􏼁
􏽐t exp ut( 􏼁,

S �􏽘
t

atht,

(9)

where Wt and bt are the weight matrix and bias.

3.4. Classification Layer. We feed S to the fully connected
layer for sentiment prediction and use the softmax function
to calculate the probability of sentiment classification. 0e
number of categories to be classified is C, and the predicted
classification is 􏽢y.

􏽢y � softmax WCA · S + bCA( 􏼁,
Loss � − 􏽘

i∈T
􏽘
j∈C
yi,jlog 􏽢yi,j􏼐 􏼑, (10)

where 􏽢y ∈ RC, WCA, and bCA are the weight matrix and
bias. 0e number of categories C is 3. 0e cross-loss entropy
is used as the loss function.

4. Experimental and Analysis

In this section, the model MFIF-ABSA conducts experi-
mental research for aspect-based sentiment analysis. 0e
section is divided into seven subsections.0e first subsection
introduces the experimental setup and explains some pa-
rameters in the experiment. 0e second subsection in-
troduces the datasets. 0e third and fourth subsections,
respectively, introduce the comparison method and result
analysis of our model; the fifth and sixth subsections in-
troduce the comparative experimental methods of our
model; finally, for the convenience of understanding, the
advantages of each branch are directly reflected in the case
analysis over other models.

4.1. Experimental Setting. We use the 300-dimensional
Glove vector for preprocessing. 0e dimension of word
embedding and character embedding is 300 and 100, re-
spectively. 0e dimension of the hidden vector of LSTM and
GRU is set to 300. 0e learning rate is set to 1 × 10− 3. To
prevent over-fitting, we applied dropout on the word em-
bedding layer and the attention neural network layer
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separately. 0e value set is 0.5. 0e batch size is set to 32.0e
optimizer function is Adam. And the other parameters are
randomly initialized with a uniform distribution U
(− 0.01,0.01). Evaluation metric is classification accuracy. All
the models are implemented in Keras. 0e classification
accuracy is defined as

Accuracy �
T

N
, (11)

where T is the number of correct samples which is pre-
dicted. N is the number of total samples.

4.2. Dataset. We experimented on three datasets, two of
which were from SemEval2014 [31], including views of
restaurant and laptop, and the other was the Twitter dataset
[10]. 0e statistics of the dataset are shown in Table 1.

4.3. Comparison to Other Methods. In this section, we in-
troduced the evaluation of our method, as shown in Table 2.
0e benchmark for the assessment is to evaluate the per-
formance of the model by calculating the accuracy on the
same experimental dataset.

Majority is the baseline, which chooses the largest
sentiment polarity in training set to each instance in the
test set.

LSTM learns the hidden state of the context and gets the
average vector for sentiment prediction [29].

TD-LSTM. According to the position of aspect, it is
divided into left contexts and right contexts, and then
the features extracted from left and right contexts of the
model are, respectively, concatenated to predict the
sentiment polarity of aspect [23].

AE-LSTM. Text is divided into aspects and contexts,
respectively, and then the context features and aspect
features are concatenated to predict the sentiment
polarity of aspect [29].

ATAE-LSTM. Based on AE-LSTM, the attention
mechanism is used to generate the final features and
predict the sentiment polarity of aspect [29].

PRET_MULT is applied to transfer knowledge from
document-level data to predict the sentiment polarity
of aspect [32].

IAN, an interactive attention network model, inputs
contexts and aspects into the LSTM network re-
spectively, then the aspect and context features are
interacted, the attention mechanism is used to facilitate
the extraction of the context features which is relevant
to the target. Finally, all the features are connected and
fed into the softmax function for emotional prediction
[12].

IAD-ABSA. Hazarika et al. [33] proposed a senti-
ment analysis method for internal dependencies
between objects and contexts. For convenience, we
named this model IAD-ABSA, which used stacked
LSTMs to build a network model. Finally, the

attention mechanism is applied to generate the final
features, and the outputs from previous step are fed
into the softmax layer to predict the sentiment
polarity.

GCAE. Wei et al. [34] applied gated convolutional
networks model to predict the sentiment polarity, and
the model uses gated Tanh-ReLU unit to control the
sentiment features according aspects.

5. Main Results and Analysis

5.1. Results and Analysis of Baseline Method. Table 2 shows
the results of the accuracy of the state-of-the-art base-
lines on the same datasets. We compared the model to
these baseline models and analysed its advantages and
disadvantages.

0e performance of the majority method is the worst
among all baselines. TD-LSTM is better than LSTM.
Among the baselines of neural network, the performance
of the LSTM is worst. 0e performance of TD-LSTM is
better than LSTM. 0e reason is that the TD-LSTM
method inputs the contexts and aspects separately. GCAE
also divides the text into aspects and contexts, and then
concatenates the feature representations and achieve
better performance. Consequently, it is helpful to model
the contexts and aspects separately for aspect-based
sentiment analysis. AE-LSTM performs better than the
LSTM model, because AE-LSTM not only separates the
aspects and contexts in the model, but also combines the
attention mechanism to obtain the weight of the feature
representations. Its performance is better than LSTM,
which proves the attention mechanism plays a positive
role in performance of ABSA. ATAE-LSTM improves the
AE-LSTMmodel, which emphasizes that aspect occupies a

Table 1: Statistics of datasets.

Datasets Positive Negative Neutral

Restaurant
Train 2148 790 628
Test 725 195 196

Laptop
Train 974 839 450
Test 340 125 169

Twitter
Train 1561 1560 3127
Test 173 173 346

Table 2: 0e performance of different methods.

Method Restaurant (%) Laptop (%) Twitter (%)

Majority 53.50 65.00 50.00
LSTM 74.30 66.50 66.50
TD-LSTM 75.60 68.10 70.80
AE-LSTM 76.60 68.90 —
ATAE-LSTM 77.20 68.70 —
IAN 78.60 72.10 —
IAD-ABSA 79.0 72.5 —
PRET_MULT 79.11 71.15 —
GCAE 79.67 69.14 —
MF-ABSA 80.64 74.69 70.0
MFIF-ABSA 80.35 75.34 71.90

Mathematical Problems in Engineering 5



more important position in aspect-based sentiment
analysis. 0e IANmodel uses aspects and contexts’ feature
representational interaction for sentiment analysis. 0e
feature representations are obtained by interactive at-
tention of contexts and aspects. And the context features
and aspect features are concatenated. Experimental results
prove that the performance of the IAN is better than AE-
LSTM and ATAE-LSTM. IAD-ABSA utilizes the internal
dependence of text and shows the importance of the re-
lationship between aspects and contexts for sentiment
analysis.

5.2. Results and Analysis of MFIF-ABSA Model. In this
paper, the performance of our model is better than IAN,
which proves that the feature interaction strategy proposed
in this paper is superior to the interaction method used in
IAN. Our model includes MF-ABSA and MFIF-ABSA. MF-
ABSA is a model with no feature interaction on the feature
interaction layer of the model, while MF-ABSA and MFIF-
ABSA outperforms all baseline models. Firstly, we input
contexts and aspects into the model, which interactively
learns aspects feature representations with the contexts
feature representations. Secondly, character-level embed-
ding and word-level embedding are used, allowing our
model to extract more feature representations and help our
model to sufficiently establish the internal relationships
within the sentence. Finally, the attention mechanism is
applied to generate the final feature representation, so that
the role of important feature information in all feature
representations can be more significant. Among our two
models, MFIF-ABSA performs better than the MF-ABSA.
Only on the dataset of restaurant, the performance of MF-
ABSA is better than that of MFIF-ABSA. In general, the
feature interaction strategy proposed in this paper improves
the performance of ABSA.

5.3. Effects of Character Embedding. In this section, the effect
of character-level embedding on performance promotion is
discussed. Our experiment was based on the MFIF-ABSA
model on the three datasets. 0e character embedding layer
in the model is removed and compared with MFIF-ABSA.
0e experimental results are shown in Figure 3. No_char is a
model with no characters embedding. 0e experimental
results of the model with character embedding layer show an
increase by 1%, 1.84%, and 1.19% over the model with the
character embedding layer.0e above results proved that the
character embedding layer has a positive effect on our
model.

5.4. Effect of Attention. Next, the effect of attention
mechanisms on performance promotion is discussed. Our
experiment was based on the MFIF-ABSA model on the
three datasets. 0e attention mechanisms layer in the
model is removed and compared with MFIF-ABSA. 0e
experimental results are shown in Figure 4. No_att rep-
resents the model without attention mechanism. 0e ex-
perimental results show that the model with attention

mechanism improved the model’s performance by 1.02%,
1.44%, and 1.16%, respectively. 0e above results proved
that the attention mechanism layer has a positive effect on
the performance.

5.5. Case Analysis. In the last section, we analysed the
error analysis of our model. 0ree sentences were
extracted from three datasets. 0e accuracy of No_char,
No_att, and MFIF-ABSA were evaluated, respectively.
0e results are shown in Table 3, for example, in a context
“Great food, but the service is dreadful.” 0e predicted
polarity of the No_char and No_att about the aspects
(food, service) does not match the true polarity of the
sentiment, while MFIF-ABSA manages to analyse its
sentiment tendency accurately. Moreover, in a context
“:e staff should be a bit more friendly,” No_att fails to get
the right analysing result, while No_char and MFIF-
ABSA get the right one. Finally, in a context “If you want
good tasting, well seasoned aspect term eat at Cabana and
you can’t go wrong,” accuracy analysis of No_char is
wrong, but that of No_att and MFIC-ABSA is right. 0e
results of three cases prove that MFIF-ABSA has a sig-
nificant advantage in sentiment analysis than that of
No_char and No_att models.
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6. Conclusions

In this paper, we proposed a multifeature interactive fusion
model for aspect-based sentiment analysis model, which not
only puts the aspect information and context information
into the model separately, but also uses character-level
embedding to extract subtler feature information, and a
feature interaction strategy is proposed to model hierar-
chical information in sentences. Finally, on the basis of
feature interaction strategy, the attention mechanism is
integrated to enhance the role of important features in
classification. 0rough our experiments, the performance of
our model is better than other baselines. In the future, we
will evaluate the performance of our model in other datasets
and explore whether character embedding has a positive
effect on other tasks in natural language processing or not.
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