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Fig. 1: The “glugging” effect of water pouring through a spout cannot be
reproduced with single-phase liquid simulation.

Physically-based liquid animations often ignore the influence of air, giv-
ing up interesting behaviour. We present a new method which treats both
air and liquid as incompressible, more accurately reproducing the reality
observed at scales relevant to computer animation. The Fluid Implicit Par-
ticle (FLIP) method, already shown to effectively simulate incompressible
fluids with low numerical dissipation, is extended to two-phase flow by as-
sociating a phase bit with each particle. The liquid surfaceis reproduced
at each time step from the particle positions, which are adjusted to prevent
mixing near the surface and to allow for accurate surface tension. The liq-
uid surface is adjusted around small-scale features so they are represented
in the grid-based pressure projection, while separate, loosely coupled ve-
locity fields reduce unwanted influence between the phases. The resulting
scheme is easy to implement, requires little parameter tuning and is shown
to reproduce lively two-phase fluid phenomena.
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1. INTRODUCTION

Computers have been used to simulate fluids for scientific and en-
gineering applications since the advent of the electronic computer
[Harlow 2004]. More recently, fluid simulation has become a valu-
able tool for movie production, producing realistic bodies of water
[Sprenger et al. 2010], fire, smoke and more.

Traditionally, digital water effects have employed single-phase
simulation in which the surrounding air is infinitely compressible
and exerts no pressure on the liquid surface. Although plausible
behaviour can be attained under this assumption, it forgoes the vi-
sually interesting phenomena arising from the interplay between
water and air.

In reality, air trapped under water splashes form visible bubbles.
This can be reproduced easily by simply pouring water quickly into
a glass. Not only are these bubbles visually noticeable, they also
contribute significantly to the sound of pouring water [Moss et al.
2010]. In a single-phase free surface simulation, these entrained
bubbles collapse instantaneously, while in two-phase simulation,
air can be treated as incompressible so the bubbles live on, con-
tributing to visual (and potentially aural) realism.

Pouring water through a narrow spout is another everyday sce-
nario where the influence of air is important. As we’ve all experi-
enced when overturning a beverage container, water and air com-
pete for space in the spout, resulting in the chaotic “glugging”
shown in figure 1. In a single-phase simulation, the behaviour in
this case would be as if the top of the container were open, allow-
ing the water to flow in a smooth and boring fashion through the
spout.

The goal of this work is to develop a two-phase fluid simulation
method with the following properties:

Low numerical viscosity. For computer graphics, it is vital that
small-scale velocity features be conserved as much as possible.
For the gas phase, this allows for small vortices that can lend
interesting behaviour to smoke, steam or mist. For the liquid
phase, it avoids behaviour that viewers may characterize as too
“goopy”. At the interface between liquid and gas, it avoids an
artificial boundary layer that would result in unwanted coupling
between the two phases.

Plausible small-scale droplets and bubbles. In energetic fluid
scenarios, it is inevitable that small droplets will pinch off
splashes and small bubbles will be captured under the surface.
Numerical simulations, particularly those that partition the sim-
ulation domain into a grid, often lose these details or fail to re-
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produce their natural behaviour. We look for an elegant solution
to this problem.

A practical implementation. The method should be easy to im-
plement as an extension to an existing single phase fluid solver,
and should not add unreasonable computational cost or require
excessive parameter tuning.

Although our solution should be applicable to any two fluids with
different densities, we imagine the most common use case to be
some liquid interacting with air. Therefore, this paper will hence-
forth refer to the two fluids as “liquid” and “air”.

The outcome of this work we call the MultiFLIP method. It is
an extension of the Fluid Implicit Particle (FLIP) method [Brack-
bill and Ruppel 1986] introduced to graphics and adapted to in-
compressible flow by Zhu and Bridson [2005], which has gained
popularity due to its excellent conservation of energy without the
spurious oscillations associated with similarly undissipative central
difference schemes. To our knowledge, MultiFLIP is the first appli-
cation of FLIP to incompressible two-phase flow.

To evolve the liquid surface over time, we develop a new particle-
based surface tracking scheme which identifies sub-scale bubbles
and droplets. As opposed to previous methods which treat sub-
scale particles with a separate Lagrangian model, MultiFLIP in-
corporates them into the grid-based fluid solve so they are subject
to the same physical parameters as the rest of the simulation.

Finally, to avoid numerical viscosity at the liquid-air interface,
MultiFLIP for the first time combines separate liquid and air veloc-
ity fields with a straightforward finite-volume treatment of diver-
gence.

2. PREVIOUS WORK

Over the last decade, two-phase and multiphase fluid simulation
has received attention from both the computational physics and
computer graphics communities. The Ghost Fluid Method (GFM)
[Kang et al. 2000; Liu et al. 2000] paved the way for much of this
work with a convenient discretization of discontinuities in quanti-
ties such as pressure at the fluid-fluid interface.

Hong and Kim [2005] adapted GFM for computer graphics, em-
ploying semi-Lagrangian advection and Particle Level Set (PLS)
for surface tracking. Losasso et al. [2006] extended this scheme
to multiphase flows by merging several overlapping level set func-
tions. Kang et al. [2010] added the ability to simulate both miscible
and immiscible fluid interactions.

Song et al. [2005] took a different approach, using a continu-
ous model of the fluid properties at the interface but with higher-
order constrained interpolation profile (CIP) advection. Zheng et al.
[2006] added Regional Level Set (RLS) surface tracking to simu-
late bubbles with thin films. Volume control for individual regions
was added by Kim et al. [2007]. Kim [2010] improved the RLS
formulation and added a Lagrangian model for small bubbles and
droplets.

Sussman et al. [2006] introduced another model for two-phase
flow using Coupled Level Set and Volume of Fluid (CLSVOF) sur-
face tracking. An interesting feature of this work is its use of sep-
arate velocity fields for the two fluid phases. Mihalef et al. [2006]
adapted this model to simulate boiling for computer graphics. Mi-
halef et al. [2009] then replaced CLSVOF with Marker Level Set to
simulate two-phase flow with Lagrangian particles for small-scale
droplets and bubbles.

Other works have focused specifically on reproducing lively be-
haviour of small scale bubbles [Hong et al. 2008] and liquid sprays
[Losasso et al. 2008].

All of the above methods advect a level set function represent-
ing the surface, perhaps correcting it using either particles or fluid
volumes. MultiFLIP skips level set advection, instead reconstruct-
ing the surface from advected particles. Blinn [1982] presented an
influential early effort to constructing surfaces around particles and
Zhu and Bridson [2005] adapted the concept for single-phase fluid
simulation.

Another difference of MultiFLIP from previous methods is its
treatment of sub-grid bubbles and droplets. Rather than simulat-
ing these with a separate Lagrangian model, the liquid surface is
slightly perturbed so that those features are visible on the grid for
the pressure projection. This is similar in spirit to the approach of
Kim et al. [2009], wherein fine features were sampled onto a coarse
grid by expanding the level set.

In parallel to the developments described above, some authors
have attempted to implement multiphase fluids in a smoothed par-
ticle hydrodynamics (SPH) framework. We refer the reader to So-
lenthaler and Pajarola [2008].

3. THE METHOD

The MultiFLIP method is based on the Euler equations for inviscid,
incompressible fluid flow,

∂~u

∂t
+ ~u · ∇~u = −1

ρ
∇p+

1

ρ
~f (1)

∇ · ~u = 0 (2)

where~u is velocity — we will often refer to its horizontal and ver-
tical components,u andv, respectively;p is pressure;ρ is density
and ~f encapsulates body forces such as gravity. For a complete in-
troduction to these equations and their use in computer graphics,
see Bridson [2008].

Using the operator splitting technique introduced to graphics by
Stam [1999], the Euler equations can be solved in a sequence of
steps: anadvectionstep to advance the velocity (and potentially
other quantities such as smoke density) through the velocity field,

∂~u

∂t
+ ~u · ∇~u = 0; (3)

a step to apply body forces such as gravity,

∂~u

∂t
=

1

ρ
~f ; (4)

and aprojectionstep to enforce the incompressibility condition,

∂~u

∂t
= −1

ρ
∇p (5)

∇ · ~u = 0. (6)

The MultiFLIP method, like FLIP [Zhu and Bridson 2005],
stores velocity samples on a staggered Marker and Cell grid [Har-
low et al. 1965]. While the body forces and pressure projection are
applied to the grid velocities, randomly distributed particles carry
velocity for the advection step.

In reality, the viscosity of air and water imposes a boundary layer
between the two phases where their tangential velocities are cou-
pled. However, this boundary layer is typically too small to be rep-
resented at the coarse grid resolutions used for computer graphics.
Therefore, we treat the interface between water and air as a free-
slip condition. To this end, MultiFLIP uses two velocity fields,~uL

for liquid and~uA for air, so that there are two colocated velocity
samples on each grid face. The two velocity fields contribute to a
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combined divergence that can be corrected using a single pressure
projection.

Additionally, each particle is labeled as either liquid or air. Dur-
ing the advection step, liquid (air) particles only interpolate veloc-
ities to and from~uL (~uA). The particle identities also allow the
liquid-air surface to be reconstructed from the particle positions.

A MultiFLIP time step consists of the following sub-tasks, de-
scribed in subsequent sections.

(1) Advect velocities (§3.3)
(2) Reconstruct the liquid surface (§3.1)
(3) Bump and seed particles (§3.1.1)
(4) Compute the liquid volume adjustment (§3.5)
(5) Adjust the liquid surface around escaped particles (§3.1.2)
(6) Apply body forces to both velocity fields
(7) Project out the combined liquid/air divergence (§3.2)

3.1 Particle-Derived Level Set

An important aspect of simulating two-phase flow is tracking the
interface between the two fluids, as the discontinuities in density
and pressure must be accounted for along that interface. Many
methods have been proposed to track fluid interfaces. Level Set
Methods [Osher and Fedkiw 2003] define the interface as the zero
level set of a scalar field,φ, stored on the grid.φ can be advected
through the velocity field to track its evolution over time. A chal-
lenge of these methods is handling numerical dissipation which
tends to smooth out features, shrinking high curvature regions over
time.

The Particle Level Set (PLS) method [Enright et al. 2002] adds a
band of particles on either side of the zero level set. By advancing
both the particles andφ through the flow, more surface details are
preserved.

Since FLIP requires particles to be maintained over the fluid do-
main, and since each MultiFLIP particle is identified as either liq-
uid or air, it is natural to reconstruct the liquid surface from the
particles.

Similarly to Foster and Fedkiw [2001], we construct a distance
function,φ as the union of spheres around particles. Whereas their
method and its descendant PLS also advanceφ over time to main-
tain a smooth interface, we avoid that added complexity and cost.
Insteadφ is reconstructed from particles at every time step, adjust-
ing the positions and distribution of the particles near the interface
to maintain smoothness.

Our task is then, given a distribution of liquid and air particles,
to generate a scalar fieldφ which is less than zero in the region
covered mostly by liquid particles and greater than zero in the re-
gion covered mostly by air particles (figure 2). It is important that
this reconstruction be robust to intermingling of particles at the in-
terface and gaps in the particle distribution, as these are inevitable
side-effects of numerical integration over a time step.

The first step in our surface reconstruction algorithm is to con-
struct two signed distance fields,φA andφL based on the union of
spheres of radiusrs around air and liquid particles, respectively. A
largerrs results in a smoother surface around the particles but also
smooths over finer features.1 Figure 3 shows a 1-D example with
rs = 0.4∆x.
φA andφL are constructed as the distance to the nearest particle

at every grid cell center minusrs. As seen in figure 3, inside the air
regionφA hovers between0 and−rs, depending on the distribution

1In all tests, we usedrs = 0.36∆x.

Fig. 2: The liquid surface is reconstructed from the locations of air and
water particles.

Fig. 3: First, separate distance fields are constructed for liquid and air.

of particles. For example, atx2, the nearest air particle is0.3∆x
away, soφA = 0.3∆x − rs = −0.1∆x. Importantly, the value of
φA here does not say anything about the extent of the air region.

For this reason, all negative values ofφL andφA are discarded
and instead extended from the positiveφ values using the fast
sweeping method of Zhao [2005]. These reinitialized distance func-
tions are shown as dashed lines in figure 3. Note that the reinitial-
ized φA crosses zero in a new location which reflects a surface
around the air particles.

GivenφL andφA signed distance fields, we construct a merged
φ (figure 4) via

φ =
φL − φA

2
. (7)

This is equivalent to the level set projection method proposed by
Losasso et al. [2006], which is robust to overlap and vacuum be-
tween surfaces.

A convenient side-effect of reconstructing the surface from both
air and liquid particles is robustness to undersampling. A bubble
can be distinguished from an undersampled liquid region by the
presence of air particles.

3.1.1 Particle Bumping and Seeding.As previously men-
tioned, particles tend to mix at the liquid-air interface. Left
unchecked, this mixing can quickly grow out of control, resulting
in a homogeneous soup of liquid and air particles. To tackle this
problem while maintaining a smooth surface, we strategically ad-
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Fig. 4: The liquid and air distance fields are merged. The new surface is
halfway between the zero crossings of the individual fields.

just the particle positions around the interface at every time step,
correcting for the errors in numerical integration.

After constructing the signed distance functionφ identifying the
liquid-air interface, any particles that are less thanrs inside their
respective regions are moved along the gradient ofφ to the srs
isocontour, wheres = +1 for air ors = −1 for liquid particles.

Fig. 5: Particle bumping prevents mixing and results in a surface smooth
enough for accurate surface tension.

Bumping to the zero isocontour is enough to prevent mixing be-
tween air and liquid particles but we found that too much noise
developed on the surface to accurately simulate surface tension
effects. By bumping to the±rs isocontour, the union of spheres
around the particles more closely approximate a smooth surface
(figure 5). With additional particles seeded around the interface,
the approximation becomes even smoother.

The impact of bumping on accuracy should be minimal since the
bump distance is generally below the order of one grid cell and
because the particle velocity update in the advection step accounts
for the change in position (§3.3).

In more detail, the bumping algorithm proceeds as follows.

(1) Compute the curvature field,κ = ∇ ·
(

∇φ

|∇φ|

)

, at grid cell cen-

ters using the second-order finite difference equation described
by Osher and Fedkiw [2003].

(2) Identify candidate particles using the approximate signed
distance to the interface,d = φ(x)

|∇φ(x)| , using fourth-order
WENO interpolation [Macdonald and Ruuth 2008] forφ(x)
and ∇φ(x). Candidates are those particles withsφ(x) ∈
(−rs,+re), where re is the escape radius defined in sec-
tion 3.1.2. Particles outside of the escape radius will be treated
separately.

(3) Interpolate the curvature at each candidate particle location,
κ(x), using trilinear interpolation ofκ. In regions where sur-
face curvature approaches the maximum that can be repre-
sented on the grid, our bumping strategy changes to allow par-
ticles to move freely. When−sκ(x) ∈

(

1
4∆x

, 1
2∆x

]

, the tar-
get distance inside the interface,target , is set to zero. When
−sκ(x) > 1

2∆x
, the particle is not bumped at all. Figure 6

shows both of these scenarios. Otherwise,target is set tors.
Without these extra cases, small splashes and tendrils are pre-
vented from leaving the main fluid body.

Fig. 6: Bumping is modified in high curvature regions to enable splashing.

(4) Move the particle to the target isocontour. Ifsd < 0, the parti-
cle is on the wrong side of the interface. Find a vector~q to the
nearest point on the surface via Newton iterations with back-
tracking line search. Fourth-order WENO is again used for in-
terpolation. Update the particle via

x = x− (target + |~q|) ~q

|~q| . (8)

If sd ∈ [0, target), the particle is between the interface and
the target isocontour. Likewise, find~q pointing to the nearest
point on the surface. Update the particle position via

x = x+ (target − |~q|) ~q

|~q| . (9)

After the bumping step, liquid and air particles are seeded and
culled as necessary throughout the domain. In each cell, the num-
ber of liquid and air particles is counted. If the total number of
particles in a cell is below the target of 8, particles are added to the
cell at random locations, acquiring their identities and velocities
from values ofφ and~u interpolated from the grid. If a location is
randomly chosen within thers void around the liquid-air interface,
no particle is created.

To improve evolution of the liquid-air interface, the target num-
ber of particles is increased for cells close to the surface. We in-
crease the target number of particles by a factor of4 in cell (i, j, k)
whenφi,j,k ≤ ∆x.

If the number of air or liquid particles in a cell exceeds twice the
target number, excess particles are deleted. Liquid and air particles
are counted separately to prevent volume loss from removing all
particles of a particular type.
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3.1.2 Escaped Particle Handling.If a particle is too far away
from the reconstructed liquid surface, it probably represents a fea-
ture too fine to be represented on the grid. Other papers [Mihalef
et al. 2009; Losasso et al. 2008] have used this observation to iden-
tify sub-scale features in the context of the Marker Level Set and
Particle Level Set methods.

Whereas other schemes have treated these “escaped” particles
in a Lagrangian fashion, we propose to instead adjust the liquid
surface around the particles so that they are represented in the grid-
based pressure solve. This way, large fluid bodies and sub-grid fea-
tures are subject to the same dynamics with no need to separately
tweak parameters for both cases. Implementation is also relatively
straightforward.

In our surface reconstruction scheme, an isolated particle may
show up as a small “bump” inφ across the zero isosurface, depend-
ing on the density of surrounding particles and alignment with the
grid. In order to treat all isolated particles equally, we first apply a
simple filter to remove these bumps. Anywhere that the sign ofφ
differs from all its neighbors, i.e.

sign(φi,j,k) 6= sign(φi′,j′,k′) ∀ (i′, j ′, k′) 6= (i, j, k)

i′ ∈ [i− 1, i+ 1], j ′ ∈ [j − 1, j + 1], k′ ∈ [k − 1, k + 1],

the sign ofφi,j,k is flipped. The resultantφ field is then redistanced.
Escaped particles are identified as those on the wrong side of

the interface by more thanre (or re
2

whereκ(x) > 1
2∆x

) after
the bumping step.φ is adjusted around these particles to create a
spherical bubble or droplet of radiusre (figure 7).

Fig. 7: The liquid surface is adjusted around an escaped particle.

For all grid centers withinre + 2∆x, φ is updated with

φi,j,k = s ·max(sφi,j,k, re − d) (10)

whered is the distance to the particle ands is the sign of the parti-
cle (−1 for liquid, +1 for air). Note that since the surface is recon-
structed from particles at every time step, this adjustment ofφ does
not result in persistent volume change over time. When an escaped
particle comes withinre of the liquid surface, it is re-absorbed into
the fluid body.

Whenφ is adjusted around an escaped particle, particles of the
opposite type get covered by the expanded region. Consider an air
particle covered by the expanded liquid region around an escaped
liquid particle. We passively advect the covered air particle through
the air velocity field. Since the pressure projection does not account
for the existence of air at its location, we do not use it to exchange

velocity information with the grid after the projection step. The ve-
locity extrapolation strategy (§3.4) also helps reduce the influence
of the surrounding velocity field on escaped particles.

re is chosen large enough for particles to be represented on the
grid, but not so large as to introduce artifacts such as piles of parti-
cles that never merge. We usedre = 1.5∆x for our 2-D tests and
re = 1.1∆x for 3-D. Escaped particles can be rendered as spheres
of any radius, but it is best for the rendered spheres not to differ too
much in size fromre or they will appear to float against boundaries.

3.2 Combined Divergence-Free Projection

3.2.1 Combined Divergence Measure.Given a divergent ve-
locity field, ~u∗, we obtain a new divergence-free field,~un as fol-
lows. Assuming a pressure fieldp, advancing equation 5 over a
time step gives

~un = ~u∗ −∆t
1

ρ
∇p. (11)

Taking the divergence of both sides with∇ · ~un = 0 gives

∆t∇ ·
(

1

ρ
∇p

)

= ∇ · ~u∗. (12)

Solving equation 12 forp and substituting it into equation 11 ob-
tains the divergence-free~un.

The right hand side of equation 12 corresponds to the net amount
of fluid flowing into or out of each cell. The pressure projection
then counteracts this flow so that no cell is a source or sink for
fluid.

For the purpose of divergence, liquid and air are treated equally
since both are incompressible. The total divergence for a cell is the
sum of the fluxes of each fluid across each face. For example, the
liquid flux across a face is the area of the face covered by liquid
multiplied by the liquid velocity on that face.

Figure 8 shows the liquid and air velocity samples and face frac-
tions on a cell containing air and liquid, where the tangential veloc-
ities of the two fluids are discontinuous.

Fig. 8: Separate liquid (blue) and air (red) velocities are colocated on the
faces of cell (i,j).

In MultiFLIP, the net flux across each face is computed as a
weighted sum of the liquid and air velocities (figure 9), similarly
to the scheme used by Roble et al. [2005] for solid boundaries. In
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Fig. 9: The combined divergence is a weighted combination of liquid and
air velocities.

2-D, this can be expressed as

∇ · ~ui,j =− uL
i,jufraci,j − uA

i,j(1− ufraci,j)

+ uL
i+1,jufraci+1,j + uA

i+1,j(1− ufraci+1,j)

− vLi,jvfraci,j − vAi,j(1− vfraci,j)

+ vLi,j+1vfraci,j+1 + vAi,j+1(1− vfraci,j+1) (13)

whereufrac andvfrac are the fractions of the vertical and horizon-
tal cell faces covered in liquid.

There are several possible ways to approximateufrac andvfrac.
For example, in 2-D one can interpolateφ onto the corners of each
cell. Then, each face has twoφ values at its endpoints. If these val-
ues are of opposite sign, the fraction is simplyφ

−

φ−−φ+ . Otherwise,
the fraction is1 or 0, depending on the sign.

Unfortunately, this method does not extend trivially to 3-D,
where each face is a square rather than a line segment. Instead, we
use a geometric approach that considers only the twoφ values ad-
jacent to the face. By assumingφ describes the distance to a plane
parallel to two of the face’s edges, the third dimension can be ig-
nored and we only need to compute the fraction of a 1-D face under
a 1-D surface, as shown in figures 10 and 11.

Fig. 10: The face fraction is approximated using adjacentφ values. Here,
φ0 andφ1 have different signs.

When two adjacentφ values have different signs, as forφ0 and
φ1 in figure 10, the identities

a+ b = ∆x/2

c

b
=

φ1 − φ0

d
a

φ0

=
∆x

φ1 − φ0

give

c = ∆x

(

φ0 + φ1

2d

)

.

Then

vfrac =
1

2
− φ0 + φ1

2d
, (14)

where

d =
√

∆x2 − (φ1 − φ0)2.

We clampvfrac within [0, 1].

Fig. 11: Here, a face fraction is approximated fromφ0 andφ1 with the same
sign.

Whenφ0 andφ1 have the same sign and the interface crosses
above or belowφ0 andφ1, as in figure 11, the face fraction can
again be derived from similar triangles. Conveniently, this also
gives equation 14.

While our divergence measure allows tangential flow at the
liquid-air interface, it also does not force the two velocity fields
to be continuous in the normal direction. If a normal discontinuity
were to develop, in principle, liquid and air particles might begin to
overlap at the interface; the surface reconstruction algorithm cor-
rects such errors via level set averaging and particle bumping.

3.2.2 Pressure Projection.At the liquid-air interface, there is
a sharp jump in density, pressure gradient and, in the presence of
surface tension, pressure. In order to capture these discontinuities
in the pressure projection, we use the Ghost Fluid Method [Fedkiw
et al. 1999].

Our goal is to solve a variable coefficient Poisson problem, equa-
tion 12. Liu et al. [2000] show how the Ghost Fluid Method can ac-
commodate jumps inp, ∇p andρ while still resulting in the usual
Laplacian stencil for the matrix on the left hand side. It is illustra-
tive to repeat some of that discussion here in 1-D.

Figure 12 shows the pressure across the liquid-air interface with
surface tension. The pressure samplepk at positionxk is in a liquid
region while the pressure samplepk+1 is in air. The exact interface
between the two fluids is at positionxk+θ∆x. We say that the pres-
sure at that position ispI while moving an infinitesimal amount to
the right into the air region, the pressure jumps topI +σκ. σ is the
surface tension coefficient for the interface andκ is the curvature
of the interface at this position.2

To obtain second-order finite differences for∇ ·
(

1
ρ
∇p

)

at cell

centerxk, we will need the gradients across the cell’s two faces,
xk+ 1

2
andxk− 1

2
.

The gradient atxk− 1
2

can be determined in the usual fashion
since there is no interface betweenxk−1 andxk.

2κ is only meaningful in higher dimensions. The actual magnitude of the
jump is unimportant for this discussion.
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Fig. 12: Surface tension causes a jump in pressure at the liquid-air interface.

(

1

ρ
∇p

)

k− 1
2

=
1

ρL

pk − pk−1

∆x
. (15)

At the interface betweenxk andxk+1, the pressure is discontinu-
ous but the variable density gradient,1

ρ
∇p is continuous. Assuming

that 1
ρ
∇p is the same for water and air within this cell allowsp

ρ
to

be extended to ghost values,( p
ρ
)G, as shown in figure 13.

Fig. 13: GFM uses a linear extension ofp/ρ across interface.

The ghost values themselves are not as interesting as the gradient
across the cell. To obtain this gradient, first observe that

1

ρL

pI − pk
θ∆x

=
1

ρA

pk+1 − (pI + σκ)

(1− θ)∆x
. (16)

This can be rearranged to obtain

pI =
ρL(pk+1 − σκ)θ + ρApk(1− θ)

ρLθ + ρA(1− θ)
. (17)

SubstitutingpI back into either side of equation 16 gives
(

1

ρ
∇p

)

k+ 1
2

=
1

ρ̂

pk+1 − pk − σκ

∆x
(18)

where

ρ̂ = ρLθ + ρA(1− θ). (19)

Returning to the Poisson problem, the left side of equation 12
can be discretized atxk using equations 15 and 18.

∆t

1
ρ̂

pk+1−pk−σκ

∆x
− 1

ρL

pk−pk−1

∆x

∆x
= ∇ · ~u∗ (20)

Moving theσκ term to the right hand side reveals the usual Poisson
sparsity structure, making it convenient to solve using a standard
Preconditioned Conjugate Gradient solver.

∆t

ρ̂

pk+1 − pk
∆x2

− ∆t

ρL

pk − pk−1

∆x2
= ∇ · ~u∗ +

∆t

ρ̂

σκ

∆x2
(21)

This discussion extends naturally to higher dimensions [Liu et al.
2000]. Forming the variable coefficient system is simply a matter
of substitutingρ̂ on the left hand side and adding a surface tension
term to the right hand side, wherever the liquid-air interface passes
between two pressure samples.

Once pressure values have been obtained, both velocity fields
are updated according to equation 11 so that∇ · ~un = 0. Where a
liquid-air interface exists between pressure samples, it’s also nec-
essary to use the averaged density and include the pressure jump
term

~un = ~u∗ − ∆t

ρ̂
∇p+

∆t

ρ̂

σκ

∆x
. (22)

The liquid (air) velocity samples are only updated from pressures
where the liquid (air) velocity has influenced the divergence term,
i.e. on faces whose liquid (air) fraction is nonzero. Elsewhere, the
velocity is extrapolated as described in section 3.4.

3.3 Two-Phase Velocity Advection

Velocity advection in MultiFLIP is similar to FLIP [Zhu and Brid-
son 2005] with minor adjustments to deal with two velocity fields
and particle bumping. Particles only interact with the velocity field
corresponding to their identity. Liquid (air) particles only interpo-
late to and from~uL (~uA) and are advected through~uL (~uA). This
is important near the liquid-air interface as in figure 14 to reduce
smearing of the velocities across the interface.

At the beginning of a time step, each FLIP particle is advected
through the divergence-free velocity field,un−1 from the previous
pressure projection (figure 14 (a)). We use a third-order Runge-
Kutta scheme [Ralston 1962] for this step.

The particle velocities are then interpolated onto the grid at the
new location to get~u∗ (figure 14 (b)), which may have nonzero
divergence. If more than one particle updates a particular velocity
sample, the particle velocities are weighted by the distances of the
particles to the sample.

If a velocity sample is not updated by any particles, it is marked
for extrapolation (§3.4).

The MultiFLIP time step proceeds, applying body forces and
performing the pressure projection, resulting in a new, divergence-
free velocity field,~un. Also during the time step, particles close
to the liquid-air interface are bumped. In the case of figure 14, the
particle atx∗

p is bumped toxn
p .

The central idea of FLIP is toincrementthe particle velocity by
thedifferencein the grid velocity interpolated at the particle posi-
tion over the time step. The FLIP update to the particle is therefore

~un
FLIP = ~un−1

p + (~un
Interp − ~u∗

Interp). (23)

To alleviate noise inherent to FLIP, the FLIP update is combined
with a PIC update which considers only the current velocity field.
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(a) (b) (c)

Fig. 14: The MultiFLIP update: advection, interpolation onto the grid, in-
terpolation onto particles.

The strength of this regularization term is controlled by the param-
eterα, which we set to0.03.

~un
PIC = ~un

Interp (24)

~un
p = α~un

PIC + (1− α)~un
FLIP (25)

~u∗
Interp is interpolated at positionx∗

p, while~un
Interp uses position

xn
p so that~un

Interp − ~u∗
Interp accounts for changes to the velocity

field around the particle as well as the bumping of the particle over
the time step (figure 14 (c)).

3.4 Velocity Extrapolation

When updating particles near the liquid-air interface from the grid,
the stencil may include velocity samples outside the particle’s re-
gion. In single-phase simulation, the velocities for these samples
are typically populated via extrapolation to avoid dissipation near
the interface.

Because MultiFLIP has separate velocity fields for liquid and air,
the same procedure can be followed. Any velocity sample that was
not influenced by the pressure projection can obtain an extrapo-
lated value. Likewise, when updating the grid from particle values,
samples not influenced by any particles can be extrapolated.

Like the redistancing procedure forφ, velocity extrapolation is
based on fast sweeping [Zhao 2005]. The distance to the nearest
known velocity sample is propagated in eight sweeps over the grid
(one for each combination of∆i = ±1, ∆j = ±1 and∆k = ±1).
Each of the unknown velocities is then set to the value of the nearest
known sample.

Even with extrapolated values near the interface, we do see some
unwanted influence between liquid and air, particularly for escaped
liquid particles. This appears to be due to the inconsistency be-
tween the face fractions used for the discrete divergence and the
Ghost Fluid Method weights used for density, especially when the
intermediate velocity fields have discontinuous velocities normal to
the interface.

To test the coupling of escaped particles with the surrounding
flow, we used the following 2-D setup. An air velocity field was
initialized throughout the domain to0.1m/s in the positivex di-
rection. As the flow carried air particles rightward, new particles
were seeded on the left edge of the domain with velocities interpo-
lated from the grid.

A single liquid particle was seeded in the middle of domain
and treated as escaped (§3.1.2). The velocity of this liquid parti-
cle was tracked over time. For comparison, the actual drag force
[Mihalef et al. 2009] on a water drop with radiusR = 3mm
traveling at∆u = 0.1m/s relative to air with kinematic vis-
cosity νg = 15.7 × 10−6m2/s and densityρg = 1.2kg/m3 is

Fdrag = 22.8ρgν
0.72
g (R∆u)1.28 = 2.85 × 10−6N . This corre-

sponds to a maximum acceleration of0.025m/s2.
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Fig. 15: Extrapolating only the air velocity reduces coupling of small
droplets to the surrounding air velocity.

Figure 15 shows the results of this experiment withre values of
1.1∆x, 1.5∆x and2.0∆x. In all cases, the initial acceleration of
the droplet was much greater than0.025m/s. With largerre, this
unwanted acceleration decreased. This is still sometimes visible as
water droplets getting carried around by air currents instead of fol-
lowing mostly ballistic trajectories.

Preliminary experiments indicate that the unwanted influence in
this case may be greatly reduced using different ghost fluid weights
in the pressure solve. This idea requires more investigation. In our
current approach, instead of extrapolating the air velocity~uA into
the liquid region,~uA is set to~uL there. This way, the liquid velocity
is smeared into the air velocity near the interface, thereby reducing
the impact of the divergence-density mismatch. As shown in the
dashed lines of figure 15, this results in less coupling between the
droplet and surrounding air.

For improved droplet behaviour, it would be sufficient to alter the
extrapolation strategy only in the expanded liquid regions around
escaped liquid particles. However, we did not find the additional
smearing of the air velocity near the interface to have a visually
noticeable effect elsewhere. This is consistent with the intuition that
the liquid should impart more influence on the much lower density
air. Similarly, Sussman et al. [2007] extrapolated liquid velocity to
obtain solutions for high density ratios that converged to solutions
of a single-phase liquid simulation.

Velocity extrapolation is oblivious to solid boundaries. By ex-
trapolating this way, a free-slip condition at solid boundaries is
maintained. Although the pressure solve enforces zero normal ve-
locity at boundaries, noise from the particles can result in non-zero
normal velocities on the grid there. If a particle does stray into a
solid region, it is bumped to the surface in similar fashion to the
bumping employed at the liquid-air interface.

Our velocity extrapolation is not inherently divergence-free. Ras-
mussen et al. [2004] eliminated divergence in extrapolated veloc-
ities using an additional projection. It is possible that this would
make a difference for some scenarios, however we did not find it to
be worth the extra cost in our implementation.

3.5 Volume Control

When simulating splashy liquids, i.e. flows with high Weber
number, MultiFLIP reproduces the visual excitement of the flow
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through the creation of escaped particles. Unfortunately, since es-
caped particles carry no volume, this tends to erode the overall vol-
ume of liquid.

To combat this, we use a simple global volume control mecha-
nism. The current liquid volume is estimated as the sum of the face
fractions, in 2-D

V n =
∆x2

2

∑

i,j

ufraci,j +
∆x2

2

∑

i,j

vfraci,j . (26)

This is compared to the target volume calculated on the first time
step,V 0, using the proportional controller of Kim et al. [2007] to
obtain a target divergence,∆V n. We found it best to use an aggres-
sive proportional gain,kP = 2.3/2∆t and a conservative integral
gain,kI = (kP /512)

2 to avoid oscillations.
To avoid artifacts in the liquid-air interface, the divergence is ap-

plied only to cells whose faces are either completely covered by air
or completely covered by liquid.∆V n is divided by the number of
all-liquid cells to obtain a per-liquid-cell divergence, which is sub-
tracted from equation 13 for those all-liquid cells. Likewise,∆V n

is divided evenly among all-air cells and added to the correspond-
ing entries in equation 13.

4. RESULTS

Figure 16 shows selected frames from a 2-D scenario to test liquid
behaviour in the presence of strong air currents. Using physical pa-
rameters for surface tension and density, two spherical water drops
of diameter2cm and three1cm drops are dropped into a liquid
pool, within a10cm × 10cm box. At this scale, surface tension is
strong enough to keep the drops intact until they reach the liquid
surface.

For comparison, the scenario was run with a single velocity field
(top row) and separate air and liquid velocity fields (bottom row).
At t = 92ms, the unwanted influence of air can be seen in the de-
formed splash in the single velocity field version. Att = 208ms,
a splash on the right side of the frame gets stretched out and pulled
along by the air. This stretching action results in additional escaped
particles which are more influenced by the surrounding air. Even
after 833ms, they are still floating around in disturbingly non-
physical fashion.

In the two velocity field version, a few escaped particles are gen-
erated but they follow mostly ballistic trajectories. Throughout the
simulation, small entrained bubbles are generated and float to the
surface. A larger bubble can be seen in the lower-left att = 417ms.

Figure 17 shows a 3-D ellipsoidal blob of liquid in zero grav-
ity, used to test the accuracy of surface tension as per Torres and
Brackbill [2000]. The initial shape of the ellipsoid is given by

x2

32
+

y2

22
+

z2

22
= 1,

which has the volume of a sphere with radiusr0 = 3
√
12. The

surface tension coefficient was set toσ = 1, and the densities for
the ellipse and surrounding fluid areρL = 1 andρA = 0.01. The
expected oscillation frequency can be determined analytically as

ω2
2 =

6σ

(ρL + ρA)r30
(27)

≈ 0.495, (28)

corresponding to a period of8.93 seconds.
For our experiment, we used a coarse203 grid and time steps dic-

tated by a CFL number of 5. One-sided differences were employed

at the boundaries of the grid. Figure 18 shows kinetic energy over
time, with and without the volume control code described in§3.5.
Every second dip in the energy corresponds to a return to the orig-
inal configuration.
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Fig. 18: A 3-D oscillating ellipsoid shows the expected evolution of kinetic
energy.

The observed oscillation period is within10% of the expected
result. Some noise can be seen as the kinetic energy does not return
to zero, but this additional energy does not show signs of getting out
of hand. Although volume control does cause the elongation of the
ellipsoid to decay more quickly, the overall behaviour is still good,
showing that volume control does not significantly compromise the
curvature calculation around the liquid surface. We also observed
similar oscillation using a higher resolution (1003) grid.

Figure 19 shows the challenging scenario of a volume of liquid
exiting an enclosed space through a narrow spout. The water ex-
iting the container must be replaced by air, producing the visually
interesting glugging effect. In a single-phase simulation, glugging
does not occur because the pressure difference between the air in-
side and outside of the container is not considered. In our result, air
can be seen rushing up through the spout, producing bubbles that
rise to replace the lost liquid in the top container.

For our test, we simulated two spherical containers of diameter
3cm connected by a cylinder with diameter0.8cm, the top con-
tainer half-filled with water. Physical values were used for sur-
face tension,σ = 0.073kg/s2, and density,ρL = 1000kg/m3,
ρA = 1.2041kg/m3. The small scale of the simulation and result-
ing high surface tension forces prevented the water from breaking
up too much and losing volume. However, there is still perhaps
more break-up than one would expect at this scale, indicating that
MultiFLIP may benefit from a more sophisticated particle escape
condition.

The test used a40× 40× 80 simulation grid on a2.4 GHz Intel
Core2 Duo with3 GB of RAM. The strong surface tension required
small time steps,0.23ms on average, or about18 steps per frame
at240 frames per second. On average, each time step took6.34s to
execute, with contributions from sub-tasks shown in table I. Most
sub-tasks were parallelized through the use of OpenMP but the
Poisson solve used only a single core. The next step towards im-
proving performance would be to employ a parallel Poisson solver.

5. LIMITATIONS AND FUTURE WORK

Figure 20 shows a water drop of diameter6 2
3
mm falling in air

as per Example2 in Kang et al. [2000]. With a grid resolution of
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t = 0ms t = 92ms t = 208ms t = 417ms t = 833ms

Fig. 16: The top row shows selected frames from a 2-D simulation of splashing drops using a single velocity field. The bottom row shows
the same frames using separate velocity fields for liquid and air. With a singlevelocity field, droplets hover and drift unrealistically due to
unwanted coupling with the air velocity.

t = 0s t = 5.0s t = 9.9s t = 14.7s t = 19.4s

Fig. 17: A 3-D ellipsoid in zero gravity oscillates due to surface tension.

Sub-task % execution time
Poisson solve 36
Particle velocities to grid 21
Pressure update to grid 15
Particle bumping 13
φ computation 7
Grid to particle velocities 2
Particle advection 2
Particle seeding 1

Table I. : sub-task execution time

40 × 60 and CFL restriction of0.5, MultiFLIP does a good job
predicting the acceleration of the droplet. Its speed after50ms is
0.48m/s, giving 9.6m/s2.

However, without explicit volume control, the volume of the
droplet decreases by13.4%, showing that there is room for im-
provement in tracking the liquid-air interface. For comparison, the
test was also performed with a single velocity field, giving slightly
less volume loss (10.9%), but at significantly slower acceleration

(7.46m/s2). As expected, with volume control enabled volume
loss was much less (1.8%).

An interesting challenge for future research would be to repro-
duce the water drop shapes seen in nature at terminal velocity [Mc-
Donald 1954; Beard and Chuang 1987]. At present, decimation of
the droplet volume makes it difficult to approach the terminal ve-
locity of approximately8m/s.

Thin features are another source of volume change inherent to
grid-based fluid simulation. While our global volume correction
scheme helps compensate for this, it would be better to address
the problem at its source. In MultiFLIP, thin features usually man-
ifest themselves as escaped particles, so associating some volume
with those particles could be a more localized solution to volume
change. Regional level sets [Kim 2010] have also been shown to be
useful for controlling volume change.

Other papers (e.g. [Losasso et al. 2004; Batty et al. 2010]) have
used adaptive grids to concentrate computing power where it is
needed. This could also be employed with MultiFLIP. For example,
higher resolution in the area of escaped particles would allow the

ACM Transactions on Graphics, Vol. VV, No. N, Article XXX, Publication date: Month YYYY.



MultiFLIP for Energetic Two-Phase Fluid Simulation • 11

t = 0ms t = 188ms t = 433ms t = 946ms t = 2000ms

Fig. 19: Simulated water flows through a spout. By treating air as incompressible, visually exciting glugging is reproduced.

t = 0ms t = 50ms

Fig. 20: A small 2-D water droplet falls using two velocity fields (blue), one
velocity field (red) and two fields with volume control (green).

adjustedφ to cover more grid cells, reducing unwanted coupling
with the surrounding fluid.

Finally, the current MultiFLIP implementation extrapolates liq-
uid velocities throughout the entire domain twice: once when up-
dating the grid velocities from particles and again when updating
the grid velocities from the pressure projection. The extrapolated
velocities are only really needed in a band around the liquid-air in-
terface, so some performance might be gained from using a fast
marching method [Sethian 1999] to populate only that band.

6. CONCLUSION

We have presented a practical method for two-phase fluid simula-
tion. Key aspects of our solution are:

—FLIP to integrate the Euler equations of fluid motion with mini-
mal numerical dissipation

—the Ghost Fluid Method to discretize the jump in density and
pressure at the liquid-air interface

—separate velocity fields with a combined divergence formulation
to enforce overall incompressibility while maintaining a free-slip
condition at the interface

—a new particle-based surface tracking method

—level set adjustment around escaped particles for sub-scale bub-
ble and droplet behaviour

Our results show that the method effectively reproduces splashy
two-phase flows with plausible behaviour of small-scale features
and accurate surface tension effects. Areas for future study include
improving volume conservation at high Weber numbers and fur-
ther reducing coupling of sub-scale droplets to the surrounding air
velocity.
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