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ABSTRACT As an effective technique of information fusion, multifocus image fusion has attracted
increasing attention for image processing and computer vision. The goal of multifocus image fusion method
is integrating all focus information from source images into fused result. In this paper, we propose a
novel simple and effective multifocus image fusion technique based on fast guided filter and focus pixels
detection. In order to detect the focused pixels correctly from source images, we develop a new multi-scale
sum modified Laplacian technique. For the decision maps learning stage, based on the block consistency
verification and faster guided filter techniques, we generate a series of binary focus decision maps to express
the focus property of each pixel. In the fusion stage, we employ neighbor distance filter to extract detail
pixels of source images, then the informative highpass images and the energetic lowpass images can be
generated. The fused results are developed by constructing the corresponding decisionmaps and the neighbor
distance filtered images. Compared with some state-of-the-art fusion methods, experimental results clearly
demonstrate the superiority of the proposed method in terms of both comprehensive subjective assessment
and some well-known quantitative evaluations.

INDEX TERMS Multifocus image fusion, multi-scale sum modified Laplacian, block consistency verifica-
tion, fast guided filter.

I. INTRODUCTION

The constraint of the limited depth of field in optical lens
motivates the development of multifocus image fusion tech-
nique which can integrate all focus information from all input
images into one all focused image [1]. Up to now, multifocus
image fusion has witnessed various significant applications
in real products, such as medical, military, monitoring and
robot guidance et al. In recent decades, a plethora of mul-
tifocus image fusion approaches have been proposed [2].
As a whole, multi-scale transform (MST) based methods
and spatial domain (SPD) based methods are the dominating
trend [3].

For the MST-based methods, the source images are first
conducted by a multi-resolution decomposition tool, and
then the different spectral information is selected by some
rules. Lastly, reconstructing the fused image by employing
an inversemulti-resolution transform. Theway ofMST-based
methods processes images information is similar to that of the
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human vision system, which has a recognition process from
coarse to fine at different scales and directions.

At the same time, the way of multi-scale analysis can effec-
tively transfer the useful information from the source image to
the fusion image, even in the case of spatial overlap of image
features [4]. The superiority motivates these methods can
achieve good fusion performance. Therefore, over the years,
many effective MST-based methods have been developed.
In this class of methods, the way of MST -is an important
factor that affects the quality of fusion results. Popular MSTs
include Laplace pyramid (LP) [5], discrete wavelet transform
(DWT) [6], stationary wavelet transform (SWT) [7], [8],
dual tree complex wavelet transform (DTCWT) [9], [10],
contour transform (CT) [11], Shearlet [12], Curvelet [13] and
non-subsample contour transform (NSCT) [14], [15] et al.
These MSTs tools have been widely used in the field of
image fusion. Among them, NSCT can achieve competitive
characteristics of localization, anisotropy, multi-scale, multi-
direction, and shift invariance in multifocus image fusion,
so it will conduce to good performance in multifocus image
fusion.
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Apart from the way of MST, another important factor of
MST-based algorithms is the fusion rules. In recent years,
many fusion rules have been proposed [16]. Commonly used
fusion rules are designed on pixels, local window neigh-
borhood and local region algorithm. For the low frequency
subband coefficient, the simplest way is the weighted aver-
aging method. However, this manner will reduce the con-
trast of the fused image and lose some details of the image,
thus reducing the quality of the fused image. For bandpass
subband (high frequency) coefficients, generally, the way of
the absolute value of pixels is adopted, because pixels with
larger pixel values are more likely to correspond to sharp
areas of the image. However, this method only considers a
single pixel value and thus ignores the correlation between
pixels.
Recently, many fusion rules have been put forward,

Zhang and Guo [17] proposed an improved average scheme
in the NSCT domain to deal with low-frequency coefficients
and designed a method based on contrast to deal with pass-
through sub-band coefficients. Nikolaos and Stathaki [18]
designed a new region-based fusion rule by a transform
domain in independent component analysis method, and the
fusion results was greatly improved. Redondo et al. [19]
proposed the selection rule based on multi-size window in
the Log Gabor domain, and used the window with a small
size to select which coefficient the local region originated
from. This algorithm can comprehensively utilize the respec-
tive advantages of different Windows and retain the useful
information on different sub-band coefficients in the fusion
results. These fusion rules, that is, rules based on pixel,
neighborhood window and region, can produce better fusion
results. Generally, pixel-based algorithms are weaker than
those methods that based on neighborhood Windows and
region segmentation, because the latter two algorithms take
into account the correlation between surrounding pixels.
However, the pixel-based rules do not take into account

the correlation between the central pixel and its surrounding
neighborhood pixels. For region segmentation based algo-
rithms, the fusion performance is highly relying on the seg-
mentation algorithm. At the same time, due to the difference
and complexity of the image content, the segmentation algo-
rithms are hard to be applied to all the source images
adaptively. The integrity of the object in segmented based
algorithm may not be considering sufficiently, high-quality
fusion results would not be generated due to the incomplete
object segmentation. For window-based fusion rules, win-
dow size directly affects the fusion results. Large Windows
may include both focused and unfocused pixels and areas,
whereas small Windows may judge smooth areas in focus
as fuzzy, so it is important to select the appropriate window
size [20].
Although some reasonable fusion rules have been pro-

posed to for MST based methods, there still much room
for improvement in fusion performance. The reason is that
due to the complexity and fuzziness of the multifocus image
content, some coefficients corresponding to the important

features in the source image cannot be recognized cor-
rectly. Unfortunately, MAT based methods usually subject
to the misfortune of losing useful information from source
images for the sake of decomposing and reconstructing
procedure.

In contrast to MST based methods, SPD based techniques
fuse the input images directly in the spatial domain [21], [22].
For SPD based multifocus image fusion algorithm, the cor-
responding pixels (individual pixels or pixels in the neigh-
borhood window), image blocks or image areas of source
image are firstly segmented or extracted out through the
correlation algorithm. Then, some focus measures (FM) are
adopted to determine the focused pixels or areas and identify
which pixel in the source image is focused. Finally, all the
clear pixels, blocks or areas in each source image are copied
directly to the corresponding position of the fusion image to
obtain the final fusion image. Generally, thesemethods can be
categorized into pixel based methods, block based methods
and region based methods. For the pixel based techniques,
the sharp pixels are processed independently to produce the
fused image. That is to say, these operations just utilize
individual pixels while not consider the connection among
the surround pixels and the local and neighbor features on
image. In the block based approaches, however, the suitable
size of block is an extreme challenge, because a large block is
more easily including both sharp and blur information. While
small blocks may not be distinguished by the focus measures
when they are focused but located in the smooth regions. Even
though the adaptive methods could optimize the block-size
choosing problem, but the block based methods still cannot
get rid of blocking effect due to the complex content and vari-
able information of images. Meanwhile, for the region based
methods, most of the segmentation algorithms are complex
and the performance usually depends on the segmentation
algorithm [23], whichmay produce a suboptimal fusion result
on account of the case of mistaken identity of pixel focusing
properties.

To address the challenges mentioned above and accurately
detect the focused information of source images, recent years,
some carefully designed methods were proposed, which
could generate pleasing fusion performance [20], [24]–[29].
Yang et al. [24] proposed a hybrid multifocus image fusion
method based on NSCT and focused area detection, the final
fused image can be obtained by the initial decision maps.
Liu et al. [25] took the first step for utilizing deep convo-
lutional neural network into the field of multifocus image
fusion, they trained a fixed fusion model to fuse the source
images. Li et al. [20] proposed a fixed window technique of
multiscale image analysis and a new weighted fusion strategy
by employing non-local means filtering. The artifacts and
erroneous information are significantly decreased in the fused
results in these method. In the method of [26], a multiple
visual features measurement with gradient domain guided fil-
tering was proposed, some key visual factors include contrast
saliency, sharpness, and structural saliency are considered
in this fusion scheme. In the work of [27], they employed
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filtering techniques to detect focus regions and refine them by
morphological techniques and consistency verification, but
the experiments were not very sufficient. In the technique
mentioned by Li et al. [28], they designed a multifocus image
fusion method based on mixed-order structure tensors and
multi-scale neighborhood. This method takes full advantage
of fractional order and integer order structure tensors to
detect focus information by a multi-scale window technique.
Yu et al. [29] proposed a newmultifocus image fusionmethod
by combining the support vector machine and dual-tree com-
plex wavelet transform. However, some of them either too
complex (heavily rely on parameters setting) or cannot obtain
a better fusion result. For the leaning based method [25],
due to the complexity and diversity of nature source images
content, a fixed model may be could not generate good
fusion performance in some cases. In addition, many of these
methods [24], [26]–[29] only performed on grayscale source
images, which hinders the popularity and applications of
them.
In this work, we propose a novel multifocus image fusion

method based on fast guided filter (FGF) and focus pixels
detection. As far as we know, this is the first time that FGF
is applied to weight construction for image fusion. We con-
sider the multifocus image fusion can be divided into two
stages include focused decision maps learning and image
fusion. In the learning phase, we develop a new multi-scale
sum-modified-Laplacian (NSML) to detect focused pixels
from source images, then generate the initial decision maps.
By performing block consistency verification (BCV) tech-
nique, the wrong choice of small pixels and regions in initial
decision maps will be eliminated effectively, then generates
themiddle decisionmaps. Lastly, we can obtain the final deci-
sion maps by taking the source images as guide into middle
decision maps. In the fusion phase, source images are decom-
posed into highpass imges and lowpass images by neighbor
distance filter (ND filter) directly, then the detail information
and outline information will be presented in highpass and
lowpass image, respectively. The fused result can be obtained
by combing the corresponding final decision maps and the
highpass and lowpass images. The main contribution of the
proposed method are as following:
(1) We develop a new multiscale focus pixels detection

scheme to generate the focus decision maps.
(2) We introduce block consistency verification and fast

guided filter technique to remove wrong focus pixels
and generate refined maps.

(3) Experimental results demonstrate the superiority of our
method in both subjective visual effects and objective
evaluation criteria.

The remainder of this paper is organized as follows.
Section II illustrates the related work about our techniques.
The proposed model is described in detail in section III.
Simulations on multifocus grayscale and color source images
are presented and the analysis of experimental results are
given in Section IV. Section V is about conclusion.

FIGURE 1. The illustration of oriented distance from point.

II. RELATED WORKS

A. ND FILTER

The primary task of multifocus image fusion is evalu-
ating the focused information. Generally, the surface of
focused object is sharper than those in out of focus region.
Zhao et al. [30] developed the oriented distance (OD) to
evaluate the blending degree of a surface in a given direc-
tion, and deduced a low computation complexity called ND
filter shown in Fig.1 which can strong perception in measur-
ing sharpness. For image surface, curve surface would lead
the large directional distance between points, and the big
change among image pixels. On the contrary, the smaller the
grayscale change in pixel points, the flatter the image surface
around the point, so the directional distance between pixel
point and each pixel around it is smaller.

For a digital gray image S = z(i, j), the oriented distance
(OD) from point (i, j) to (i+ 1i, j+ 1j) is formulated by

OD((i, j), (i+ 1i, j+ 1i))

=
1

2
lii(i, j)1i1i+ 2lij(i, j)1i1j+ ljj(i, j)1j1j (1)

where lij, (i, j = i, j) is given by

lii(i, j) = zij(i, j)/
√

1 + z2i (i, j) + z2j (i, j) (2)

Let 2 is the neighbor distance (ND) centered at point (i, j),
then the neighbor distance of (i, j) is defined as

ND(i, j) =
∑

k∈2
OD((i, j)(i+ ik , j+ jk )) (3)

{(ik , jk )}8k=1 = {(i+ m, j+ n) : m, n = 0, ±1} denotes the
neighborhood with eight pixels around (i, j), the neighbor
distance of point (i, j) on image surface can be expressed as

ND(i, j) =
∑8

k=1
OD((i, j)(i+ ik , j+ jk ))

=
∑1

m=−1

∑1

n=−1
OD((i, j)(i+ m, j+ n))

= 2(lij(i, j) + ljj(i, j)) (4)

More detail illustrations about ND filter can be found in [30].
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B. FGF FILTER

Guided filter (GF) is a powerful technique for edge-
preserving smoothing [31]. Due to the low complexity and
the border refinement ability between focus and defocus, GF
has been successful introduced into some image processing
application.
GF is given by a linear model in a local neighbor around

the pixel k .

qi = ak Ii + bk , ∀i ∈ 2k (5)

where 2k denotes a square window of a radius r , q and I are
the output image and guidance image, respectively. Giving
the input image p, the constant ak and bk in (5) can be
calculated by minimizing the reconstruction error between
p and q.

ak =

1
|w|

∑

i∈2k
Iipi − µk p̄k

σ 2
k + ε

(6)

bk = p̄k − akuk (7)

whereµk and σk are themean and variance of I in the window
2k , |w| is the number of pixels in 2k , ε is a regularization
parameter set by the user to control the degree of smooth-
ness. p̄k is the mean of p in 2k .The filtering output can be
estimated by

qi = āiIi + b̄i (8)

To reduce the running time while maintaining the effec-
tiveness of the GF, FGF was introduced as a speedup GF
version [32]. By subsampling the input image and guidance
image as a subsampling ratio s, FGF can decrease the time
complexity formO(N ) toO(N

/

s2) and with almost no visible
degradation at the same time. Algorithm 1 illustrates the
detailed implementation of FGF. More detail information
about FGF can be found in [31]–[33].

Algorithm 1 Fast Guided Filter(FGF)

1. I ′ = fsubsample(I , s)
p′ = fsubsample(p, s)
r ′ = r/s

2. meanI = fmean(I ′, r ′)
meanp = fmean(p′, r ′)
corrI = fmean(I ′. ∗ I ′, r ′)
corrIp = fmean(I ′. ∗ p′, r ′)

3. varI = corrI − meanI . ∗ meanI
covIp = corrIp − meanI . ∗ meanp

4. a = covIp ./(varI + ε)
b = meanp − a. ∗ meanI

5. meana = fupsample(fmean(a, r ′), s)
meanb = fupsample(fmean(b, r ′), s)

6. q = meana. ∗ I + meanb

III. PROPOSED FUSION ALGORITHM

In this paper, only two or three input multifocus images
are tested in the proposed model. Our algorithm can easily
extend to the situation of more than three source images.
Some symbols will be used in the following discussion, Sowe
would like to provide a summary for them. A, B, F , and
X are the image names; (x, y) denotes the pixel coordinate;
XH and XL are the highpass and lowpass components of
image X, respectively. IDM is the initial decision map,MDM
is the middle decision map, FDM is the final decision map,
NSML denote the proposed novel SML to detect focus pixels.

A. DECISION MAPS LEARNINGS

Huang and Jing [34] compared some image focus measures
and demonstrated SML can lead the first rank performance
than other measures include variance, spatial frequency (SF),
energy of image gradient (EOG), Tenenbaum’s algorithm
(Tenengrad), Energy of Laplacian (EOL). Therefore, SML is
employed in source images and then the high-pass image
and low-pass image are obtained. The SML image can be
achieved as

SML(x, y) =

P
∑

g=−P

Q
∑

h=−Q

[∇SML f (x + g, y+ h)]2 (9)

∇SML f (x, y) = |2f (x, y) − f (x − τ, y) − f (x + τ, y)|

+ |2f (x, y) − f (x, y− τ ) − f (x, x + τ )|

(10)

where τ is the step value which usually set as 1, P and Q
controlling the window of size (2P+1)×(2Q+1). The center
pixel in (10) is only related to neighboring pixels in both
horizontal and vertical directions. To address this problem,
a refined version of SML is generated which consider the
connection of two diagonal direction, then (10) is rewritten as:

∇SML f (x, y) = |2f (x, y) − f (x − τ, y) − f (x + τ, y)|

+ |2f (x, y) − f (x, y− τ ) − f (x, x + τ )|

+ |2f (x, y)−f (x−τ, y−τ )−f (x+τ, y+τ )|

+ |2f (x, y)−f (x−τ, y+τ )−f (x+τ, y−τ )|

(11)

To reduce the computing complexity, generally, both of the
parameters P and Q are set to the same value. So (9) can be
modified as

SMLk1 (x, y) =

k1
∑

g=−k1

k1
∑

h=−k1

[∇SML f (x + g, y+ h)]2 (12)

where k1 denotes the size of neighbor surrounded by pixel
(x, y), called scale factor. However, only one size of the nei-
borhood is considered in (12), in order to take full advantage
of the different neighborhoods, we propose a new multi-scale
SML (NSML) as follow:

NSML(x, y) =
∣

∣SMLk2 (x, y) − SMLk1 (x, y)
∣

∣

+
∣

∣SMLk3(x, y) − SMLk1 (x, y)
∣

∣ (13)
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where k1, k2, k3 are the scale parameters. Then the initial
decision maps (SM) are generated by comparing the NSML
value of each pixel in A, B.

IDMA(x, y) =

{

1, NSMLA(x, y) ≥ NSMLB(x, y)

0, NSMLA(x, y) < NSMLB(x, y)
(14)

IDMB(x, y) =

{

1, NSMLA(x, y) < NSMLB(x, y)

0, NSMLA(x, y) ≥ NSMLB(x, y)
(15)

In order to refine the initial decision maps (IDMs), IDMA

and IDMB are first segmented into non-overlapping block
with size n × n,. Then update the pixels in each block based
on the following constraint in (16) to obtain a suite of binary
images Bi(xk , yk ).

Bi(xk , yk ) =

{

1, if
∑

IDMi(xk , yk ) > n×n
2

0, otherwise
(16)

where Bi(xk , yk ) denotes the k-th block at pixel (xk , yk ),
k = 1, 2, · · ·N , i = A or B, and N is the sum of blocks.
Bi(xk , yk ) = 1 indicates all values of pixels in the k-th block
are 1, on the contrary, Bi(xk , yk ) = 0 means all pixels in k-th
(xk , yk ) are 0.
Update the pixels in each block based on the following rule

B̂i(xk , yk ) =







1, |�i(x̃k , ỹk )| >
r × s

2
0, otherwise

(17)

where

�i(x̃k , ỹk ) = {(x̃k , ỹk )|Bi(x̃k , ỹk ) = 1}

B̂i(x̂k , ŷk ) denotes a neighborhood of Bi(xk , yk ) centered in
(xk , yk ), | · | is cardinality of �i(x̃k , ỹk ), r × s is the size of
Bi∗(x̃k , ỹk ), generally, r × s is 3 × 3 or 5 × 5.

At last, enlarge B̂i(xk , yk ) to make their size is the same
with source images

B̂i(xk , yk ) =

{

ones(8, 8), B̂i(xk , yk ) = 1

zeros(8,8), B̂i(xk , yk ) = 0
(18)

To eliminate some small holes, thin protrusions, thin
gulfs, narrow breaks in B̂i(xk , yk ), the area opening operation
‘bwareaopen’ is performed, and the mistake holes will be
removed significantly, and theMDMs can be generated.

MDMi(x, y) = bwareaopen(B̂i(xk , yk ), thi) (19)

where thi is a pre-define threshold, i = IA, IB.
The above formulas (16)-(19) are the illustration of

BCV [20].Traditional block based techniques are inevitable
suffer from the uncertain size of block problems, and result
in block effect in fused image. BCV technique can refine
the binary decision maps and decrease the block effect in
fused result. Despite the above BCV operation could generate
some pleasing fusion decision maps, however, this block-
relative technique usually subject to block effect in the border
between focus and defocus more or less.

Algorithm 2 The Overall of the Proposed Method
Inputs:Multifocus source images A and B, initialize
Decision maps learning

a) Compute the NSML of source images by (13).
b) Obtain the IDMs by comparing NSML in (14)

and (15).
c) OptimizeIDMs by BCV in (16)-(18) to generate

MDMs.
d) Generate theMDMs by bwareaopen operation in

(19)
e) Perform FGF to obtain the FDMs in (20) and (21).

Image fusion
a) Extract the highpass components via ND filter

in (22)
b) Calculate the lowpass by (23)
c) Obtain the fused highpass and lowpass image

by combing DFMs in (24) and (25).
d) Generate the fused image by (26)

Outputs: Fused image F

Let source images as guide to optimizeMDMi, four corre-
sponding fast guider decision maps are developed

FDMi,H = Gr1,ε1,s(MDMi, i) (20)

FDMi,L = Gr2,ε2,s(MDMi, i) (21)

where i = A,B, r1, r2, ε1, ε2 and s are parameters of
FGF, FDMi,H and FDMi,L are the resulting decision maps
of highpass and lowpass images of source image. Actually,
similar strategies of guided filtering has been used in many
image fusion tasks [20], [26], [35].

B. IMAGE FUSION

The highpass and lowpass images of source images can be
obtained by ND filter

XH = ND ∗ X (22)

XL = X − XH (23)

where XH and XL are the highpass and lowpass images of
image X ,X = A,B.

Combining FDMs with the base layer and detail layer
in (23) and (22), the highpass and lowpass images of source
images can be generated by

FH(x, y) = FDMA,H (x, y) × AH (x, y)

+FDMB,H (x, y) × BH (x, y) (24)

FL(x, y) = FDMA,L(x, y) × AL(x, y)

+FDMB,L(x, y) × BL(x, y) (25)

Finally, the fused image can be obtained by the following

F(x, y) = FH (x, y) + FL(x, y) (26)

The mechanisms of our fusion technique is described in
Algorithms 2. The main procedure of the proposed fusion
scheme is summarized in Fig. 2. In the decision maps
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FIGURE 2. Schematic diagram of the proposed multifocus image fusion algorithm.

learning, the salient maps are generated first by NSML, and
the BCV technique is performed to construct the initial deci-
sion maps. The final binary decision maps can be developed
by guided filtering. In the fusion progress, highpass image
and lowpass image of source image are obtained by ND filter,
then we can reconstruct the final fused image by the learned
maps and ND filtered images using weighting averaging
scheme (WAS).

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In the experiments, all of these tests are implemented under
Matlab 2012b environment and on PC with an Intel(R)
Core(TM) i7-3770CPU@3.4GHz (8CPU) and 12GBRAM.
The proposed methods will compare with other seven mul-
tifocus image fusion methods, nine sets of source images
include gray, color and triple color multifocus source images
will be utilized. Subjective and objective evaluation include
computational efficiency on fused results will be analyzed in
detail.

A. DISCUSSIONS OF PARAMETERS SELECTION

In this subsection, the parameters in the proposed method are
provided in detail. Among them, According to the sugges-
tions of literatures [32], [35], and combined with experimen-
tal verification and analysis, the parameters include r1, ε1,
r2, ε2, s in fast guided filter are set 25, 0.1, 10, 0.000001,

5 respectively. The step parameter τ in NSML is equal to 1,
the scale factors k1, k2 and k3 are 3, 5, 7 respectively. The
parameters of ND filter are same with the publication [30].
The threshold thi in (19) is 12000. The size of Bi∗(x̃k , ỹk ) in
BCV is set to 8×8. These parameters setting can obtain good
results for all images used in this paper.

B. EXPERIMENTAL SETTINGS

1) TEST SOURCE IMAGES

To verify the fusion performance of the proposed method,
in this section, nine pairs of testing multifocus source images
shown in Fig.3 are utilized in experiments. In these source
images, four sets of grayscale images are first conducted.
To verify the proposed method is applicable to color image,
four pairs of color images are employed. Furthermore, a pair
of multifocus color images which has three source images is
provided to demonstrate our method can handle more than
two source images. All of them are perfect registration and
displayed and these source images are public available at
http://imagefusion.org/ and http://mansournejati.ece.iut.ac.ir/
content/lytro-multi-focus-dataset from.

2) THE SUPERIORITY OF NSML THAN SML

In this section, to verify the advantage of NSML than
SML, we compare the proposed NSML scheme described in
Section III with SML scheme, meanwhile, other parts of these

VOLUME 7, 2019 50785



F. Zhou et al.: Multifocus Image Fusion Based on Fast Guided Filter and Focus Pixels Detection

FIGURE 3. Nine pairs of multifocus source images used in our experiments.

FIGURE 4. Fusion results by SML and NSML.

fusion methods are same with the proposed fusion methods.
For simplicity, we utilized the multifocus ‘‘Bottle’’ images
shown in Fig. 4 in this experiment. The initial decision maps,
fused results and difference images are listed in each row in
Figure 4. Furthermore, in Figure 4, the first three column are
the results produced by SMLk1 , SMLk2 and SMLk3 schemes,
respectively, and the results in the last column are obtained
by the proposed NSML scheme. For the parameters in SML
and NSML, k1, k2 and k3 are set 3, 5, 7 respectively.
As can be seen from these initial decision maps, we can see

the proposed NSML can accurately detect the focus informa-
tion than SML scheme, the reason lies in NSML integrates the
multiscale property of different window size instead of single
size of SML. Besides, with carefully observe the difference
images in the last row in Figure 4, we can find the proposed
NSML scheme has the least information in focus region than
other three SML schemes, which means the NSML scheme

can transfer more focused information from source images
than SML scheme.

3) COMPARING METHODS

To demonstrate the superiority of the proposed technique,
Seven state-of-the-art image fusion methods including Con-
volutional Sparse Representation based method (CSR) [36],
Guided filter based method (GF) [35], NSCT PCNN
based method (NSCT_PCNN) [23], NSCT-contrast based
method (NSCT_Con) [17], SR method (Yang_SR) [37],
NSCT-SR method (NSCT_SR) [38], Multiscale curvature
method (Curvature) [39] are compared. For these seven
algorithms, all fusion rules and main parameters setting are
determined by the corresponding authors’ suggestion in the
respective publications.

4) OBJECTIVE EVALUATION METRICS

The way to evaluate the results of multifocus image fusion
is usually first through the subjective visual evaluation by
human vision system (HVS). However, due to the com-
plexity and diversity of image content, as well as the
subjective bias of HVS evaluation. In general, it is neces-
sary to quantitatively evaluate the objective indicators of the
images.

Up to now, there has not been a unified and objective
evaluation index can apply to any image quality evaluation.
Related researches has been going on. In order to reduce the
incompleteness of a single metric as much as possible, many
related papers use multiple indexes to evaluate the image
quality. This paper employs six popular fusion image quality
metrics to evaluate the objective fusion performance. These
metrics include mutual information metric (MI) [40], edge
information transferred degree metric QAB/F [41], Nonlinear
Correlation Information Entropy metric QNCIE [42], Multi-
scale Scheme metric QM [43], Phase Congruency metric
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FIGURE 5. Fused results of different methods on processing the ‘‘Leaf’’ images and their respective differences. (a)-(b) are source images,
(c)-(j) are fused results by different methods, (k)-(r) are differences between (c)-(j) and (b).

FIGURE 6. Fused results of different methods on processing the ‘‘Flower’’ images and their respective differences. (a)-(b) are source
images, (c)-(j) are fused results by different methods, (k)-(r) are differences between (c)-(j) and (b).

QP [44], [45], Chen-Blum Metric QCB [46]. Among these
metrics, MI and QNCIE are information theory-based met-
rics, QM and QP are image feature-based metrics, QAB/F is
image detail-basedmetric, QCB is based on human perception
inspired metric. Many of them are analyzed and summarized
in [47], for all of them, the larger values indicate the better
fusion performance.

C. ANALYSIS OF EXPERIMENTAL RESULTS

1) FUSION OF MULTIFOCUS GRAYSCALE IMAGES

The first experiments was performed on multifocus grayscale
source images. Four sets of source images including the
‘‘Leaf’’, ‘‘Flower’’, ‘‘Lab’’, and ‘‘Bottle’’ images are tested,
the size of them are 944 × 736, 512 × 384, 640 × 480

and 256 × 256, the fusion results of different methods
are displayed in Fig.4, Fig.5, Fig.6, and Fig.7, respectively.
Generally, the aim of multifocus image fusion is to preserve
all focused information from different source images into the
fused image. From the perspective of human eyes, it is usu-
ally difficult to make an impartial visual comparison among
these fused all-focused images. Fortunately, difference image
between fused image and source image can address this
question. In the ideal fusion case, the area focused in source
image ought to be no information in the difference image
due to the successful copy of useful information. That is to
say, the amount of residual information in difference image
can reveal the fusion performance of algorithm. As can be
seen from these fusion results shown in (k)-(r) of Fig. 5-8,
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FIGURE 7. Fused results of different methods on processing the ‘‘Lab’’ images and their respective differences. (a)-(b) are source images,
(c)-(j) are fused results by different methods, (k)-(r) are differences between (c)-(j) and (b).

FIGURE 8. Fused results of different methods on processing the ‘‘Bottle’’ images and their respective differences.
(a)-(b) are source images, (c)-(j) are fused results by different methods, (k)-(r) are differences between (c)-(j) and (b).

the differences produced by the fused image and correspond-
ing source image. For the convenience of comparison, a same
region in the differences is selected by the red line rectangle
and enlarged and presented in the bottom of left (or right)
corner of the respective difference.
As can be seen from these difference images, CSR,

NSCT_PCNN, NSCT_Con, Yang_SR and NSCT_SR meth-
ods introduced some un-focused information from source
images into the fused results, which indicate some detail
information such as texture, edge et al. of source images
cannot be successful copied into fused images. In contrast.

For GF and Curvature methods, the majority of useful infor-
mation from source images are retained in fused results, and
the boundaries between the focused and non-focused regions
relatively clear. However, it can be clearly seen that our
method can generate the better visual effect. As shown in
Fig. 5(r), Fig. 6(r), Fig. 7(r) and Fig. 8(r), there is almost no
residual information in focus area of the difference images,
that is, the focus information in our fused results from source
images is successfully copied into the fusion images. At the
same time, our algorithm can also be effectively applied
to the fusion problem of lab images with ‘‘unregistered
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TABLE 1. The quantitative assessment of different fusion methods for ‘‘Leaf’’ and ‘‘Flower’’ source images .

TABLE 2. The quantitative assessment of different fusion methods for ‘‘Lab’’ and ‘‘Bottles’’ source images.

information’’ (the head positions of the man in the two source
images of ‘‘Lab’’ are different), which indicate that the pro-
posed algorithm has the best subjective visual effect.
In addition to the subjective visual analysis, we also con-

duct a detailed objective index evaluation on these fusion
results of Fig.5-8. Six image fusion evaluationmetrics includ-
ing MI, QAB/F, QNCIE, QM, QP, QCB are used to quantita-
tively evaluate the image quality of the fused results obtained
by different algorithms. The results are given in Table 1 and
Table 2 and the largest value of each group is shown in
bold for facilitate comparison. It can be clearly seen that
our method has the highest values in most of objective eval-
uation, and outperforms the other methods in terms of all
metrics when the proposed technique is performed on the
mis-registration ‘Lab’ source images. The evaluation results

of different metrics show that the proposed method has an
excellent performance in objective evaluation criteria. By the
comprehensive visual comparison and objective evaluation,
we can conclude that the proposed algorithm has the best
subjective and objective evaluation on gray image fusion.

2) FUSION OF MULTIFOCUS COLOR IMAGES

In order to demonstrate the superiorities that the proposed
method can fuse the color source images, the second set
of experiments is performed on multifocus color images,
i.e., ‘Tellurion’, ‘Heart shape’, ‘Horse’, ‘Infant’, images,
the size of them are 256× 256, the fusion results of different
methods and their corresponding differences are displayed
in Fig. 9, Fig. 10 Fig. 11, and Fig. 12, respectively. To facil-
itate comparisons, local regions enclosed by red and yellow
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FIGURE 9. Fused results of different methods on processing the ‘‘Tellurion’’ images and their respective differences.
(a)-(b) are source images, (c)-(j) are fused results by different methods, (k)-(r) are differences between (c)-(j) and (b).

FIGURE 10. Fused results of different methods on processing the ‘‘Heart shape’’ images and their respective differences.
(a)-(b) are source images, (c)-(j) are fused results by different methods, (k)-(r) are differences between (c)-(j) and (a).

colored rectangle in Fig.9-12 are enlarged and presented in
the bottom left corners in same color. From these magnified
views of the colored rectangle regions, we can notice that the
fusion results produced by CSR, NSCT_PCNN, NSCT_Con,
Yang_SR, NSCT_SR and Curvature methods suffer from
residual information in the focused regions of their differ-
ences. These illustrate that some useful information, i.e.

contour, texture, boundary, from source images cannot be
comprehensive transferred into the fused images by these
algorithms due to the misjudgment of focused pixel. By con-
trast, the results produced be GF method can well detect
the focused region. But with carefully observe the dif-
ference images Fig. 10(l) and Fig. 12(l), we can notice
little wrong information have introduced in these results.
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FIGURE 11. Fused results of different methods on processing the ‘‘Horse’’ images and their respective differences. (a)-(b) are
sourceimages, (c)-(j) are fused results by different methods, (k)-(r) are differences between (c)-(j) and (a).

FIGURE 12. Fused results of different methods on processing the ‘‘Infant’’ images and their respective differences. (a)-(b) are source
images, (c)-(j) are fused results by different methods, (k)-(r) are differences between (c)-(j) and (a).

Meanwhile, from the Fig. 9(r), Fig. 10(r), Fig. 11(r) and
Fig. 12(r), we can see that little information in these differ-
ences due to the successful detect the focus pixels in our
scheme, which indicate the proposed method can obtain the
best visual effect.
To evaluate the fusion performance more objectively,

the quantitative objective evaluation metrics, i.e. MI, QAB/F,

QNCIE, QM, QP, QCB are used in this experiments. For facili-
tate and clear comparisons, the evaluation values obtained by
different fusionmethods are displayed as eight bar charts with
different color in Fig.13. According to these charts, we note
that the proposed method performed slightly worse than the
GF method when processing the ‘‘Infant’’ source images in
terms of QM, as well as slightly lower than Curvature method
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FIGURE 13. Performance comparison based on the color images fused results using MI, QAB/F, QNCIE, QM, QP, QCB.

for the ‘‘Infant’’ source images in terms of QM. Whereas
it also performed similar with the GF in terms of QAB/F

and QCB. However, using only one metric with the highest
evaluation score cannot reflect the fusion performance in an
objective manner, the proposed method had the best perfor-
mance in terms of more than half of the metrics. Thus we
can conclude that the proposed method yields the best results
for the color images in terms of visual quality and objective
evaluation.

3) FUSION OF MULTIPLE COLOR IMAGES

To demonstrate our method can handle an image set con-
taining more than two source images, the third experiment

using three ‘‘Boxes’’ color source images are performed. The
fused results produced by the different fusion methods and
their corresponding differences are presented in Fig. 14. For
the fusion process of these methods, it should be noted that
the first and second source images were merged first, then the
temporary fused image was fused with the third source image
to obtain the final fusion results. The local regions enclosed
by the red and yellow rectangle in differences are extracted
and enlarged shown in the bottom right corners. With careful
observation, we can find that there are more or less artifacts
appearing in the transition area between the focused and
defocused image in other methods, whereas the fusion results
obtained by our proposed method contained fewer artifacts
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FIGURE 14. Fused results of different methods on processing the ‘‘Boxes’’ images and their respective
differences. (a)-(b) are source images, (c)-(j) are fused results by different methods, (k)-(r) are differences
between (c)-(j) and (a).

TABLE 3. The quantitative assessment of different fusion methods for ‘‘Boxes’’ source images.

and exhibited the best visual effects Similarity, we used all of
the evaluation criteria discussed above in this experiment. The
quantitative assessments results of different methods using
‘‘Boxes’’ source images are presented in Table 3. We can
easily find that our method outperform other methods in
terms of MI, QAB/F, QNCIE, QM, QP, QCB. Based on the
visual effect and objective analysis, we concluded that our
methods are with the best performance compared with others
in fusion of more than two source images.
According to the above comprehensive analysis and

comparing, we can conclude that our method can detect
the focused pixels accurately, and transfer the focused

information from source images into the fused results
successfully. The proposed method can generate pleasing
fusion results in grayscale, color, triple multifocus images.
We demonstrate the effectiveness of our method outperform
some state-of-the-art fusion methods include the CSR, GF,
NSCT_PCNN, NSCT_Con, Yang_SR, NSCT_SR and Cur-
vature methods in terms of subjective visual effect as well as
quantitative metrics.

D. COMPUTATIONAL EFFICIENCY ANALYSIS

The computational efficiency of different fusion algo-
rithms are shown in Table 4. In these methods, NSCT-Con
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TABLE 4. The computational complexity of different fusion methods (TIME/s).

method is implemented by ourselves, while for CSR, GF,
NSCT_PCNN, Yang_SR, NSCT_SR, Curvature, we use the
original codes from respective publications provided by
their authors. For the ‘‘Boxes’’ source images, we first fuse
the first and the second images, and then the fused result
is merged with the last one. From these time consump-
tion of each fusion methods in Table 4, we can notice that
the propose method is significantly efficient than CSR, GF,
NSCT_PCNN,Yang_SR, NSCT_SR andCurvaturemethods.
Meanwhile, GF method perform more efficient than the pro-
posed method, however, the computational efficiency of our
method is still acceptable, if we fully optimize our code and
implement it in a more efficient manner such as, the run-
ning time of the proposed algorithms can be significantly
decreased.

V. CONCLUSION

Various multifocus image fusion methods have been devel-
oped in recent years, nevertheless, this technique is remain a
big challenge. In this paper, we propose a novel fusion scheme
which includes two parts: decision maps learning and image
fusion. For the decision maps learning stage, we develop a
focus pixel detect metric NSML to extract the focus informa-
tion of source images and generate a series of salient maps,
then the initial decision maps are obtained by comparing
the absolute value of pixels. In addition, we introduce the
BCV technique to refine the initial decision maps to generate
the middle decision maps. By taking sources as guide in
FGF filter, the final decision maps can be obtained. In the
image fusion step, in order to take full advantage of the focus
information of source images in spatial domain, we employ
the ND filter to generate the corresponding highpass and
lowpass images. Thus the fused results can be obtained by the
ND filtered images and corresponding final decision maps.
Experimental results on nine sets of different multifocus
images to demonstrate that the proposed approach is superior
to some state-of-the-art methods in terms of human visual
perceptions and objective criteria.
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