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ABSTRACT

Image classification is an important task in computer vision.
However, how to assign suitable labels to images is a sub-
jective matter, especially when some images can be catego-
rized into multiple classes simultaneously. Multi-label im-
age classification focuses on the problem that each image
can have one or multiple labels. It is known that manually
labelling images is time-consuming and expensive. In order
to reduce the human effort of labelling images, especially
multi-label images, we proposed a multi-label SVM active
learning method. We also proposed two selection strategies:
Max Loss strategy and Mean Max Loss strategy. Experi-
mental results on both artificial data and real-world images
demonstrated the advantage of proposed method.

1. INTRODUCTION

Image classification is an important task in computer vision.
It can give much help to image indexing and retrieval, be-
cause both of them need correctly label images. In an im-
age classification task, some images can easily be assigned
with unique labels, such as Figure 1(a) and (c), they can
be labelled as “Mountain” and “Wave”, respectively. The
classification over these images is known as multi-class im-
age classification. However, for the images such as Figure
1(b) and (d), the case is different. How should we label
them? “Mountain”, “Sunset”, or “Wave”? Due to the sub-
jectivity of human perception, each of them may be a cor-
rect label. In this case, if multi-class classification method
is still used, these images will be rigidly grouped into only
one of the classes. This can be harmful to the applications
such as image retrieval. Multi-label classification is a case
in which the data can have one or more labels. Therefore,
multi-class classification can also be viewed as a special
case of multi-label classification. Multi-label classification
has been applied to document classification [1] and func-
tional gene classification [2] problems. In this paper, we
focus on multi-label image classification problem or image
annotation problem [3].

In real applications, labelling multi-label images is of-
ten a time-consuming and costly task. Fortunately, in many

(a) Mountain (b) Sunset & Mountain

(c) Wave (d) Sunset & Wave

Fig. 1. The images with multi-label

cases, we can carefully select images used to query the or-
acle1 instead of randomly picking images. If the selec-
tion strategy is well-designed, this approach can give rise
to better classification result under a given number of la-
belling chances. This procedure can be categorized into ac-
tive learning. Active learning is a mechanism which aims
to optimize the classification performance while minimiz-
ing the number of needed labelled data for training. The
first active learning mechanism [4] was introduced by Cohn
et al. Recently, Tong et al. [5] used version space to an-
alyze SVM and gave an optimal selection strategy. In [6],
Yan et al. proposed a multi-class active learning model for
video labelling. Although these methods achieved success
in some applications, none of them addressed multi-label
classification problems.

Therefore, in this paper, we proposed a multi-label SVM
active learning method and used it to solve multi-label im-
age classification problem. The key issue of active learn-
ing mechanism is the optimization of selection strategy for
fastest learning rate. Hence, we proposed two selection
strategies: Max Loss strategy and Mean Max Loss strategy.
Experimental results on both artificial and real-world image
databases demonstrated that the proposed method can effec-
tively reduce the demands of labelled images while main-
taining a good classification performance.

1Oracle knows the ground truth of the selected image. In practice, ora-
cle can be a group of human observers or annotators.



2. MULTI-LABEL SVM

Now the multi-label SVM is introduced, which will be used
for active learning in this paper. Multi-label SVM uses the
one-versus-all method to combine predictions of multiple
binary SVM classifiers. Let D = {(x1,y1), ..., (xm,ym)},
where xi(xi ∈ Rn) denotes a n-dimensional feature vec-
tor, its p-dimensional label vector is yi(yi ∈ Yp) which
consists of {-1, +1}, where +1 means the data belongs to
this class and -1 mean the data does not. p is the size of la-
bel set. The j-th component of yi corresponds to the output
of j-th binary SVM. Given D, each class is seperated from
all other classes by a binary SVM classifier. Then p binary
SVM classifiers are obtained in total. For i-th (i = 1, ...p)
classifier, it can be written as 〈w∗

i ,x〉 + b∗i = 0. w∗
i and b∗i

can be found by:

minimize : Φ(wi) = 1
2‖wi‖2 + C

∑m
j=1 ξp

j

subject to : yk (〈wi,xk〉 + bi) ≥ 1 − ξk, k = 1, . . . , m

where ξk (ξk ≥ 0) is the k-th slack variable and C is the
parameter controlling the trade-off between function com-
plexity and training error. For each binary SVM classifier
fi, a threshold ti will be set. This will be discussed in the
next section.

3. MULTI-LABEL SVM ACTIVE LEARNING

Assume that I, a large set of multi-label images consists of
a small set of labelled images, L0, and an unlabelled image
set, U0. Proposed method focuses on the problem that given
a limited number of labelling chances, how to select the
most informative images from U 0 to be labelled to train a
classifier which can give the best classification performance
on I. Its procedure is described as follows. At the begin-
ning, a multi-label SVM classifier, f 0, is trained on L0. Af-
ter that, the most informative unlabelled images are selected
from U0 by using the proposed selection strategy. After be-
ing labelled, they will be added into L0 to form a new set,
L1. Afterwards, a new training-selecting-labelling learning
cycle will begin based on L1 until the labelling chances are
used up.

The key issue of active learning mechanism is how to
select the most informative data per learning cycle to obtain
the maximal improvement of classification performance. It
is known that, by minimizing the expected loss over the data
distribution, SVM can obtain the best classification perfor-
mance [7]. Hence, we could use the decrease of the ex-
pected loss between two contiguous learning cycles as an
indicator of the improvement of classification performance.
Therefore, the objective of the proposed selection strategy
is to maximize the decrease of the expected loss on I at the
i-th learning cycle. Let U i∗

s denote the set of selected im-
ages, and Li, U i denote the labelled and unlabelled image

sets at i-th learning cycle. Hence, U i∗
s should satisfy

U i∗
s = arg max

Ui
s⊂Ui

[
X

x∈I
Li(x) −

X

x∈I
Li+1(x,U i

s)] (1)

where Li(x) is the loss value of image x at the i-th learning
cycle. Li+1(x,U i

s) is the loss value of x at (i + 1)-th learn-
ing cycle. Li+1(x,U i

s) is a function of selected image set
U i

s because different U i
s leads to different multi-label SVM

classifier, f i+1, at (i + 1)-th learning cycle and then leads
to different loss value for x. But for the present learning
cycle i, the classifier, f i, has been fixed before selecting U i

s.
Hence, Li(x) can be calculated before selecting U i

s.
By modifying the kernel of SVM, the images in the in-

duced kernel space can become linearly separable [5]. This
guarantees that the training error is zero and then the loss
values of the images used for traing are zero. Note that there
is I = Li + U i (i = 0, 1, 2, ...). Therefore, Equation (1)
becomes

U i∗
s = arg max

Ui
s⊂Ui

[(
X

x∈Li

Li(x) +
X

x∈Ui

Li(x))

−(
X

x∈Li+1

Li+1(x,U i
s) +

X

x∈Ui+1

Li+1(x,U i
s))]

= arg max
Ui

s⊂Ui
[

X

x∈Ui

Li(x) −
X

x∈Ui+1

Li+1(x,U i
s)] (2)

In the i-th learning cycle, U i consists of selected image
set, U i

s, and non-selected image set, U i
s. It is known that

U i+1 will be U i
s because U i

s will be removed from U i after
selection. As in [8], we assume that all the expected losses
of x in U i

s have an equal influence between two contiguous
learning cycles. Thus, Equation (2) can be rewritten as:

U i∗
s = arg max

Ui
s⊂Ui

[(
X

x∈Ui
s

Li(x) +
X

x∈Ui
s

Li(x))

−
X

x∈Ui
s

Li+1(x,U i
s)]

= arg max
Ui

s⊂Ui

X

x∈Ui
s

Li(x) (3)

This function indicates that the selected image set, U i∗
s , con-

sists of the images the sum of whose expected loss values
are largest. In practice, these images can be selected as
those which have the larger |U i∗

s | loss values in U i. ( |U i∗
s |

is the size of U i∗
s )

The distinctive feature of multi-label image classifica-
tion lies in that each image, x, can have one or multiple
labels. To achieve an accurate estimation of the loss value,
Li(x), of x in Equation (3), the multi-label information has
to be incorporated. Hence, in this paper, multi-label clas-
sification is viewed as a combination of n multi-class clas-
sification, where n is the number of predicted classes of x.
Li(x) is averaged over the n predicted classes. Thus, we
define the loss value of x as



L(x) =
1

n

lnX

y=l1

pX

j=1

D(myjfj(x))

=
1

n

lnX

y=l1

pX

j=1

max[(1 − myjfj(x)), 0] (4)

where {l1, ..., ln} are the indexes of predicted classes of x.
p is the total number of classes. myj is a component of a
coding matrix M [7] which is a p × p matrix with diagonal
components 1 and others -1. fj(x) is the output of x on
the j-th binary SVM classifier. D(myjfj(x)) = max{(1−
myjfj(x)), 0} is the loss function of x classified by fj(x)
and myj is used as the true label of x. This follows the
assumption in [8] that the prediction of fj(x) is positively
correlated to the true label of x.

In order to get the loss value of x on the predicted n
classes, we need to decide the n predicted classes of x. To
achieve this, we should estimate the threshold of loss value
on each binary SVM classifier. If the loss value of x on the
J-th class is smaller than the threshold on the J-th binary
SVM classifier, x will belong to class J . We estimate the
J-th threshold tJ as:

tJ = arg min
x

pX

j=1

D(mJjfj(x)), ∀x ∈ {x|y(J) = 1} (5)

where y is the label vector of x and y(J) is y’s J-th com-
ponent. y(J) = 1 means x belongs to class J .

Hence, by substituting the Equation (4) into (3), the pro-
posed Mean Max Loss(MML) Selection Strategy will select
the image set U i∗

s satisfying:

U i∗
s = arg max

Ui
s∈Ui

X

x∈Ui
s

1

n
{

lnX

y=l1

pX

j=1

max[(1 − myjfj(x)), 0]} (6)

Although in multi-label image classification task, one
image may have more than one labels, we could get a fairly
simple selection strategy if we calculate the loss value only
on the most certainly predicted class of this image. Hence,
the proposed Max Loss(ML) Selection Strategy will select
the image set U i∗

s as:

U i∗
s = arg max

Ui
s∈Ui

X

x∈Ui
s

pX

j=1

max{(1 − myjfj(x)), 0} (7)

where y is the index of the most certainly predicted class of
x. It can be found that the selection strategy proposed in
[6] for multi-class active learning is similar to the proposed
ML selection strategy and it is only a special case of the
proposed MML selection strategy when the most certainly
predicted class is involved only.

4. EXPERIMENT

4.1. Artificial Database

Figure 2(a) shows the artificial database consisting of three
2D circles with the same center. The data’s multi-label in-
formation can be found from the legend of Figure 2(a). Fig-
ure 2(b) shows the comparison result of multi-label SVM
among random selection, the proposed ML and MML se-
lection strategies on the artificial database. From this figure,
it can be seen that the two proposed strategies have a clear
advantage over random selection. To achieve the same ac-
curacy, for example, 90% test accuracy, nearly 35 data are
saved by using the ML selection strategy and nearly 50 data
are saved by using the MML selection strategy than random
selection. Based on the same number of labelled training
data, maximal 10% and 17% improvement are obtained by
the two proposed strategies, respectively. Obviously, MML
strategy is more effective than ML strategy. This is because
we consider the multi-label information in MML strategy.
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Fig. 2. Comparison Result of Artificial Data Classification

4.2. Real Color Image Database

The real color image database includes 400 general color
images composed from VisTex of MIT and Corel Stock Pho-
tos. Four image classes are defined based on high-level se-
mantics (i.e. defined by several human observers): “Peo-
ple”, “Ocean”, “Mountain”, “Sunset”. Each image belongs
to one or several classes. For instance, if an image is a
sunset over ocean as Figure 1(d), then this image belongs
to both “Sunset” and “Ocean” classes. This database pro-
vides the ground truth for evaluation. A perceptually uni-
form color space, CIE − Lab, is used to represent general
color images. Based on this color space, a feature vector of
color Moments [9] is defined for each image. This feature
vector consists of the mean, variance, and skewness of the
pixel values of an image along L, a, and b axes, respectively.
The dimensions of this feature vector is 3×3 (9 in total). In
Figure 3, we plot the experimental result on the real color



image database. Here, the numbers of initial training im-
ages are 20, 20 and 30, respectively. At each active learning
cycle, the numbers of selected unlabelled images are 1, 5
and 1, respectively. It can be seen that the proposed MML
selection strategy still shows the best performance.
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Fig. 3. Comparison result of real image classification.

The relationship between the number of selected images
per learning cycle and the maximal improvement achieved
by the proposed MML selection strategy is shown in Figure
4 (a). It shows that the less the selected images per learning
cycle, the higher the improvement of the MML strategy and
that the MML strategy performs best when only one image
is selected per learning cycle. This is because that selecting
only one image per learning cycle gives the proposed active
learning method more chances to interact with the oracle.
This makes the selected images more informative for the
subsequent classification. In Figure 4 (b), we show the rela-
tionship between the number of initial training images and
the maximal improvement achieved by the MML selection
strategy. It can be found that within the range from 20 to 50,
the less the number of initial training images, the higher the
improvement of the proposed strategy.

5. CONCLUSION

In this paper, a multi-label SVM active learning method was
proposed for multi-label image classification. Based on the-
oretic analysis, we proposed two selection strategies: Max
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Fig. 4.

Loss strategy and Mean Max Loss strategy. To our best
knowledge, we are the first one who use active learning to
help multi-label classification. The experimental results on
both artificial and real color image databases demonstrated
that the two proposed methods can provide better classifica-
tion performance than original multi-label SVM.
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