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Multilevel image segmentation is time-consuming and involves large computation. 	e 
re�y algorithm has been applied to
enhancing the e�ciency of multilevel image segmentation. However, in some cases, 
re�y algorithm is easily trapped into local
optima. In this paper, an improved 
re�y algorithm (IFA) is proposed to search multilevel thresholds. In IFA, in order to help

re�ies escape from local optima and accelerate the convergence, two strategies (i.e., diversity enhancing strategy with Cauchy
mutation and neighborhood strategy) are proposed and adaptively chosen according to dierent stagnation stations.	e proposed
IFA is compared with three benchmark optimal algorithms, that is, Darwinian particle swarm optimization, hybrid dierential
evolution optimization, and 
re�y algorithm. 	e experimental results show that the proposed method can e�ciently segment
multilevel images and obtain better performance than the other three methods.

1. Introduction

Image segmentation is an indispensable part of computer
vision, which directly in�uences the quality of feature extrac-
tion and classi
cation. In the past few decades, many image
segmentation methods have been proposed and applied in
dierent 
elds [1–4]. 	resholding is one of the widely
used techniques in image segmentation. 	e principle of
thresholding is 
nding an adequate threshold to segment
object from background through certain criteria, such as
Otsu thresholding [5], maximum entropy thresholding [6],
minimum error thresholding [7], and 2D maximum entropy
thresholding [8]. In the case of segmenting several objects
from background, thresholding technique needs to be ex-
tended to multilevel thresholding. However, large amount of
calculation and long computation time occur when exhaus-
tively searching multilevel thresholds.

To overcome the exhaustive problems, several metaheu-
ristics optimal algorithms were applied to multilevel thresh-
olding. Hammouche et al. [9] presented optimal thresholding
using genetic algorithms. Ghamisi et al. [10] developed par-
ticle swarm optimization (PSO), Darwinian particle swarm
optimization (DPSO), and fractional-order Darwinian par-
ticle swarm optimization for determining thresholds. Liang

et al. [11] designed an ant colony optimization segmentation
algorithm for solving multilevel Otsu problem. Sathya and
Kayalvizhi [12] applied bacterial foraging into 
nding thresh-
olds for maximizing Kapur’s and Otsu’s objective functions.
Cuevas et al. [13] used dierential evolution optimization
(DE) to 
nd multilevel thresholds. Osuna-Enciso et al. [14]
presented a comparison of three optimization algorithms for
selecting multilevel thresholds. Nevertheless, with the num-
ber of thresholds increasing, these metaheuristics optimal
algorithms cannot 
nd the balance of global search and local
search, which would lead to inaccurate results and a slow
convergence rate [15, 16].

Fire�y algorithm (FA) is a new nature-inspired optimiza-
tion algorithm proposed by Yang [17]. Many researches have
proved the e�ciency of 
re�y algorithm in dierent applica-
tions, such as electricity price forecasting [18], manufacturing
cell formation [19], economic dispatch problem [20], and
image analysis [21–23]. In particular, 
re�y algorithm has
been successfully applied to solvingmultilevel image segmen-
tation problem [24–27]. However, in some cases, the 
re�y
algorithm is easily trapped into local optima [28, 29] which
causes premature problem and time-consuming.

	us, this paper presents an improved 
re�y algorithm
(IFA) to search multilevel thresholds. In IFA, a diversity
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enhancing strategy with Cauchy mutation is proposed to
increase the global search ability. Moreover, a neighborhood
strategy is present for local search. 	e main idea of IFA
is adaptively choosing one strategy to help 
re�ies 
nd the
optima according to dierent stagnation stations. Further-
more, themultilevelOtsu thresholding function is considered
as the objective function, and the IFA is applied to searching
multilevel thresholds.

	e rest of this paper is organized as follows. In
Section 2, multilevel image segmentation problem is formu-
lated. Section 3 proposes a novel improved 
re�y algorithm
and describes the application of IFA to multilevel thresh-
olding problem. In Section 4, experiments and comparisons
are carried out and the corresponding results are discussed.
Section 5 gives a conclusion.

2. Problem Formulation of
Multilevel Image Segmentation

With the purpose of separating multiple objects from back-
ground, multilevel image segmentation is formulated. Otsu
thresholding is a classical and e�cient algorithm for image
segmentation [30–32]. In consequence, Otsu thresholding is
selected to solve image segmentation problem in this paper.
	e core idea of the Otsu thresholding algorithm is searching
a threshold to maximize the between-class variance.

Suppose that there are � pixels with � gray levels in an
image; the probability distribution of the gray level � (� =0, . . . , � − 1) can be de
ned by �� = ℎ�/�, where ∑�−1�=0 �� = 1
and ℎ� represents the number of pixels with the speci
c gray
level �. Hence, the mean value of the total image is �� =∑�−1�=0 ���. Let a threshold 	 partition the image into two classes:
class 
1 including the pixels � ≤ 	 and class 
2 including
the pixels � > 	. De
ne the probability of 
1 and 
2 to be�1 = ∑��=0 �� and �2 = ∑�−1�=�+1 ��. 	en, mean values of the
two classes can be calculated as

�1 = �∑
�=0

����1 ,
�2 = �−1∑
�=�+1

����2 .
(1)

In this situation, the maximum variance between two classes
can be de
ned as

�2 = �1 (�1 − ��)2 + �2 (�2 − ��)2 . (2)

To solve the multilevel Otsu thresholding problem, an
image needs to be classi
ed into � classes (
1, 
2, . . . , 
�)with
the set of thresholds (	1, 	2, . . . , 	�−1). In a similar way, the
maximum between-class variance with multilevel thresholds
can be de
ned as

�2
mul

= �∑
�=1
�� (�� − ��)2 . (3)

with

�� = ��∑
�=0

����� ,
�� = ��∑
�=0
��,

� = 1,
�� = ��∑
�=��−1+1

����� ,
�� = ��∑
�=��−1+1

��,
1 < � < �,

�� = �−1∑
�=��−1+1

����� ,
�� = �−1∑
�=��−1+1

��,
� = �,

(4)

In other words, the problem of multilevel Otsu thresh-
olding can be understood as searching a set of thresholds(̂	1, 	̂2, . . . , 	̂�−1) that can maximize the between-class vari-
ance. 	e optimization problem is de
ned as

(	̂1, 	̂2, . . . , 	̂�−1) = max�2
mul
. (5)

Obviously, multilevel Otsu thresholding algorithm is time-
consuming and involves large computation. To solve this
problem, an improved
re�y algorithm is applied to searching
multilevel thresholds.

3. Multilevel Image Segmentation
Based on IFA

3.1. Fire�y Algorithm. Fire�y algorithm is a new nature-
inspired approach for optimization, which mimics the biolu-
minescent behavior of 
re�ies [17]. In 
re�y algorithm, there
are three idealized rules: (1) all 
re�ies are unisex so that
one 
re�y is attracted to other 
re�ies regardless of their sex;
(2) attractiveness is proportional to their brightness; thus, for
any two �ashing 
re�ies, the less bright one moves towards
the brighter one. If there is no brighter one than a particular

re�y, it will move randomly; (3) the brightness of a 
re�y
is aected or determined by the landscape of the objective
function.
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	e movement of 
re�y � attracted to another more
attractive 
re�y � is determined by

�(�+1)� = �(�)� + � (���) × (�(�)� − �(�)� ) + �
× (rand − 12) ,

(6)

� (���) = �0�−�	��2 , (7)

where �(�)� and �(�)� represent the solution of the 	th iteration

for 
re�y � and 
re�y �; �(���) represents the attraction of

re�y � to 
re�y �, where ��� is the distance of 
re�y � and

re�y �, �0 is the attractiveness at ��� = 0, and � is the
light absorption coe�cient.	e third term is disturbing term
with � being the randomization parameter. rand is a random
number generator uniformly distributed in [0, 1].

	e main steps of 
re�y algorithm can be concluded as
follows: (1) calculate the 
tness values of 
re�ies according
to the objective function; (2) the 
re�ies with lower 
tness
values move to ones with higher 
tness values according to
(6); (3) sort the 
re�ies and 
nd the one with highest 
tness
value; (4) repeat iterations until the maximum iteration
number is reached.

3.2. Improved Fire�y Algorithm. In the previous section,
the original 
re�y algorithm has been introduced. Many
researchers have proven the e�ciency of 
re�y algorithm
in solving optimization problems. Nevertheless, in some
cases, the algorithm is easy to fall into local optima which
may lead to inappropriate results and slow convergence. 	e
reason causing the above phenomena is the imbalance of
global search and local search. Hence, to solve the problem,
two strategies (i.e., diversity enhancing strategy with Cauchy
mutation andneighborhood searching strategy) are proposed
in Sections 3.2.1 and 3.2.2. A novel improved 
re�y algorithm
with the two strategies is put forward in Section 3.2.3.

3.2.1. Diversity Enhancing Strategy with Cauchy Mutation. In
order to increase the global search ability and prevent the
loss of diversities, a diversity enhancing strategy with Cauchy
mutation is proposed.

	e probability density function of one-dimensional
Cauchy distribution can be described by

� (�) = 1� 		2 + �2 , (8)

where 	 > 0 is a scale parameter [33]. 	e distribution
function is

 (�) = 12 + 1� arctan(�	 ) . (9)

In this paper, diversity enhancing mechanism with
Cauchy mutation is de
ned by

�
� = �� + Cauchy (0, !) , (10)

where Cauchy(0, !) denotes a random number with Cauchy
mutation and ! is the scale parameter. Moreover, this strat-
egy is not generated for each individual, but for a certain

Fireflies
xbest

x
�

i

Figure 1: Diversity enhancing strategy with Cauchy mutation.

number of random chosen individuals. Figure 1 illustrates the
diversity enhancing process with Cauchymutation.	emain
steps of diversity enhancing strategy with Cauchy mutation
are as follows: (1) randomly select the "1 number of 
re�ies;
(2) update the 
re�ies with (10). It is worth noting that the

re�y with current best 
tness value is not to be chosen to
update with Cauchy mutation. 	e purpose is to avoid the
retrogression phenomenon in the optimum search progress.

3.2.2. Neighborhood Strategy. 	e diversity enhancing strat-
egy with Cauchy mutation increases the global search ability.
Nevertheless, an excellent optimization algorithm should
keep the balance of exploration and exploitation. Hence, a
neighborhood strategy for local search is proposed in this
section.	e concept of neighborhood in this paper is not the
neighborhood individuals in the solution space [34, 35], but
the neighborhood values of the 
re�y with best solution.

Suppose�best is the best solution of each iteration;�best�
denotes the �th value in �best. 	e neighborhood of �best is
de
ned as

Nei� = [�best� − $% ⋅ ⋅ ⋅ �best� − %�best��best�
+ % ⋅ ⋅ ⋅ �best� + $%]
 , (11)

where % denotes the adjacent distance and$ is a scale param-
eter. 	erefore, a new 
re�y �
� generated by neighborhood
strategy is

�
� (�) = �best� + rand × %, (12)

where rand is a random value selected from [−$,$]. 	at is
to say, in neighborhood strategy, the process of generating a
new 
re�y is as follows: randomly choose one element from
the 2$ + 1 neighborhood values of �best in each dimension
and combine the chosen elements to generate a new 
re�y.
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(1) Set the parameters and generate initial 
re�ies
(2) De
ne the objective function
(3) Light intensity is determined by the objective function value
(4) While (	 < Maxiter)
(5) Calculate the 
tness value of every 
re�y, and rank the 
re�ies
(6) Find the current best solution and the corresponding 
tness value �best(	)
(7) Update 
re�ies according to (6)
(8) If �best(	) = �best(	 − 1)
(9) Count continuously occurred number��
(10) If thr1 < �� < thr2
(11) Executive Diversity enhancing strategy with Cauchy mutation
(12) Elseif thr2 ≤ �� < thr3
(13) Randomly select one strategy from Diversity enhancing strategy with Cauchy mutation

and Neighborhood strategy
(14) Elseif thr3 ≤ �� < thr4
(15) Executive Neighborhood strategy
(16) Elseif �� ≥ thr4
(17) Terminate and go Step (24)
(18) End If

(19) �� = 0
(20) Elseif (�best(	) − �best(	 − 1)) < thr5
(21) Randomly select one strategy from Diversity enhancing strategy with Cauchy mutation

and Neighborhood strategy
(22) End If

(23) EndWhile

(24) Output the optimum result

Algorithm 1

xbesti

xbesti − d

xbesti − 2d

xbesti

xbesti + d

xbesti + 2d

x
�

i

Figure 2: 	e process of generating a new 
re�y by neighborhood
strategy.

A clear explanation of the process is presented in Figure 2. In
order to punish the worst 
re�ies and accelerate the conver-
gence, the neighborhood strategy is not generated for each

re�y, but for a certain number of ranked bottom 
re�ies.
	erefore, the neighborhood strategy can be described brie�y
as follows: choose the "2 number of ranked bottom 
re�ies
and update the 
re�ies according to (12).

3.2.3. Improved Fire�y Algorithm. 	e purpose of the pro-
posed improved 
re�y algorithm is to help 
re�ies escape
from local optima and accelerate the convergence. 	e
main steps of IFA are described in Algorithm 1, where 	 is

the iteration number, Maxiter is the maximum number of
iterations, �best(	 − 1) indicates the best 
tness value of last
iteration, and�best(	) records the current best 
tness value. In
Algorithm 1, steps (8) to (22) are the essence of the proposed
algorithm. When the best 
tness value does not improve
or shows very small improvement, it is considered that the

re�ies may get stuck in local optima.

In case of �best(	) = �best(	 − 1), count the continuously
occurring number ��. According to the value of ��, the
stagnated situation is divided into four stages with four
thresholds (thr1, thr2, thr3, and thr4). In the 
rst stagnated
stage (thr1 < �� < thr2), the proposed diversity enhancing
strategy with Cauchy mutation is applied to increasing the
diversity and enhancing the global search ability. In the
second stagnated stage (thr2 ≤ �� < thr3), two situations
are likely to occur: 
re�ies get stuck in a local optimum that
may be nearby or far from the real optimum. As a result,
the Cauchy mutation strategy and the neighborhood strategy
are selected randomly. If there is no improvement a�er the
second stage (thr3 ≤ �� < thr4), it is considered that the local
optimum is in
nitely close to the real optimum. 	erefore,
the neighborhood strategy is applied to enhancing the local
search ability. When the continuously occurring number ��
achieves the threshold thr4, it is considered that the global
optimum has been found a�er the earlier three stagnated
situations and the iteration would be terminated. In addition,
if the dierence between�best(	) and�best(	−1) is less than the
threshold thr5, the situation is similar to the second stagnated
stage. Hence, the approach of this situation is the same as that
of the second stage.
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Table 1: Parameters of IFA.

Parameters Values

Number of 
re�ies 50

Maximum number of iterations 100

Light absorption coe�cient � 1

Initial attractiveness �0 1

Initial randomization parameter � 1

	reshold values of thr1, thr2, thr3, and thr4 0, 6, 19, 25

	reshold value of thr5 0.25

Scale parameter ! in Cauchy mutation 2

Number of chosen 
re�ies in two strategies "1 and "2 5, 5

Scale parameter$ in neighborhood strategy 2

Adjacent distance % in neighborhood strategy 1

Parameter � in original 
re�y algorithm is a random-
ization parameter. Normally, a large � encourages global
search while a small � facilitates the local search [24]. As a
result, many researchers set parameter � as a monotonically

decreasing function with iteration. However, in the situation
of trapping in a local optimum, the small � may not play a
role. 	erefore, parameter � in IFA is de
ned as

�� =
{{{{{{{{{{{{{

( 12Maxiter
)1/(2Maxiter) ��−1, if �best (	) = �best (	 − 1)

or 0 < (�best (	) − �best (	 − 1)) < thr5

( 12Maxiter
)1/Maxiter ��−1, otherwise.

(13)

From (13), in the case of �best(	) = �best(	 − 1) and (�best(	) −�best(	 − 1)) < thr5, the value of � reduces the speed of
recession, so as to increase the disturbance ability.

3.3. Multilevel Image Segmentation Based on IFA. In this
section, multilevel image segmentation based on IFA is
proposed. Asmentioned above, themultilevel image segmen-
tation can be considered as an optimum problem. 	erefore,
the main steps of the proposed method are as follows:

(1) Input image.

(2) Initialize the parameters of IFA and make the max-
imum between-class variance �2

mul
be the objective

function of IFA.

(3) Use IFA to obtain a set of thresholds (̂	1, 	̂2, . . . , 	̂�−1),
which can maximize (5).

(4) Segment image with thresholds (̂	1, 	̂2, . . . , 	̂�−1).
4. Experiment Results and Comparisons

	e experiments were implemented in MATLAB on a com-
puter with Intel Core 2.26GHz and 2GB memory. Four
standard test images (“Lena,” “Cameraman,” “Baboon,” and
“Peppers”) are used for conducting experiments. 	ree QFN
defect images (QFN images with scratch defect, scrape defect,
and void defect) captured from QFN test handler were
also used for testing. In order to verify the e�ciency of

the proposed method, Darwinian particle swarm optimiza-
tion (DPSO) [10], hybrid dierential evolution optimization
(HDE) [36], and FA are carried out for comparison.

4.1. Image Segmentation Results of the Proposed Method.
According to Section 3 and the characteristics of image seg-
mentation, the parameters of IFAwere set as shown inTable 1.

Image segmentation results of the proposed method are
shown in Figure 3: from top to bottom, they are “Lena,”
“Cameraman,” “Baboon,” “Peppers,” “QFN image with
scratch defect (hereina�er referred to asQFN1),” “QFN image
with scrape defect (hereina�er referred to as QFN2),” and
“QFN image with void defect (hereina�er referred to as
QFN3)”; the 
rst column shows the original images and the
second to the 
�h columns show, respectively, the corre-
sponding images of segmentation results with two, three,
four, and 
ve thresholds obtained by the proposed method.

4.2. Results Comparisons. 	e e�ciency of the proposed
method was evaluated by comparing the results with DPSO,
HDE, and FA. DPSO [10] is the variation of particle swarm
optimization. In DPSO, there are many swarms existing in
each iteration. Moreover, in order to escape the local optima,
the swarms are judged according to the selection mecha-
nism. HDE [36] is the variation of dierential evolution
optimization. In order to improve convergence, the local
search routine and adaptive crossover operator are applied in
HDE.
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(a1) (a2) (a3) (a4) (a5)

(b1) (b2) (b3) (b4) (b5)

(c1) (c2) (c3) (c4) (c5)

(d1) (d2) (d3) (d4) (d5)

(e1) (e2) (e3) (e4) (e5)

(f1) (f2) (f3) (f4) (f5)

(g1) (g2) (g3) (g4) (g5)

Figure 3: Original test images and segmented images with 2, 3, 4, and 5 thresholds.
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Table 2: Parameters of DPSO, HDE, and FA.

DPSO HDE FA

Population size 15 Population size 50 Number of 
re�ies 50

Maximum number of iterations 100 Maximum number of iterations 100 Maximum number of iterations 100

Cognitive coe�cient 1.5 Triangular distribution for scaling factor [0.3 0.4 0.5] Light absorption coe�cient 1

Velocities range [−2, 2] Triangular distribution for crossover rate [0.2 0.5 1.0] Initial attractiveness 1

Initial weight 1.2 Lineal recombination factor 0.75

Max. population size 30 Refreshment size 20

Min. population size 5 Cumulative number of success 15

Number of swarms 4 Probability to run a local search procedure 0.001

Maximum swarms 6

Minimum swarms 2

Stagnancy 10

Table 3: 	reshold values obtained by the four methods.

Test images @ DPSO HDE FA IFA

Lena

2 87, 146 87, 146 87, 146 87, 146

3 76, 122, 166 76, 122, 166 76, 122, 166 76, 122, 166

4 72, 111, 142, 177 72, 111, 142, 177 72, 111, 142, 177 72, 111, 142, 177

5 61, 88, 115, 142, 177 60, 87, 113, 143, 177 60, 88, 115, 142, 176 61, 88, 115, 142, 177

Cameraman

2 69, 143 69, 143 69, 143 69, 143

3 58, 118, 155 58, 118, 155 58, 118, 155 58, 118, 155

4 41, 93, 138, 168 41, 94, 139, 169 41, 94, 139, 169 41, 94, 139, 169

5 34, 81, 121, 148, 172 33, 79, 119, 147, 171 35, 81, 121, 148, 172 35, 81, 121, 148, 172

Baboon

2 72, 126 72, 126 72, 126 72, 126

3 55, 92, 133 55, 92, 133 55, 92, 134 55, 92, 133

4 46, 80, 109, 142 45, 77, 108, 141 46, 79, 109, 142 46, 80, 109, 142

5 45, 77, 105, 132, 156 44, 75, 102, 127, 155 46, 77, 105, 131, 157 46, 77, 105, 132, 157

Peppers

2 67, 134 67, 134 67, 134 67, 134

3 62, 118, 165 61, 117, 165 62, 118, 165 62, 118, 165

4 46, 85, 125, 168 46, 85, 125, 168 46, 85, 125, 168 46, 85, 125, 168

5 42, 78, 112, 145, 176 42, 78, 112, 145, 177 42, 78, 112, 145, 176 42, 78, 112, 145, 176

QFN1

2 113, 209 113, 209 113, 209 113, 209

3 80, 145, 220 80, 145, 220 80, 145, 220 80, 145, 220

4 70, 114, 172, 227 70, 114, 172, 227 70, 114, 172, 227 70, 114, 172, 227

5 62, 88, 132, 182, 230 63, 91, 136, 186, 231 62, 88, 132, 183, 230 62, 88, 132, 182, 230

QFN2

2 91, 193 91, 193 91, 193 91, 193

3 68, 133, 215 68, 133, 215 68, 133, 215 68, 133, 215

4 60, 103, 168, 229 60, 103, 168, 229 60, 103, 168, 229 60, 103, 168, 229

5 53, 79, 123, 180, 222 54, 80, 124, 181, 232 54, 81, 125, 182, 233 54, 81, 125, 182, 233

QFN3

2 98, 198 98, 198 98, 198 98, 198

3 72, 133, 212 72, 133, 212 72, 133, 212 72, 133, 212

4 64, 107, 165, 225 64, 107, 165, 224 64, 107, 165, 225 64, 107, 165, 225

5 57, 86, 128, 179, 229 58, 86, 129, 180, 230 58, 86, 129, 180, 230 58, 86, 129, 180, 230

	e four methods were compared in four aspects: accu-
racy, computational time, convergence, and stability. Param-
eters of DPSO, HDE, and FA were set in Table 2. For fair
comparison, in the iteration, if global best solution was not
improved and the repeat time reached the threshold thr4
in IFA, DPSO, HDE, and FA would be terminated and
output the results. Owing to the randomness of the four

algorithms, each algorithm was executed 50 times to verify
the performance.

4.2.1. Comparison of Accuracy. Due to the randomness, the
best experimental results obtained by the four algorithms are
listed in Tables 3 and 4, where @ represents the number of
thresholds. Tables 3 and 4, respectively, show the thresholds
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Figure 4: Convergence curves.

and the corresponding 
tness values. 	e best values of the
four algorithms are emphasized in boldface. It can be found
that the four algorithms obtain the best 
tness values when@ = 2, 3. However, with the number of thresholds increasing,
the 
tness values of IFA are slightly higher than those of the
other three methods.

4.2.2. Comparison of Computational Time. 	e minimum
computational time spent on 
nding the best 
tness val-
ues in Table 4 is listed in Table 5. 	e results of com-
putational time reveal that, in a few cases, the DPSO
method and HDE method cost less time. However, the
IFA method spends the minimum time in most situa-
tions.

4.2.3. Comparison of Convergence. In order to demonstrate
the convergence performance of the proposed method,
convergence curves are drawn in this section. 	e conver-
gence curves for Peppers (@ = 2), Baboon (@ = 3), QFN3
(@ = 4), and Lena (@ = 5) are, respectively, shown in
Figures 4(a), 4(b), 4(c), and 4(d). It is easy to 
nd that the IFA
based method has a faster convergence speed than the other
methods. 	e DPSO method and the HDE method rank
second and third.	eFAmethodhas the slowest convergence
speed.

4.2.4. Comparison of Stability. As mentioned before, all the
optimization algorithms are of the randomness characteristic.
Tables 3, 4, and 5 show the best results of the four algorithms.
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Table 4: Objective function values obtained by the four methods.

Test images @ Objective function values

DPSO HDE FA IFA

Lena

2 1993.294 1993.294 1993.294 1993.294

3 2162.980 2162.980 2162.980 2162.980

4 2229.253 2229.253 2229.253 2229.253

5 2253.910 2253.905 2253.910 2253.910

Cameraman

2 3650.335 3650.335 3650.335 3650.335

3 3725.715 3725.715 3725.715 3725.715

4 3780.663 3780.687 3780.687 3780.687

5 3811.995 3811.969 3812.009 3812.009

Baboon

2 1712.177 1712.177 1712.177 1712.177

3 1805.536 1805.536 1805.536 1805.536

4 1858.560 1858.496 1858.560 1858.560

5 1888.173 1887.624 1888.204 1888.204

Peppers

2 2532.321 2532.321 2532.321 2532.321

3 2703.572 2703.572 2703.572 2703.572

4 2766.459 2766.459 2766.459 2766.459

5 2810.842 2810.830 2810.842 2810.842

QFN1

2 8639.842 8639.842 8639.842 8639.842

3 8712.686 8712.686 8712.686 8712.686

4 8744.161 8744.161 8744.161 8744.161

5 8759.376 8759.372 8759.375 8759.376

QFN2

2 9863.972 9863.972 9863.972 9863.972

3 9925.391 9925.391 9925.391 9925.391

4 9953.834 9953.834 9953.834 9953.834

5 9967.853 9967.858 9967.862 9967.862

QFN3

2 9303.764 9303.764 9303.764 9303.764

3 9376.492 9376.492 9376.492 9376.492

4 9408.903 9408.896 9408.903 9408.903

5 9425.306 9425.307 9425.307 9425.307

However, it is necessary to calculate the mean value and
standard deviation so as to show the quality of stability. 	e
mean value � and standard deviation std are, respectively,
de
ned as

� = ∑���=1  �A	 ,
std = √∑���=1 ( � − �)2A	 ,

(14)

where A	 is the number of times the algorithm ran and  
is the best objective value obtained each time. 	e mean
values and standard deviations of four algorithms are shown
in Table 6. As can be seen, the four methods almost get the
best stability when the number of thresholds is 2. With the
number of thresholds increasing, the IFA algorithm owns the
best stability quality.

Table 5: Computational time of the four methods.

Test images @ Computational time (s)

DPSO HDE FA IFA

Lena

2 0.606 0.599 0.719 0.571

3 0.865 0.734 1.312 0.761

4 1.241 1.562 1.438 1.107

5 1.566 1.799 1.753 1.327

Cameraman

2 0.633 0.704 0.761 0.548

3 0.969 1.027 1.346 0.772

4 1.337 1.302 1.592 1.134

5 1.945 1.699 1.728 1.361

Baboon

2 0.599 0.513 0.799 0.574

3 0.969 1.057 1.222 0.874

4 1.292 1.322 1.377 0.989

5 1.556 1.447 1.665 1.286

Peppers

2 0.677 0.628 0.816 0.609

3 0.929 0.816 1.105 0.805

4 1.026 0.973 1.389 0.894

5 1.877 1.291 1.509 1.031

QFN1

2 0.469 0.448 0.611 0.439

3 0.718 0.841 1.099 0.732

4 1.021 1.157 1.251 0.991

5 1.343 1.329 2.100 1.025

QFN2

2 0.386 0.653 0.756 0.531

3 0.750 0.811 1.018 0.603

4 0.933 1.125 1.355 1.037

5 1.498 1.372 1.867 1.132

QFN3

2 0.487 0.779 0.881 0.571

3 0.738 1.115 1.168 0.669

4 1.045 1.503 1.618 0.850

5 1.075 1.718 1.778 1.199

4.3. Discussion. In the previous sections, the optimum results
of the proposed method and the comparisons of four meth-
ods are given. In terms of accuracy, the IFA based thresh-
olding method obtains slightly higher 
tness values than the
other three methods. On the part of computational time and
convergence, IFA, DPSO, and HDE perform better than FA.
In the aspect of stability, IFA has the best performance.

	e superior performance by IFA is due to the diversity
enhancing strategy with Cauchymutation and neighborhood
strategy. Two strategies are applied according to dierent level
of stagnations. With the advance of the two strategies, the
IFA based method can keep the balance of exploration and
exploitation in the search space. 	e experimental results
indicate that the proposed method performs better than the
other three methods.

5. Conclusion

	is paper presents amultilevel image thresholding approach
based on the proposed improved 
re�y algorithm. 	ere are
two contributions in this paper. Firstly, an improved 
re�y
algorithm is proposed. In IFA, diversity enhancing strategy
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with Cauchy mutation and neighborhood strategy are con-
ducted to increase the global search ability and accelerate the
convergence. Secondly, IFA is applied to searching multilevel
global best thresholds. Seven images are used to verify the
proposed method. 	e experimental results reveal that the
IFA based method can e�ciently that the IFA based method
can e�ciently search the multilevel thresholds and segment
images into background and objects. Moreover, the proposed
method shows better performance than the DPSO method,
HDE method, and FA method.
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