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Multimedia is one of the key drivers improving virtual reality and augmented reality
(VR/AR), which are promising to reform human–computer interaction in the future
with lower-cost and all-in-one headsets containing powerful hardware. Advances in
multimedia research on video compression and human–computer interfaces have
further enhanced the immersion and efficiency of experiences on the platform.
However, many VR/AR experiences are still very difficult to build using traditional
engineering methods and many available behavioral and biometric data have not
been well explored. Further research in the multimedia community is needed to
enhance the usefulness of these systems, with potential in affective learning,
resource generation, and developer tools.

Virtual reality and augmented reality (VR/AR)
could be considered as one of the key technol-
ogies for the next generation of a human–

computer interaction. VR/AR headset technology has
become powerful enough that many traditional mobile
or PC applications can now run on such headsets.
Multimedia has played an important role to enable
VR/AR technologies. To enable VR/AR devices to dis-
play the high-resolution virtual environments to the
user seamlessly, immersive content needs to be effec-
tively and efficiently projected and displayed on a vir-
tual three-dimensional spherical surface. Continuous
efforts from the multimedia community have led to
the development of video-coding techniques, includ-
ing layered video coding,1 entropy equilibrium optimi-
zation,2 etc. While the technology is ready for personal
use and single-user applications, effective compres-
sion, and efficient transmission to enable intercon-
nected VR/AR remains a fundamental challenge and
further research is required.

While the users are able to see high-quality videos
using VR/AR devices, their behaviors and surrounding
environment are captured by the devices using cam-
eras and sensors as well. So, multimedia tools and
techniques can be applied to improve user experien-
ces. Specifically, the multimedia data collected by the

device can be used to facilitate user’s interactions
with the VR/AR environment. Advanced deep neural
networks have been utilized to analyze the multimedia
data collected by VR/AR devices to recognize pat-
terns, such as speech,3 hand postures, and gestures4

to interact with the applications, removing the need
for conventional controllers. However, the usability
and reliability of these techniques to process data
remain the key problem to allow for smooth and natu-
ral interaction in the VR/AR environment.5

VR/AR also provides access to user data that were
previously difficult to collect, such as hand pose, head
pose, eye-tracking, image, and audio data. These data
types can provide great insights into a user’s status,
which could benefit domains, such as affective learn-
ing. Many VR/AR experiences mainly consist of rule-
based systems utilizing the immersive nature of the
platform, particularly in domains such as education.
Such experiences have continuously been found to
help improve user engagement,6 which can be quite
challenging using traditional online platforms, espe-
cially with hands-on operational work7 or instructions
to younger children such as those with disabilities.8

However, others have shown that significant numbers
of participants in certain VR/AR environments may
actually learn less due to the distraction on the
platform, even when they are engaged.9 With the addi-
tional data that VR/AR hardware can allow research-
ers to collect passively, it may be possible to integrate
these data into multimodal affective learning systems
like those described by Verma et al.10, Tao et al.11 to
modify experiences dynamically based on a user’s
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predicted needs and emotional state, keeping user
engagement while augmenting learning.

The immersive nature of the platform implies that
many assets and details are necessary to construct a
realistic environment and a good sense of immersion,
leading to enormous time and efforts developing
assets in three-dimensional (3-D) space to accompany
VR/AR experiences. This problem hinders developing
new applications and immigrating existing ones for
the VR/AR environment. Research in multimedia could
also prove quite useful to mitigate and facilitate con-
tent generation for the VR/AR environments. Contin-
ued research into converting images into 3-D assets,12

natural language descriptions into environments,13

and the generation of audio14 can all help minimize
the work needed to create such environments for any
use-case. To ensure that these generated environ-
ments are not simply static scenes, more research
needs to be done for natural language-based code
generation since current methods15,16 lack those data-
sets needed to create robust models that could be uti-
lized to generate functionality within the VR/AR
environments.

Another challenging problem faced by VR/AR
would be integrating the aforementioned multimedia
methods and many other tools to allow developers to
take advantage of the sensors and data available to
them. Platforms such as Unity are extremely useful to
create environments using traditional methods of
asset creation, as well as providing some infrastruc-
ture to integrate the artificial intelligence models
directly into projects.17 However, it can still take a very
long time to create VR/AR experiences. By creating
frameworks and tools, it could be possible to allow
users to generate fully functional environments them-
selves without the need for extensive computer sci-
ence knowledge and avoiding lengthy development
timelines.

In conclusion, VR/AR is a high-impact platform for
the research and development of novel multimedia
techniques and shows incredible promise in improving
user outcomes in various domains. Advances in com-
pression and interaction technologies as well as the
multimedia data that can be collected have greatly
improved the usability of the platform for user applica-
tions. However, more research needs to be done to
take full advantage of the platform. VR/AR has proven
to be a modality that can drive improved engagement
within users, and further research into directions,
such as affective learning, content generation, and
development platforms can help fully realize the
potential of the platform.
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