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Multimedia Multimetric Map-Aware Routing

Protocol to Send Video-Reporting Messages Over

VANETs in Smart Cities
Ahmad Mohamad Mezher and Mónica Aguilar Igartua

Abstract—One of the most important goals of vehicular ad hoc
networks (VANETs) in smart cities is the efficient management of
accidents, specially to prevent them. Our research lies on a promis-
ing smart service, which soon might be available in our cities. After
the occurrence of an accident, a vehicle could make a light and short
video of the situation and send it through the VANET till reaching
an access point in the infrastructure of the city to alert the emer-
gencies service (e.g., 911 or 112). With a video message, the level
of seriousness of the accident could be better interpreted by the
authorities (i.e., health care unit, police, ambulance drivers) than
with a simple text message. In this way, vehicles could participate
in reporting a situation in the city using the ad hoc network so it
would be possible to have a quick reaction of the emergency units
and even prevent further accidents. The deployment of an efficient
routing protocol to manage video-reporting messages in VANETs
has important benefits by enabling a fast warning of the incident,
which potentially might save lives. To contribute with this goal,
we propose a multimedia multimetric map-aware routing protocol
to provide video-reporting messages over VANETs in smart cities.
Furthermore, a realistic scenario is created by using real maps with
SUMO including buildings that may interfere the signal between
sender and receiver. Also, we use our REVsim tool that allows vehi-
cles to avoid choosing vehicles behind buildings to be chosen as next
forwarding nodes. Simulations show the benefits of our proposal,
taking into account the mobility of the nodes and the presence of
interfering buildings.

Index Terms—Building attenuation, realistic urban scenarios,
smart cities, vehicular ad hoc networks, video-streaming services.

I. INTRODUCTION

A
VEHICULAR ad hoc network (VANET) is an infrastruc-

tureless type of network where nodes are vehicles [3], [4].

VANETs are wireless networks that are emerging thanks to ad-

vances in wireless technologies and in the automotive industry.

Vehicular networks are formed by moving vehicles equipped

with wireless interfaces, as it is shown in Fig. 1. VANETs
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Fig. 1. Different types of communications in VANETs.

are considered as one of the most promising ad-hoc network

technologies for real life applications, enabling communica-

tions among nearby vehicles as well as between vehicles and

fixed equipment in the infrastructure also called roadside units

(RSUs).

On the other hand, emerging smart city applications include

new services that involve vehicles, drivers, pedestrians and city

infrastructure. Smart city applications could be used in emer-

gency situations that require the coordination and collaboration

between implicated parts to, for instance, treat urgently wounded

people who have suffered an accident. Emergency prevention

and response are key issues for smart cities to face any kind

of sudden incident such as traffic accidents, traffic jams, public

transport delays, etc. For example, after the event of an acci-

dent, one of the involved vehicles could shoot a light and short

video of the accident (with an external camera mounted on the

vehicle) and send it through the VANET to alert the emergen-

cies service (e.g., 911 or 112). With a video message, the level

of seriousness of the accident could be better interpreted by

the authorities (i.e., health care unit, police, ambulance drivers)

than with a simple text message. The prevention and manage-

ment of accidents is one of the most important goals in smart

cities, and nowadays information and communication technolo-

gies (ICTs) in collaboration with citizens play an essential role

in this field. In this way, vehicles could participate in reporting
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a situation in the city using the VANET network so it would be

possible to have a quick reaction of the emergency units that

receive video-reporting warning messages about an accident. In

this kind of situations, VANETs play an important role in smart

cities, where vehicles are welcome to participate and interact

with the management of the city. Diverse kinds of data could

be gathered from the vehicles, e.g., need for health care after an

incident or state of the traffic density. This way, the public ad-

ministration would have an interactive network of vehicles who

actively participate in the management of the city. It would be

possible to have a quick answer to solve daily problems and help

the emergency units in case of incidents (e.g., traffic accidents

or traffic jams).

This article is an extension of our preliminary paper [2], in

which we proposed REVSim, a tool that helps us to attain real-

istic simulation results. REVsim is able to detect the presence

of obstacles in real maps so that each time a node (i.e., a vehi-

cle) is going to send a packet, a check is done to ensure that no

obstacles are found between the current and the next forwarding

node; otherwise, the packet would be dropped. Furthermore, in

this paper, we implement the use of the REVSim tool in our

forwarding algorithm, so that the forwarding operation is build-

ing aware and the current forwarding node can avoid vehicles

behind buildings to be chosen as next forwarding nodes. In ad-

dition, in this work we present our proposal of a geographic

multimedia multimetric map-aware routing protocol based on

hop-by-hop forwarding decisions, which is building aware, for

VANETs to send video-reporting messages in a smart city. Also,

an algorithm to update the weights of the metrics dynamically

throughout time is proposed in this work, so that those most

decisive metrics are highlighted.

The special requirements and the unique characteristics of

VANETs (e.g., special mobility patterns, short life links, rapid

topology changes) generate challenges for the research commu-

nity. Due to that, it is necessary to develop new routing pro-

tocols specially designed for VANETs that are able to provide

the above mentioned video-reporting services. In this work, a

new proposal of a multimetric geographical routing protocol

for VANETs to transmit video-reporting messages is presented.

Our proposal considers several quality of service (QoS) met-

rics to select the best next forwarding vehicle for each packet

in each hop towards its destination. These metrics are properly

weighted to obtain a multimetric score for each vehicle in the

transmission range so that the current forwarding node can take

the best next hop forwarding decision. In addition, the weights

of the QoS metrics are self-configured. We have designed an al-

gorithm to compute and update those weights throughout time

so that nodes would be better classified according to the current

state of the environment. In this way, each time the forwarding

algorithm needs to classify nodes, a proper weight value for

each metric will be updated so that the adaptative framework

is able to self-configure and the best next forwarding node can

be chosen. Simulation results show the benefits of our proto-

col in terms of average packet losses, average end-to-end delay,

average jitter delay and Peak Signal to Noise Ratio (PSNR).

The rest of the paper is structured as follows. Section II

includes some relevant related work. In Section III we

summarize the features of our java program REVsim [2] that de-

tects obstacles in a real map obtained from the OpenStreetMap

[5]. Section IV presents our multimedia multimetric geograph-

ical routing protocol, the metrics, the way metrics are evalu-

ated and how we compute the final multimetric score for each

candidate neighbor to be the next forwarding node. Section V

analytically describes how to compute and update the values

of the weights of the metrics. Simulation results are shown and

analysed in Section VI. Finally, conclusions and future work are

given in Section VII.

II. RELATED WORK

Routing in VANETs is the process of selecting the best vehicle

or vehicles in the network through which data will be forwarded.

The best forwarding node is not necessarily the closest one to

destination, although nodes usually are selected using the short-

est path. Similar proposals of routing protocols for vehicular ad

hoc networks close to our work can be classified in two cat-

egories: (a) geographical routing protocols for VANETs; and

(b) routing protocols used to transmit video over VANETs. In

the following we summarize some representative works related

to our proposal in both categories.

a) Regarding geographical routing protocols, many proto-

cols were designed in the last years for VANETs. The work

in [6] shows that the best routing protocols for VANETs

are based on the information of the instantaneous loca-

tions of nodes. Geographic unicast protocols for VANETs

can be classified into three categories [7]: (i) greedy,

(ii) opportunistic, (iii) trajectory based. The most com-

mon approach in VANETs is the greedy strategy where a

node forwards packets to its neighbor located closest to

destination. Opportunistic strategies use the store-carry-

and-forward technique to avoid dropping packets when

no forwarding node is available. However, this strategy

incurs high delays, which are not suitable for video-

streaming of delay sensitive content. Using a trajectory-

based strategy, a vehicle has more chances to be selected

as a forwarding node if it is moving towards destina-

tion. On the other hand, GPSR [8] is a well-known greedy

geographic unicast protocol designed for VANETs. Nodes

are assumed to know their locations as well as the destina-

tion location. GPSR has two different modes to forward

packets: greedy mode, which is used by default, and

perimeter mode used when it is not possible to use the

greedy mode. Several proposals have been presented in the

literature to improve the basic GPSR. Movement predic-

tion routing (MOPR) in [9] improves the routing process

of GPSR by including a link stability concept to choose

the best forwarding node. Authors in [10] present the I-

GPSR (Improvement GPSR) that incorporates four met-

rics (distance to destination, vehicle density (VD), moving

direction and vehicle speed) used to select the best for-

warding node. In [11], the authors propose MMMR that

uses four metrics (distance to destination, vehicle density,

trajectory and available bandwidth) to select next forward-

ing nodes. MMMR is map-aware considering possible
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obstacles, although only in Manhattan scenarios. Our pro-

posal improves MMMR since it is building-aware in any

real map scenario, it also considers an additional metric

of MAC losses and metrics are weighted dynamically.

b) Regarding routing protocols used to transmit video-

streaming in VANETs, only a few studies have been pro-

posed so far. We highlight the work [12], where the au-

thors present VIRTUS (VIdeo Reactive Tracking-based

UnicaSt), a proposal which extends the duration of the

decision of nodes to forward packets from a single trans-

mission moment to a time window. VIRTUS evaluates the

suitability of a node to relay packets, including a density-

aware relaying node selection in the video transmission

process showing significant improvements. In [13], the

authors propose a multipath solution for VANETs to pro-

vide a high quality video-streaming on VANETs. Due

to the special characteristics of VANETs and the large

amount of video data, extra interference and contention

during the video-streaming is due to the redundancy of

Forward Error Correction (FEC). To cope with this issue,

authors use the TCP protocol to transmit the I-frames to

ensure their transmissions and UDP protocol to transmit

P and B frames to reduce the delay of the transmissions.

I frames (Intra-coded frames) do not require other video

frames to be decompressed; P frames (Predictive-coded

frames) use data from previous I or P frames to be de-

compressed and are smaller than I frames; B frames

(Bidirectionally-predictive-coded frames) use both pre-

vious and forward I or P frames for data reference and

achieve the highest amount of data compression. Further-

more, authors use the node disjoint and link disjoint al-

gorithms to further minimize the delay by transmitting

I-frames and inter-frames (P and B frames) through sep-

arate paths. Simulations show that our multipath protocol

3MRP provides a higher video quality with an acceptable

delay compared to other protocols.

Our multimetric routing protocol takes the three aforemen-

tioned forwarding aspects (greedy, opportunistic and trajectory)

into consideration to select the best next node to forward video-

reporting messages over VANETs. In addition, we use realistic

scenarios by considering obstacles present in real maps when a

forwarding node is going to be selected. Our proposal includes

five metrics to optimize the selection of the best forwarding

node in our geographic-based routing protocol. These metrics

obtained from hello messages periodically interchanged by ve-

hicles are:

1) Distance to destination: It is the distance between each

candidate node and the destination node.

2) Vehicle density: It is computed as the number of vehicles

in the neighbors’ list of node I divided by π · TR2
I , being

TRI the transmission range of the candidate node I . For

the sake of a simple model, we assume a circle to define

the transmission range of the nodes.

3) Trajectory: It is computed as a comparison of the current

distance of a candidate node to destination with a future

distance between those same two nodes. This way we

detect if the candidate node is getting closer to or going

away from destination.

4) Available Bandwidth Estimation (ABE): The ABE [14]

algorithm is used to estimate the available bandwidth in a

link between two nodes, in our case between the current

node and each candidate node.

5) MAC layer losses: Our routing protocol uses the packet

losses computed at the MAC layer as a kind of local

feedback information.

Then, we weight those five metrics into a single multimetric

score using firstly equal and secondly variable weights updated

with an algorithm.

To the best of our knowledge, the aim to use several metrics

dynamically weighted to distribute video reporting messages

over VANETs in realistic urban scenarios, is novel. We test our

proposal in a realistic urban scenario, using the NS-2 simulator

[15], including real maps from OpenStreetMap [5], realistic

mobility patterns with C4R [16] and a tool named REVsim

[2] that we have developed to detect buildings efficiently. In the

next section we have described the REVsim operation.

III. DETECTING OBSTACLES IN REAL MAPS

In this section, we give a brief summary of the main features

of our program REVsim [2] which is able to detect obstacles

at each time-stamp in real maps, e.g., taken from the Open-

StreetMap [5].

A. Motivation

To trust the results of any performance evaluation of a new

proposal using a network simulator, a realistic environment

should be used. Buildings as obstacles present in a real map

could attenuate or even block the signal. Due to this fact, it is

extremely important to consider obstacles that can actually be

found in any real city map. Therefore, two nodes that belong

to the same transmission range will actually be able to commu-

nicate with each other depending on the presence or absence

of obstacles between them. Common traffic simulators do not

take into account this transcendent issue. These facts lead us

to design a program called REVsim [2] to detect if two nodes

within the same transmission range could actually interchange

packets or not during simulation. REVsim is able to detect the

presence of buildings in the cities that could avoid the commu-

nication between two vehicles. Furthermore, this detection is

done efficiently and fast, as we will explain in the following.

B. Program Scheme

In Fig. 2, we illustrate a scheme of REVsim. Next, we explain

all the input files, the input parameters and the output files of

our tool.

C. Input Files

The program has two input files:

1) A file .net.xml that contains the output format provided by

the C4R simulator [16] with the transformed coordinates
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Fig. 2. REVsim tool to detect buildings efficiently in real maps.

Fig. 3. The α parameter to detect if two vehicles are in line of sight or not.

of the map downloaded from OpenStreetMap [5]. From

that file we extract different kind of objects that define a

map, such as a simple 2D point location, or a discrete line

reaching a junction. These parameters with information

about the map are extracted from the file .net.xml using

java code and are saved in arrays in order to use them

efficiently later by our program REVsim.

2) A file .tcl that contains the output of the C4R simulator.

This file contains information about nodes, positions and

their movements at each moment during simulation.

D. Input Parameters

We define four parameters to help the forwarding algorithm

to determine if two vehicles in the same transmission range

could establish a communication or not taking into account the

presence of buildings between them. These parameters are α,

β, road resolution and transmission range.

1) The α Parameter of Our Algorithm to Detect Buildings:

As it is depicted in Fig. 3, the α parameter is defined as the

angle that relates two roads (road A and road B in Fig. 3)

starting from a common junction. An obstacle is assumed to be

between those roads. The α parameter is used to determine till

which angle α we can still consider that vehicles in road A can

establish communication with vehicles in road B. In this way,

the visibility between two vehicles is true or false depending on

the value of α, which is calculated using (1).

α = 180◦ − arccos
(

�U ·�V

‖�U ‖·‖�V ‖

)

(1)

where α is the angle between the two vectors �U and �V that

define roads A and B, respectively. ‖ �U ‖ is the magnitude of

vector �U and ‖ �U ‖ · ‖ �V ‖ is the scalar product of both vectors.

A node in street A can establish communication with another

Fig. 4. An example of how the β parameter is computed between two vehicles
A and B located on a curved road.

node in street B if α < αt where αt is a threshold value for α
to be chosen experimentally.

2) The β Parameter of Our Algorithm to Detect Buildings:

The β parameter is defined to establish the relationship between

two or more lines that are part of a same curved road. In this

way, we determine the grade of curvature as a vehicle travels

through the consecutive lines of a same curved road. Besides,

β is used to efficiently determine the relationship of two related

curved roads by means of the lines that compose both roads. By

related roads we mean that any two nodes in those roads could

establish communication.

Our algorithm begins analysing the value of α as a first step

and then the value of β as a second step, locating the points

(vehicles) in the map using lines instead of roads. We consider

that roads are formed by lines so for each single point (vehicle) in

the map, its associated line is determined. That is, the algorithm

determines on which line of the road the vehicle is located.

Mathematically, β is the sum of a set of small betas obtained

between two vehicles A and B (see Fig. 4), βφ,K − βφ,J ,

φ ≤ J ≤ K≤ L, being J the line number of vehicle A, K
the line number of vehicle B and L the total number of lines

in that road. Those small betas define the curvature between

two vehicles A and B, according to Fig. 4. The parameter β is

calculated as seen in (2).

β =
i=K
∑

i=φ

βi −
i=J
∑

i=φ

βi . (2)

Two vehicles in that road can establish communication with

each another if β < βt , where βt is a threshold value for β.

3) Road Resolution: Every line of a road is sampled into

discrete points that describe that line. This raises a trade-off

between the processing time and the precision of the algorithm,

knowing that increasing the number of samples per line means a

higher precision in the location of vehicles, but also an increment

in the processing time. In Fig. 5, we show two different values of

road resolution where we can notice that the high road resolution

generates more samples than the low road resolution, so the

positions of vehicles are more accurate if the road resolution is

higher.

4) Transmission Range: For every vehicle in the urban sce-

nario, the algorithm only analyses the presence of buildings in

the line formed with every neighbor vehicle within its trans-

mission range. This way we reduce the analysis only for those

Authorized licensed use limited to: UNIVERSITAT POLITECNICA DE CATALUNYA. Downloaded on January 20,2021 at 18:45:27 UTC from IEEE Xplore.  Restrictions apply. 



MEZHER AND IGARTUA: MULTIMEDIA MULTIMETRIC MAP-AWARE ROUTING PROTOCOL TO SEND VIDEO-REPORTING MESSAGES 10615

Fig. 5. Two different road resolutions.

TABLE I
BUILDING-AWARE OUTPUT FILE Output.txt

D T N

b1,2,1

b1,2,2

........
b1,2,T

b1,3,1

b1,3,2

........
b1,3,T

........
b1,N ,T

b2,3,1

b2,3,2

........
b2,3,T

........
b2,N ,T

........

........
bN −1,N ,1

bN −1,N ,2

........
bN −1,N ,T

vehicles with which the vehicle could establish a communica-

tion. This is done for every simulation moment, analyzing the

snapshot of every vehicles’ location and the interaction with the

buildings in the real map. It is important to highlight that this

analysis is done off-line, once we select the piece of real map,

from OpenStreetMap [5], that will feed the NS-2 simulator. This

way our building-aware forwarding algorithm is not affected by

any computational delay produced if the analysis were done

online during simulations.

E. The Output Building-Aware File

As Fig. 2 shows, after REVsim processes all its inputs, it

obtains an output file named output.txt, whose format is shown

in Table I. During simulation the forwarding algorithm will look

at this file to quickly find out if two nodes are in line of sight

(LOS) or not in case of having a building between them. This

will be done each time a node needs to select a next hop among

its neighbors to forward a packet towards destination.

Algorithm 1: Calculate the position value of the REVsim

output file for (Source, Destination) in a specific Timestamp.

Require: Input data (Source, Destination, Total simulation

time, Number of nodes, Timestamp)

Require: i = 1, Ipos = 0 #Ipos = initial position

1: if Source > Destination then

2: tmp = Destination

3: Destination = Source

4: Source = tmp

5: end if

6: if Source = 1 then

7: Position = (Destination - Source - 1 ) * Simulation

time + Timestamp

8: end if

9: while i < Source do

10: Ipos = Ipos + (Number of nodes -i) * Simulation time

11: Position = Ipos + (Destination - Source - 1) *

Simulation time + Timestamp

12: i = i+1

13: end while

The first row of the output.txt file contains the trio D T N,

where D signals the beginning of the file, T is the simulation time

in seconds and N is the number of nodes. These specific header

information will help us to determine each value of the file (1 or

0) regarding each combination of two nodes at each timestamp of

the simulation. Values of b1,2,1, b1,2,2, ..., bN −1,N ,T will be set to

0 or 1, where 0 means that both nodes cannot communicate each

other due to the presence of a building between them, whereas 1

means that they can communicate. For example, b1,2,3 represents

the relation between nodes 1 and 2 in timestamp 3 second. If

b1,2,3 = 0 means that node 2 cannot receive any packet from

node 1 in timestamp 3 second. Conversely, if b1,2,3 = 1 means

that it is possible that node 2 receives packets from node 1 in

that moment. We can notice that b1,2,T is the last value of the

relation between nodes 1 and 2 in the last time-stamp T (i.e., the

simulation time). After b1,2,T , the file follows with b2,3,1 and not

b2,1,1 because the relation between nodes 2 and 1 in timestamp

1 (i.e., b2,1,1) is the same as b1,2,1 which is found above in the

file, so there is no need to repeat it again. This format of output

file allows a very fast look up of the bi,j,k value to know if there

is a building (bi,j,k = 1) or not ( bi,j,k = 0) between vehicles i
and j in the moment k. This way our building-aware forwarding

algorithm operates fast.

If the routing protocol needs to know during simulation if

any two nodes can communicate or not, the algorithm can eas-

ily calculate the position of the binary answer of the output file

output.txt using Algorithm 1 and go directly to the proper po-

sition to read the value. Algorithm 1 explains how to compute

the row where the answer is found using simple information

such as source node, destination node, number of nodes, simu-

lation time and the specific time-stamp we want to check. Let

us see a simple example: The simulation time is 10 seconds (T

= 10), there are 10 nodes (N = 10) and we want to know if

in time-stamp 3 second node 4 can receive packets from node

1 or not. For that, we need to go to find the value of b1,4,3. As
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Fig. 6. Generic map of the city of Barcelona, Spain, used in our tests.

the source is 1, we use the equation written in line 7 and as a

result, Position = 23. This means that we have to go directly

to row 23 of the file output.txt to find the binary answer b1,4,3.

Depending on the binary answer, the receiver node 4 will be able

to receive the packet (b1,4,3 = 1) sent by node 1 or will have to

drop it (b1,4,3 = 0). This way, we emulate what would have hap-

pened actually in real life, so our simulations are more realistic

and we can trust our results. Furthermore, our building-aware

forwarding algorithm can prevent vehicles to forward packets to

next hop vehicles located behind buildings. This will improve

the performance of our proposal.

Moreover, using this efficient external file obtained offline for

the specific simulation map, we save a lot of processing time

which is an important factor when we are carrying out many

simulations. It is important to highlight that with this proposal it

is not necessary to check online during simulation if two nodes

are in LOS or not, which would add delay to the simulation.

With this method, it is only necessary to make a fast look-up

to a text file previously obtained for the real map taken from

OpenStreetMap.

To sum up, Algorithm 1 is used to compute a position in

the file output.txt. That position corresponds to the binary an-

swer of the communication checking between nodes Source

and Destination at time Timestamp. If the positions of Source

and Destination are not in increasing order, the algorithm in-

terchanges the role of both nodes (lines 1 to 4). After that, the

initial position, Ipos, is computed for the values corresponding

to node Source (line 10). Finally, the algorithm computes the

value Position (line 7 or 11) associated with the Destination

node at time Timestamp.

F. Tuning the REVsim Parameters for a Generic Scenario

To obtain the building-aware output file output.txt we need to

tune the REVsim parameters α, β, road resolution and transmis-

sion range, so that the program is able to detect the presence of

every building in the map that may block the signal between ev-

ery pair of vehicles during the whole simulation. To do this, we

have used a representative enough generic map from Barcelona

(see Fig. 6) that includes either curved and straight roads, a

highway and a Manhattan-style area with a grid of streets.

1) Alpha Threshold: To obtain which is the proper range

of values for the threshold αt , we carried out simulations with

different values of αt , using many snapshots of the vehicles’

Fig. 7. Typical MPEG-2 GoP structure with 15 frames per GoP.

positions in different time-stamps. We analysed if all the vehicles

in a specific road would see or not other vehicles in other roads

within their transmission range throughout simulation. For each

αt tested, we concluded if using that threshold αt the blocking

buildings would be detected or not. After many tests [17],

αt = 20◦ showed to be an optimal value for different generic

city maps like the one shown in Fig. 6. Therefore, any α angle

lower than 20◦ means that nodes found on those roads will be

able to send and receive packets without any problem caused by

a blocking building.

2) Beta Threshold: After many simulations [17], we ob-

tained that βt = 60◦ was the optimal threshold value below

which all the blocking buildings located in curved roads were

detected. Basically, β depends on how long and how curved is

the road. The longer and curvier the road, the higher the value

of β.

3) Road Resolution: After making many tests varying the

road resolution value, we got that using a road resolution equal to

1m produced a good trade-off between precision and processing

time.

4) Transmission Range: Here, we just put the transmission

range value of each vehicle. This value will allow us to make

a pre-filter step of the number of nodes to be analysed, since it

has no sense to check nodes that are outside the transmission

range of the node under study.

Concluding this section, our REVsim [2] tool allows our

building-aware forwarding algorithm to quickly find out which

are the actual neighbors of a node with which the node is in LOS

(i.e., both nodes could actually communicate) in every moment.

Our REVsim tool is available at [18]. In the following, we will

introduce our proposed routing protocol whose goal is to choose

the best next forwarding node among the node’s neighbors in

LOS.

IV. MULTIMEDIA MULTIMETRIC MAP-AWARE ROUTING

PROTOCOL (3MRP)

In this section we present our proposal of geographic multi-

media multimetric map-aware routing protocol based on hop-

by-hop building aware forwarding decisions.

A. Basics of the General Framework

Our novel geographical routing protocol for VANETs is based

on the GPSR protocol to find the best next forwarding node in

a hop-by-hop scheme from source to destination. Video is dis-

tributed using RTP (Real-time Transport Protocol) over UDP as

transport protocols. Our system uses a layered MPEG-2 VBR

coding of the video flow, which is formed by sets of frames,

15 in our case, called GoP (Groups of Pictures), see Fig. 7. A

GoP has three types of frames: I, P and B, and has a unique
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TABLE II
IEEE 802.11P ACCESS CATEGORIES

AC in 802.11p CWmin CWmax AIFS

0 15 1023 9
1 15 1023 6
2 7 15 3
3 3 7 2

frame-pattern in a video repeated in each GoP. I (Intra) frames

encode spatial redundancy, they form the base layer, provide a

basic video quality and carry the most important information

for the decoding process at the receiving side. The whole GoP

would be lost if the corresponding I frame were not available

at decoding time. P (Predicted) and B (Bi-directional) frames

carry differential information from preceding (P) or preceding

and posterior (B) frames, respectively. Considering these char-

acteristics, we assign different priorities to the video frames

according to their importance within the video flow. Therefore,

I frames should have the highest priority (AC3), P frames the

medium priority (AC2) and B frames the lowest one (AC1), as

shown in Table II. This table shows the values for each access

category (AC) of the minimum contention window (CWmin )

and maximum (CWmax ), and the AIFS (Arbitration InterFrame

Space) period. Basically, the lower those values, the sooner the

AC tries to access the common medium so the higher is the

priority.

B. Motivation of Our Routing Protocol Design

In a VANET, nodes are vehicles that move along roads,

potentially at high speed, following transit rules, direction of

streets, respecting traffic lights and also the presence of buildings

and other vehicles. The vehicle density in VANETs constantly

changes depending on environmental conditions such as area,

time of the day and day of the week. Thus, it is difficult to es-

tablish and maintain end-to-end communication paths between

sources and destinations as it is traditionally done in MANETs.

Our aim is to design a proper data forwarding mechanism to

transmit video-reporting messages considering real scenarios

and the special constraints of VANETs.

In this work, we propose a new routing protocol for VANETs

in realistic urban scenarios called 3MRP (Multimedia Multimet-

ric Map-aware Routing Protocol). 3MRP seeks to improve the

next forwarding node decision based on five metrics. We weight

those five metrics to finally obtain a multimetric score associ-

ated to each neighbor node in LOS that is a candidate to be the

next forwarding node. The weight calculation is self-configured

and able to adapt to the changing environment conditions in real

time.

In our proposal we can distinguish five processes: routing,

signalling, evaluation of metrics and forwarding decision. We

explain each one in the following.

C. 3MRP Routing

Our routing proposal 3MRP includes a forwarding deci-

sion similar to the one used in GPSR [8], although we use a

TABLE III
FORMAT OF THE NEW HELLO MESSAGES (NHM)

ID x y vx vy LM AC ρ

multimetric score instead of just the distance to destination. Ba-

sically, it consists in choosing the neighbor with the highest

multimetric score. Besides, it also includes new improvements

so that the multimetric score adapts to the current environment.

Furthermore, we substitute the inefficient perimeter mode of

GPSR by the use of a local buffer.

First, we have included in our proposal the REVsim [2] tool

described in Section III. REVsim tackles the important issue of

checking which neighbors cannot actually establish communi-

cation with the considered node due to any obstacle and excludes

them from the final list of real neighbors in LOS. This avoids

sending packets to an unreachable node located behind a build-

ing. The neighbors’ list will only include those nodes that are in

LOS with the current node. When no forwarding node is found,

the packet will be stored temporarily in a local buffer during a

maximum of 2 seconds. A time-out value is set because higher

delays will not be acceptable for video-streaming content.

Afterwards, the decision of the next forwarding node is done

based on the combination of five metrics as it is detailed in

Section IV-E.

D. 3MRP Signalling

3MRP gathers information from the periodic interchange of

hello messages (HM) that nodes use to announce their presence

to their neighbors in transmission range. To obtain precise lo-

cation information about each node, without introducing much

extra overhead, new fields were added in those HM. The format

of our new hello messages (NHM) is presented in Table III, and

they include these new fields, which are updated at the moment

of sending the current hello message:

1) ID: It is the identifier of each node.

2) Position (x,y): This field contains the x and y axis positions

that represent the geographic position of each node.

3) Velocity (vx , vy ): This field represents the speed vx in

x axis and the speed vy in y axis. Each node updates its

own speed from two consecutive position points taken at

times tj and tj+1:

vx =
xj+1 − xj

tj+1 − tj
, vy =

yj+1 − yj

tj+1 − tj
, j ≥ 0. (3)

In our case, tj+1 − tj is equal to 1 second.

1) MAC layer losses (LMAC ): Each node calculates the data

losses in the MAC layer and this value is sent in the hello

message as a kind of local feedback information. This

value is updated every 10 seconds of simulation to track

the recent state of the neighborhood.

2) Density (ρ): This field represents the number of neighbors

within transmission range divided by π · TR2, being TR
the transmission range of that node.

When a node receives a hello message from a neighbor in

transmission range, the node stores the moment of reception
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Algorithm 2: Updating the neighbors’ list.

Require: A new hello message received with these

parameters: ID, x, y, vx , vy , LMAC , ρ.

1: # node is in LOS

2: if output value of REVSim == 1 then

3: if Neighbor already is in the neighbors’ list then

4: Update neighbor information

5: else

6: if Neighbor is not in the neighbors’ list then

7: Add node in the neighbors’ list

8: end if

9: end if

10: else

11: # node is not in LOS

12: Ignore hello message

13: end if

TABLE IV
ADDITIONAL INFORMATION PER NODE IN THE NEIGHBORS’ LIST

Neighbor Ngh First NHM time No. NHM Last NHM time

and updates all the values shown in Table III in its neighbors’

list. This is done following Algorithm 2. If a hello message

is received from a neighbor, the algorithm first checks using

REVsim if that node is in LOS before including or updating

the information in the neighbors’ list. If the node is not in

LOS, it is discarded. To keep the neighbors’ list updated and

having only nodes that actually are in transmission range, nodes

remain in a neighbors’ list during twice the interval between

consecutive hello messages, i.e., during 2 sec. Similarly, when

a node receives a hello message from a new neighbor (i.e., a

neighbor not registered in its list), it has first to check if that

node is in LOS before adding it in the neighbors’ list. To do

this, a check is done using the output file output.txt from our

Java program REVSim to see if this candidate neighbor could

actually receive a packet if no obstacles are found between

them. If this condition is not fulfilled, that neighbor will not be

included in the neighbors’ list.

The sending period of hello messages could be smaller to

obtain more accuracy in the composition of the neighbors’ list,

although a higher signaling traffic could produce an increase in

packet collisions. By default, the sending period of NHM is set

to 1 second and the results are good.

If the output binary value bi,j,k from the tool REVsim is 1 (i.e.,

no obstacles are found between both nodes) and the neighbor is

already found in the neighbors’ list, then the algorithm updates

the neighbor information depicted in Table III (Lines 1 to 4

in Algorithm 2). If the output binary value bi,j,k is 1 and the

neighbor is not in the neighbors’ list, then we add the node in

the neighbors’ list (Lines 5 to 7). If the output binary value

bi,j,k is 0, we ignore this hello message because it means that

an obstacle is found between both nodes (Lines 10 to 12).

The neighbors’ list includes the data sent in hello messages

(see Table III) and the data shown in Table IV. For each neighbor

Fig. 8. Distances d(S, D) from source S to destination D, d(S, Ngh)
from source S to a neighbor Ngh and d(Ngh, D) from a neighbor Ngh to
destination D.

Ngh, we store the moment when the last hello message arrived

(Last NHM time in Table IV). This is done to estimate the future

position of that neighbor node, as it is explained in the next

section. Also, we store the moment when the first hello message

arrived (First NHM time) and the total number of hello messages

received (No. NHM). These values will be used to estimate the

available bandwidth using a metric explained in the next section.

E. Design of Routing Metrics for 3MRP

In this section we detail the design of each one of the five met-

rics included in our routing protocol 3MRP. The use of these

metrics improves the selection of the next forwarding node. The

five metrics considered are: distance to destination, trajectory

of the vehicles, nodes density, MAC losses and available band-

width. According to the adhoc principle of using only local

information (i.e., infrastructureless operation) nodes will use

those five metrics gathered from the hello messages (NHM) of

the next hop candidates in their neighborhood to take the de-

cision of the best next forwarding node. The five metrics are

described in the following.

Distance: Geographic routing protocols forward packets hop-

by-hop to their destination. In many routing protocols, the next

forwarding hop is the closest neighbor to destination. Geo-

graphic protocols use the geographic information of every node

to take forwarding decisions. We assume that all vehicles know

their own position, the destination’s position (xD , yD ) as well as

the positions of all their neighbors from periodic hello messages

where nodes include their own position. Therefore, the position

(xN gh , yN gh ) of each neighbor Ngh can be obtained. The Eu-

clidian distance d(Ngh,D) from each neighbor node Ngh to

destination D can be computed using (4), where dN gh is the

distance of each neighbor Ngh to destination D, according to

Fig. 8.

We have designed (5) to compute the metric of the distance,

udst,N gh , for each neighbor node Ngh. In this case, the shorter

the value of the distance d(Ngh,D), the better. That is, we

prefer a neighbor as close as possible to destination. Besides,

all neighbors whose distance to destination (i.e., d(Ngh,D)) is

lower than the transmission range (TR), should have the maxi-

mum value of the metric because in this case all those neighbors

are the last hop towards destination D. Due to that, we have

designed the metric of the distance udst,N gh as shown in Fig. 9
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Fig. 9. Distance metric udst ,N g h for node Ngh.

Fig. 10. Trajectory of node Ngh towards the access point (AP) destination.

and described in (5). While d(Ngh,D) < TR, udst,N gh = 1

and when d(Ngh,D) ≥ TR, udst,N gh decreases linearly till

a minimum value of d(Ngh,D) = d(S,D) which means that

neighbor Ngh and source S are the same node. We can observe

from Fig. 9 that 0 ≤ udst,N gh ≤ 1.

d(Ngh,D) = ‖�xN gh − �xD‖

=
√

(xN gh − xD )2 + (yN gh − yD )2 (4)

udst,N gh =

{

−d(N gh,D )
d(S,D )−T R + d(S,D )

d(S,D )−T R , if d(Ngh,D) ≥ TR

1, if d(Ngh,D) < TR

(5)

Trajectory: The trajectory of vehicles in VANETs is a very

important metric that might help to select a suitable next for-

warding node that moves towards destination. We compute the

trajectory of a node as a function of the current and future dis-

tances of that node to destination using the vx and vy velocities.

This helps to determine the trajectory of that vehicle and as a

consequence to detect if the node is getting closer or going away

from the destination node. The aim of this metric is to avoid that

the source could take wrong forwarding decisions based only

on the distance and send packets to vehicles that were actually

going away from destination, which could make packet losses

increase as a consequence. Due to that, taking the moving di-

rection of vehicles into account to take forwarding decisions is

an important benefit for VANETs.

We obtain the trajectory metric utrj,N gh of a candidate neigh-

bor node Ngh using a future distance dN gh(t) to destination of

that node in the t moment and dN gh(0) = d which is its current

distance to destination. See (6) and Fig. 10 to see the meaning

of the trajectory metric.

The distance dN gh(t) is computed by estimating the future

position of that candidate neighbor node Ngh using its speed

according to (7).

Fig. 11. Projection of the function utr j,N g h in (dN g h (0), dN g h (t)) plane.

The speed of the node, �vN gh , helps us to give a higher score

to nodes that sooner will be closer to destination (i.e., the AP).

The idea is that with a higher speed, nodes moving towards

destination may arrive sooner to destination since the distance

to destination decreases faster. We compute the utrj,N gh metric

using (8).

dN gh(0) =‖ �xN gh − �xD ‖ (6)

dN gh(t) =‖ �xN gh + �vN gh · t − �xD ‖ (7)

utrj,N gh =
⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

1, if dN gh(0) < TR
1, if dN gh(0) > TR

and dN gh(t) < TR
f(dN gh(0), dN gh (t)), if dN gh(0), dN gh (t) > TR

and dN gh(0) > dN gh(t)
g(dN gh(0), dN gh (t)), if dN gh(0), dN gh (t) > TR

and dN gh(0) < dN gh(t)

(8)

where

f(dN gh(0), dN gh (t)) =
dN gh(t) − d(S,D)

TR − d(S,D)
(9)

g(dN gh(0), dN gh (t)) =
dN gh(0) − d(S,D)

TR − d(S,D)
(10)

dN gh(t) is an estimation of the future position of node Ngh
at moment t, as it is depicted in Fig. 10. vN gh is the average

speed of the evaluated neighbor Ngh with respect to destination

and computed from two consecutive positions. �xN gh and �xD

are neighbor and destination positions, respectively. Notice that

‖ · ‖ refers to the module function of a vector.

The trajectory metric increases when the vehicle moves to-

wards destination, and decreases when the vehicle moves away

from destination, as depicted in (8). As the distance metric, the

trajectory metric utrj,N gh has a range between 0 and 1. Fig. 11

is the projection of function utrj,N gh in the (dN gh(0), dN gh (t))
plane. We can observe that if dN gh(0) < TR, this means that

the neighbor is within the transmission range of destination and

as a consequence we should give utrj,N gh its highest value (i.e.,

1) regardless of the value of dN gh(t). In addition, if dN gh(0) >
TR and dN gh(t) < TR, this means that the future distance is

within the transmission range of destination and as a conse-

quence we should also give utrj,N gh its highest value (i.e., 1).

Finally, if dN gh(0) and dN gh(t) are higher than TR, we must
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Fig. 12. Representation of the trajectory metric utr j,N g h for T R = 250 m
and d(S, D) = 1000 m.

Fig. 13. Designed function for the vehicles density’ metric udn s,N g h .

further analyse the subcases of dN gh(0) being higher or lower

than dN gh(t). In the subcase of dN gh(0) > dN gh(t), this means

that the future distance to destination is smaller that the current

distance (i.e., neighbor is getting closer to destination D). This

subcase is better than the subcase of dN gh(0) < dN gh(t), which

means that the future distance to destination is higher that the

current distance (i.e., the neighbor is getting far from destination

D). For these two subcases, we designed two functions f and g
(see Fig. 11) that satisfy the conditions mentioned before.

To understand more Fig. 11, we have plotted in Fig. 12 a 3D

graph example for metric utrj,N gh where TR = 250 m and

d(S,D) = 1000 m.

Vehicles’ density: It is computed as the number of vehicles

in the neighbors’ list of each node at the moment of sending

the current hello message (Nv ), divided by the area within the

transmission range (π · TR2) of that vehicle. The neighbors’

list of a node is composed by vehicles found in its transmission

range. Each node computes its density of nodes ρN gh using (11)

and includes it in the next hello message.

The algorithm gives a higher score when the neighbor node

Ngh has a higher value of ρN gh . Nodes with a denser area in

the transmission range will have more possibilities to forward

the packet to a next node. This is true until reaching a maximum

nodes’ density ρmax , above which the very high number of vehi-

cles in the surrounding area of the node increases the collisions’

probability. We set ρmax to 200 vehicles/km2, according to our

simulations and other research works like [19].

We have designed a concave function for the density metric

shown in Fig. 13. This function has its maximum at ρN gh =
ρmax and above ρmax it decreases till 2ρmax where again it

reaches zero and keeps on zero for all ρN gh > 2ρmax .

Equation (12) describes how we calculate the vehicles’ den-

sity metric udns,N gh as shown in Fig. 13. This way, we penalize

those nodes whose number of neighbors in their transmission

range is above a threshold (i.e., ρN gh> ρmax ). Following the

same strategy as for the previous metrics, 0 ≤ udns,N gh ≤ 1.

ρN gh =
Nv

π · TR2
(11)

udns,N gh =

{ −1
ρ2

m a x
· ρ2

N gh + 2
ρm a x

· ρN gh , if ρN gh ≤ 2ρmax

0, if ρN gh > 2ρmax

(12)

Available bandwidth: Video-reporting messages require a

given amount of network resources (e.g., bandwidth) to achieve

a good performance. To provide a certain level of QoS, we use

an estimator of the available bandwidth in VANETs based on an

approach developed for IEEE 802.11 networks called available

bandwidth estimator (ABE) [14]. We use ABE as a metric in

our forwarding decision algorithm to help in the selection of the

best next forwarding node.

In the following, we briefly summarize the ABE operation to

estimate the available bandwidth in a link between two nodes.

A complete explanation of the authors can be found in [20].

Basically, each node estimates its percentage of idle time by

sensing the common wireless medium. This value is included

in its hello messages. The available bandwidth estimation of a

wireless link in ABE uses the idle times of the emitter (Te ) and

the receiver (Tr ) of a link of capacity C. ABE computes the

collision probability of the hello messages, named phello . The

collision probability of packets of m bits, named pm , is derived

from the collision probability of the hello messages using (13),

where N is the number of nodes in the scenario and s is the

average speed of the nodes.

p(m,N, s) = f(m,N, s) · phello(m,N, s) (13)

This f(m,N, s) was obtained in [14] by computing the

Lagrange interpolating polynomial, taking pairs of values of pa-

cket losses and losses of hello messages from many simulations

of a VANET scenario. In [14] we obtained the final expression

for f(m,N, s) for our urban scenarios, shown in (14).

f(m,N, s) = −7.475 · 10−5 · m − 8.983 · 10−3 · N

− 1.428 · 10−3 · s + 1, 984 (14)

The additional overhead introduced by the binary exponential

backoff mechanism was derived in [20]:

K =
DIFS + backoff

Tm
(15)

where Tm (in sec.) is the time separating the emission of two

consecutive frames, DIFS (Distributed Coordination Function

Interframe Space) [21] is a fixed interval so that nodes can have

access to the medium if it is free for a time period longer than

DIFS. Finally, backoff is the number of backoff slots decre-

mented on average for a single frame. Merging the different

mechanisms that impact the available bandwidth, the sender

estimates the available bandwidth ABE on each neighbor’ wire-

less link using (16) [14]. TN gh is Tr , being Ngh the receiver;

and TN an is Te , being Nan the node under analysis and emitter

of the link.

ABEN gh = (1 − K) · (1 − p(m,N, s)) · TN an · TN gh · C
(16)
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Finally, we divide ABENgh by the link capacity C, obtaining

(16) as the available bandwidth metric. Notice that 0≤ uabe,N gh

≤ 1. A high value of uabe,N gh means a high available bandwidth

in the link formed with node Ngh.

uabe,N gh = ABEN gh/C (17)

MAC layer losses: To compute the losses metric, we focus

on the MAC layer instead of on the traditional routing layer

since in VANETs we only manage local information instead of

end-to-end information. This is an important principle in infras-

tructureless adhoc networks. We calculate the MAC layer losses

and we use it in our routing protocol as a kind of local feedback

within the neighborhood. Depending on this information, we

can vary the decision of the best forwarding node. Furthermore,

if we find that packet losses are very high, we can stop sending

P and B frames and send only I frames, seeking to decrease the

packet losses and improve the network performance.

ulos,N gh = 1 − LMAC(Ngh) (18)

According to (18), LMAC(Ngh) is the MAC layer losses

in the link formed between nodes Ngh and Nan. A value of

ulos,N gh closer to 1 means that a low number of packets are

lost, while a value closer to 0 means that losses are high. It is

worth mentioning that MAC layer losses are locally computed

at the node itself, i.e. by the wireless card driver at the vehicle.

F. 3MRP Forwarding Decision

3MRP takes hop-by-hop forwarding decisions based only on

geographic information. When a node wants to send a packet it

has first to choose the optimal next forwarding node from its list

of actual neighbors.

When a sender node receives hello messages (HM) from its

neighbors in transmission range, the node updates its neigh-

bors’ list with all those nodes in LOS that sent their HM with

enough power to be considered as a neighbor. After that, the node

evaluates and assigns a total multimetric qualification to each

neighbor as a candidate for next forwarding node. As a first step,

we assign the same weights (w1, w2, w3, w4, w5) to each met-

ric (udst,N gh , utrj,N gh , udns,N gh , uabe,N gh , ulos,N gh ), respec-

tively in the multimetric score ūN gh of each neighbor Ngh.

ūN gh =

5
∑

i = 1

ui,N gh · wi = udst,N gh · w1

+utrj,N gh · w2 + udns,N gh · w3

+uabe,N gh · w4 + ulos,N gh · w5 (19)

We finally obtain a multimetric score for each candidate node

using (19). The final score varies between 0 and 5. The best next

forwarding node is the neighbor with the highest multimetric

value. We first give the same degree of importance to all the

metrics, i.e., wi = 1/5, 1 ≤ i ≤ 5. In the next section, we

propose an algorithm to compute self-configured weights of

the metrics to dynamically update the scores of the candidate

neighbor nodes..

V. ALGORITHM TO UPDATE THE WEIGHTS OF THE METRICS TO

COMPUTE A MULTIMETRIC SCORE

A. Motivation

Several routing protocols for VANETs based on a hop-by-hop

operation have been proposed in the literature, e.g., [8]–[11].

Some of them use several metrics to decide the next forwarding

node. Usually, the weights of the metrics have the same value

(i.e., the metrics play the same importance in the calculation

of the multimetric score). Nonetheless, we claim that a better

scheme could give each metric a variable weight depending on

the current network conditions. As a consequence, nodes could

be classified in a more accurate way. We foresee that since

our algorithm needs to classify nodes from best to worst each

time a packet must be forwarded, the weights of the metrics in

our multimedia multimetric routing protocol could better take

different values than 1
5
, being 5 the number of metrics.

We propose an algorithm to update the weights dynamically

(i.e., re-calculate the multimetric score of neighbors) throughout

time, so that those most decisive metrics are highlighted (their

weights increase). This way, if a metric value in the nodes differs

noticeably with respect to the average neighbors’ value in that

metric, we give more importance (i.e., a higher weight) to that

metric. That is, we define as a decisive metric when the neighbor

nodes have different values in that metric. This points out that

its value may help the forwarding algorithm to better classify

neighbor nodes. Conversely, a more constant metric value (i.e.,

all the neighbor nodes have roughly the same value) indicates

that this metric is not so decisive to arrange the neighbor nodes,

thus our algorithm gives a lower value to its weight. We call

our algorithm to update the multimetric score of neighbors as

Dynamic Self-configured Weights (DSW) algorithm.

B. DSW Algorithm Description

Each time a node needs to forward a packet, that node has to

classify the nodes included in its neighbors’ list (which are in

LOS) from the best to the worst by using the multimetric score

of (19). In (19), the weights w1, w2, ..., w5 are now computed by

our algorithm so that they are dynamically updated depending

on the current state of the neighborhood. The idea is to highlight

those decisive metrics that can better help the current node under

analysis (Nan) to choose the best next forwarding node among

the nodes in its neighbors’ list.

As mentioned before, we have five metrics: (u1, u2, u3, u4,
u5) = (udst,N gh , utrj,N gh , udns,N gh , uabe,N gh , ulos,N gh ) com-

puted with (5), (8), (12), (17) and (18), respectively.

Let us denote Rm as the variation value for each metric m
between time t1 and time t2 where t2 > t1, defined as:

R =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

R1 =
[u1(t2) − A1(t2)] − [u1(t1) − A1(t1)]

2

R2 =
[u2(t2) − A2(t2)] − [u2(t1) − A2(t1)]

2
...

R5 =
[u5(t2) − A5(t2)] − [u5(t1) − A5(t1)]

2

(20)
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Fig. 14. Simulation scenario of Barcelona. It includes one emergency unit in the Hospital Clinic of Barcelona, named access point (AP) in the map.

where 0 ≤ um (t1), um (t2) ≤ 1 and 0 ≤ Am (t1), Am (t2) ≤ 1;

m ∈ [1, 5]. um (t1) and um (t2) are the current scores of each

metric m for times t1 and t2, respectively. Am (t1) and Am (t2)
are the average score values of each metric m computed for all

the neighbors of the forwarding node. Now, if Rm ≤ 0; this

means that metric m is getting worst in the period of (t2-t1). As

a consequence, Rm should be equal to zero.

This way, we will have a vector R = [R1, R2, ..., R5]. Sup-

pose that the maximum value found in vector R is Rmax = Rx

where x ∈ [1, 5]. Now, we normalize vector R to be between 0

and 1 (i.e., 0 ≤ R ≤ 1) and this new vector is named S.

S =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

S1 =
R1

Rx
...

Sx =
Rx

Rx
= 1

...

S5 =
R5

Rx
.

(21)

To be sure that the sum of weights of all the metrics is equal

to one, we calculate the parameter ξ value using (22)

ξ =
1

∑5
i=1 Si

. (22)

Next, the new normalized vector of weights W is:

W =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

W1 = S1 · ξ

...

Wx = Sx · ξ = ξ

...

W5 = S5 · ξ.

(23)

Thus, instead of using equal weights (w1, w2, w3, w4, w5) in

(19), with wi = 1/5, 1 ≤ i ≤ 5, we use dynamic weights (W1,

W2, W3, W4, W5) computed as depicted in (23).

Finally, we must mention that in case that all the metrics for

a specific node are getting worst, no preferences could be given

to any metric and as a consequence we give all of them equal

weights Wi = 1
5
. The probability for this special case to happen

is very low.

TABLE V
SIMULATION SETTINGS OF THE VANET SCENARIO

Map Zone Example District of Barcelona

Area 1700 × 580 m2

Density of vehicles 50 vehicle/km2 (scenario 1),

100 vehicle/km2 (scenario 2)
Number of nodes 50 and 100 vehicles
Transmission range 250 m
Mobility generator SUMO [1]/C4R [16]
MAC specification IEEE 802.11p
Nominal bandwidth 12 Mbps
Simulation time 300 s
Video encoding MPEG-2 VBR
Video bit rate 150 Kbps
Video sources 1
Video sequence sent Traffic accidents [22]
Routing protocol GPSR, 3MRP, 3MRP + DSW
Transport protocol RTP/UDP
Maximum packet size 1500 Bytes
Weighting metric values 1/5 or dynamic
Queue sizes 50 packets

VI. SIMULATION RESULTS

We implemented our proposal in the open source network

simulator NS-2 [15] where we conducted simulations to eval-

uate the benefits of our approach. We used a real city area

obtained from the example district of Barcelona, Spain (see

Fig. 14). Notice that our proposal works the same in any type

of map, since it includes our RevSim tool to detect buildings

in any map from OpenStreetMap. In order to simulate a realis-

tic scenario, the CityMob for Roadmaps (C4R) [16] simulator

was used to obtain the mobility model of the vehicles. C4R is

a mobility generator that uses the Simulation of Urban MO-

bility (SUMO) engine [1]. Besides, C4R imports maps directly

from OpenStreetMap [5] and generates NS-2 compatible files

to specify the mobility model for the vehicles through the city

along the whole simulation. Video flows are transmitted from a

vehicle that suffers an accident to an access point (AP), set at the

Hospital Clinic of Barcelona. The AP represents an emergency

unit where the vehicle sends its video-reporting message upon

the event of the traffic accident. The simulation settings of the

scenario are shown in Table V. All the figures show confidence

intervals (CI) of 90 percent obtained from 20 simulations per

point, each simulation with an independent mobility scenario.
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Fig. 15. Average percentage of packet losses.

Fig. 16. Average end-to-end packet delay (sec).

We analyse the performance of our multimetric algorithm

3MRP compared to GPSR [8]. The simulation area is 1700 m ×
580 m. We consider two densities of vehicles, 50 vehicles/km2

(scenario 1) and 100 vehicles/km2 (scenario 2) which are ran-

domly positioned. The average speed of the vehicles is 20 km/h

while the maximum speed is 50 km/h. The multimetric score

used in the forwarding scheme of our proposed routing protocol,

has equal weights (3MRP) or dynamic weights (3MRP+DSW).

There is one fixed destination, an access point (AP), through

which vehicles connect to the network to report traffic infor-

mation, in this case a video-reporting message about a traffic

accident.

Fig. 15 shows the average percentage of packet losses using

our routing protocol (3MRP) with equal weights and using our

dynamic self-configured weights (3MRP+DSW) scheme. We

compare both proposals to GPSR and VIRTUS [12] and we

present results for low and medium vehicles density. We can

clearly notice how 3MRP+DSW obtains the best results in both

scenarios reducing losses around 10% with respect to GPSR

and around 6% with respect to VIRTUS [12]. This is due to the

optimal selection of the next forwarding node based on the five

proposed metrics with dynamic self-configured weights. Fig. 16

shows the results of the average packet delay. The delay is cal-

culated based on those packets that successfully arrived at des-

tination. Since GPSR takes the forwarding decision considering

only distance, it obtains the lowest packet delay in both sce-

narios. However, GPSR shows the highest losses (see Fig. 15).

Fig. 17. Peak signal to noise ratio (PSNR).

This is because with GPSR, a lower number of packets arrived at

destination and much of the lost packets traveled through a con-

siderable number of hops before being dropped. Conversely,

our proposal 3MRP is able to reduce packet losses although

the delay slightly increases in about 0.3 seconds. Nonetheless,

3MRP+DSW reduces more the packet losses with a lower delay

than the previous 3MRP.

Fig. 17 depicts the peak signal-to-noise ratio (PSNR) ob-

tained for GPSR, 3MRP and 3MRP+DSW. Both versions of

3MRP clearly outperform both GPSR and VIRTUS [12] in more

than 4 dB, 1 db, respectively. We can see that the case includ-

ing the five metrics and the dynamic metric weigh distribution

(3MRP+DSW) improves the PSNR in 2 dB compared to the case

of using equal weights in 3MRP. This is because 3MRP+DSW

selects the best forwarding node based on special characteristics

for VANETs and also it uses a dynamic metric weigh distribu-

tion that classifies nodes in a better way giving each metric its

importance depending on the current environment conditions.

A. Gain for I, P and B Video Frames

To better see separately the benefits of our proposal obtained

for I, P and B video frames, we define the following parameters:

%GainI =

(

ILGPSR − IL3MRP+DSW

ILGPSR

)

· 100 (24)

%GainP =

(

PLGPSR − PL3MRP+DSW

PLGPSR

)

· 100 (25)

%GainB =

(

BLGPSR − BL3MRP+DSW

BLGPSR

)

· 100 (26)

where:

1) ILGPSR : percentage of packet losses for I frames when

GPSR is used.

2) IL3MRP+DSW : percentage of packet losses for I frames

when 3MRP+DSW is used.

3) PLGPSR : percentage of packet losses for P frames when

GPSR is used.

4) PL3MRP+DSW : percentage of packet losses for P frames

when 3MRP+DSW is used.

5) BLGPSR : percentage of packet losses for B frames when

GPSR is used.
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Fig. 18. Performance of 3MRP+DSW compared to 3MRP and different
3MRP options using single metric, in low (50 nodes) and medium (100 nodes)
density scenarios.

Fig. 19. Average percentage gain for I, P and B frames.

6) BL3MRP+DSW : percentage of packet losses for B frames

when 3MRP+DSW is used.

7) GainI: Gain obtained for I frames using 3MRP+DSW

with respect to GPSR.

8) GainP : Gain obtained for P frames using 3MRP+DSW

with respect to GPSR.

9) GainB: Gain obtained for B frames using 3MRP+DSW

with respect to GPSR.

Fig. 18 shows the percentage of losses of our multimetic pro-

posal with dynamic weights 3MRP+DSW compared to 3MRP

and to several single-metric options of 3MRP. We can see in

3MRP that considering several metrics in the routing procedure

shows remarkable benefits. In addition, 3MRP+DSW further

improves the performance, since it includes dynamic weights.

Fig. 19 shows the average of all the simulation results for

%GainI , %GainP and %GainB. We can see that using

3MRP+DSW, the gain is 7% (9%) for I packets, 21% (24%)

for P packets and 22% (26%) for B packets, for 50 vehicles

scenario (100 vehicles scenario) with respect to GPSR. As we

can observe, %GainB > %GainP > %GainI in all the cases.

The improvement is higher for the high density scenario, since

there are more vehicles to choose the best candidates to forward

packets according to our multimetric algorithm. Besides, the

gain is much noticeable for P and B frames than for I frames.

We impute this fact to the higher size of I frames, which makes

it more difficult to enhance the performance so notably as with

smaller P and B frames.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have presented a new routing protocol named

(3MRP) for VANETs to send video-reporting messages in urban

scenarios. Our framework could be used in smart cities where

prevention and management of accidents is an important goal.

We understand that with a video message, the level of seri-

ousness of the accident could be much better evaluated by the

authorities (i.e., hospitals, ambulances) allowing a fast warn-

ing of the incident to emergency units, which potentially could

save lives. Besides, the transport unit in charge of the traffic

information services would quickly be warned by the vehicles

immediately after the event of any incident (e.g., traffic jam or

traffic accident). Furthermore, vehicles would instantaneously

warn other vehicles about any accident in the roads. That would

require the design of a proper dissemination protocol, which we

will start in a future work. All theses actions would improve the

quality of life in the smart cities and even avoid accidents and

save lives.

3RMP includes five metrics (distance, trajectory, density,

available bandwidth and MAC layer losses) to take local for-

warding decisions. Moreover, the proposal is building-aware,

which avoids to select those nodes in transmission range located

behind a building. This feature allows the network simulator to

send packets only to nodes that are not behind buildings, thus

mimicking what happens in reality which makes our simulations

more realistic. The reason is that in real life buildings would

block the signal and packets would be dropped if the receiver

was behind a building. For that purpose, we have developed a

program named REVSim [2] that gives the state (i.e., in LOS

or not) of any neighbor with respect to the current forwarding

node in order to see if that neighbor can be a candidate as next

forwarding node. Otherwise, this neighbor node will be deleted

from the neighbor list, since it is behind a building.

In addition, a local buffer is used to temporarily store those

packets when the routing protocol fails in finding a proper next

forwarding node. A timer is activated and if the timer expires

over 2 seconds, the packet is dropped since the video frame

would reach destination too late for the decoding process.

The multimetric forwarding algorithm computes a global

score value used to select the best next forwarding node among

all the neighbors in LOS within the transmission range. In addi-

tion, we have developed an algorithm able to update the weights

of the metrics dynamically (i.e., updating the multimetric score

of neighbors) throughout time, so that most decisive metrics

are highlighted. This helps the overall protocol to give each

metric its importance at each moment and as a consequence

we attain better results compared to giving fixed weights to all

the metrics. We evaluated our proposal compared to GPSR and

VIRTUS [12] in two scenarios with low and medium vehicles’

density. In terms of packet losses and throughput, 3MRP+DSW

improves 3MRP, VIRTUS [12] and GPSR , due to the new

way of selecting the next forwarding node and the dynamic
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scheme to give each metric its corresponding weight. We con-

clude that 3MRP+DSW performs better in both scenarios with

low and medium vehicles’ density. Our proposal makes the

network more efficient as well as achieves a higher degree of

satisfaction of the users by receiving much more frames with a

good average end-to-end delay. This definitively will improve

the quality of the video perceived by the end user as the PSNR

value shows.

As future work, we plan to apply a game-theoretical scheme

in our routing protocol 3MRP so that some frames would be

forwarded with a certain probability through the best neighbor

vehicle and the other frames through the second best neighbor

vehicle. This scheme is inspired in our work [23] where we

designed a game-theoretical forwarding scheme in a multipath

routing protocol to send video-warning messages in mobile ad

hoc networks (MANETs). Furthermore, we plan to design an

adaptive video-streaming source able to send only I frames in

case delay or losses locally grow up to a threshold.
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