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The explosive growth and widespread accessibility of community contributed media content on the Internet have led to a surge
of research activity in multimedia search. Approaches that apply text search techniques for multimedia search have achieved
limited success as they entirely ignore visual content as a ranking signal. Multimedia search re-ranking, which reorders visual
documents based on multimodal cues to improve initial text-only searches, has received increasing attention in recent years.
Such a problem is challenging because the initial search results often have a great deal of noise. Discovering knowledge or visual
patterns from such a noisy ranked list to guide the re-ranking process is difficult. Numerous techniques have been developed
for visual search re-ranking. The purpose of this paper is to categorize and evaluate these algorithms. We also discuss relevant
issues such as data collection, evaluation metrics, and benchmarking. We conclude with several promising directions for future
research.

Categories and Subject Descriptors: H.5.1 [Information Interfaces and Presentation] Multimedia Information Systems;
H.3.3 [Information Search and Retrieval] Retrieval models

General Terms: Algorithms, Experimentation, Human Factors.
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1. INTRODUCTION

The proliferation of capture devices and the explosive growth of online social media have led to the
countless private image and video collections on local computing devices such as personal computers,
cell phones, and personal digital assistants, as well as the huge yet increasing public media collections
on the Internet [Boll 2007]. For example, the most popular photo sharing site—Flickr [Flickr], reached
five billion photo uploads in 2011, as well as 3-5 million new photos uploaded daily [Kennedy et al.
2007]. Facebook held more than 60 billion photos shared by its communities as of 2011 [Facebook],
while Youtube streams more than one billion videos per day worldwide [YouTube].

Such explosive growth and widespread accessibility of visual content have led to a surge of research
activity in visual search. The key problem is retrieving visual documents (such as images, video clips,
and Web pages containing images or videos) that are relevant to a given query or user search intention
from a large-scale database. In the last decade, visual search has attracted a great deal of attention,
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Fig. 1. A general process for multimedia search re-ranking, designed similar to the figure in [Hsu et al. 2007].

though it has been studied since the early 1990s (referred to as content-based image/video retrieval
[Lew et al. 2006], [Li et al. 2007], [Rui et al. 1999]). Many research demonstrations and commercial
applications have been developed. Due to the great success of text search, most popular image and
video search engines, such as Google [Google], Bing [Bing], Yahoo! [Yahoo!], and so on, build upon text
search techniques by using the non-visual information (such as surrounding text and user-provided
tags) associated with visual content. This kind of multimedia search approach cannot always achieve
satisfying results as it entirely ignores the visual content as a ranking signal [Chang et al. 2007],
[Datta et al. 2008], [Hauptmann et al. 2008a], [Hsu et al. 2007], [Snoek and Worring 2009].

To address the problems of visual search approaches, multimedia search re-ranking has received
increasing attention in recent years. It is defined as the reordering of visual documents based on the
information manifested in the initial search results or a knowledge base to improve the search per-
formance. This information actually consists of multimodal cues that can be the knowledge or specific
patterns mined from the initial ranked list, query examples, or any available auxiliary knowledge.
From another perspective, re-ranking can be viewed as a post-process of core search. Figure 1 shows a
general process for multimedia search re-ranking. A visual document might be an image, a video clip,
or a Web page containing images or videos. Given an initial ranked list of visual documents returned
by any search approach, visual search re-ranking improves search performance by reordering these
visual documents based on the multimodal cues. For example, in a real image search engine, the ini-
tial text search results can be re-ranked, according to the visual similarity to a given example [Bing],
[Google] or color style (e.g., color or grey). Another example in an image retrieval system is to re-rank
or filter the images accord-ing to some predefined categories [Fergus et al. 2004], [Wnuk and Soattoh
2008]. In the settings of object retrieval, a geometric verification step is usually introduced to re-rank
the results returned from the bag-of-words (BoW) model based on checking the spatial configurations
[Philbin et al. 20071, [Jegou et al. 2010]. The challenges associated with multimedia search re-ranking
can be attributed to the following factors:

—Unsatisfying initial search performance. The initial search results usually contain a small portion
of relevant documents. For example, the best automatic video search only achieves about 10% of
the mean average precision (MAP) in TRECVID 2008 [TRECVID] !. The most popular BoW model
(without re-ranking) for object retrieval can only achieve about 30%-70% of MAP on the Oxford build
facade dataset, depending on codebook training and visual features [Chum et al. 2007], [Chum et al.

I This performance was conducted over 380 hours’ video with 24 queries in total, which indicates that on average
between 2 and 3 of the top 10 returned video clips are estimated to contain the desired video.
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Fig. 2. Examples of multimedia search re-ranking in some commercial search engines.

2011], [Philbin et al. 2007]. This leads to large visual variance and little relevant information within
the initial search results. It is challenging to mine knowledge from such noisy data.

—Lack of available knowledge or context for re-ranking. Although we can design specific search in-
terfaces to enable users to better formulate their queries, or collect demographic information (e.g.,
name, interest, location, etc.) or search logs, most search users are reluctant to provide their profiles
or visual query examples (e.g., an image, a set of video keyframes, or a video clip).

—Large-scale dataset. Most existing approaches are not extensible for a large-scale dataset due to the
algorithmic scalabilities and response time. As a result, only the top returned documents (e.g., top
1,000 images [Liu et al. 2009], or video shots [Hsu and Chang 2007], [Hsu et al. 2006]) are usually
considered in the re-ranking process. An ideal re-ranking system would be able to handle all the
documents in real time.

Many existing commercial search engines have developed different re-ranking schemes to improve
the search experience. Figure 2 shows some examples of re-ranking designs. For example, Google
[Google], [Jing and Baluja 2008a], [Jing and Baluja 2008b] and Bing [Bing], [Cui et al. 2008a], [Cui
et al. 2008b] support retrieving similar or near-duplicate objects in their text-only image search re-
sults. Yahoo! [Yahoo!] and Bing [Bing], [Wang and Hua. 2011] integrate a set of content filters (also
called attributes) such as “image size,” “layout,” “style,” and “popular queries,” in their image searches,
while Videosurf [VIDEOSURF] uses a face detector as the filter for re-ranking keyframes. Although
these content filters can facilitate some specific search tasks, most of them rely on simple features and
do not directly represent the relevant information associated with the query. The key problem—the
relevance between the search results and the query—still remains a challenging and open research
problem. There is no generic approach that can deal with all kinds of query and search intent. On
the other hand, “type less and search more” is the most desired feature in most search engines. It is
thus not practical to let users spend considerable time and perform several rounds of interactions to
look for desired search results. Therefore, it remains an open issue to re-rank the visual search results
according to the query and user intent. In other words, there is a gap between the user search intent
and the results from existing search systems.

While numerous approaches have been proposed for multimedia search re-ranking, we are unaware
of any survey on this particular topic. Clearly, multimedia search re-ranking has been an importan-
t and hot topic in both academia and the industry. We have observed that almost all notepapers in
recent TRECVID proceedings have adopted re-ranking techniques for improving search task perfor-
mance [TRECVID], not to mention many works on image and object retrieval in the computer vision
community where re-ranking has become a key post-processing step [Philbin et al. 2007], [Jegou et al.
2010], [Chum et al. 2011]. It is worthwhile to re-visit and categorize the current techniques and ex-
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plore the potential benefits and challenges that both the multimedia and vision communities offer to
visual search re-ranking and vice versa.

The research on visual search re-ranking has proceeded along four paradigms from the perspective
of the knowledge exploited for mining relevant information: 1) self-re-ranking which only uses the
initial search results; 2) example-based-re-ranking which leverages user-provided query examples; 3)
crowd-re-ranking which explores the crowdsourcing knowledge available on the Internet, e.g., the mul-
tiple image and video search engines or sites, the user-contributed online encyclopedia like Wikipedia
[Wikipedia], and so on; and 4) interactive-re-ranking which involves user interaction to guide the re-
ranking process. The scope of this survey is as follows. We will first introduce typical multimedia
information retrieval systems and the role of re-ranking in these systems. We will then review the
re-ranking methodologies in terms of these dimensions. Since these data-driven methods rely heavily
on the data sets and the corresponding knowledge mined from these data, we also discuss the data
sets that are suitable for visual re-ranking. A related problem is how to evaluate the performance of
a re-ranking method. Therefore, we review the performance metrics and evaluations for visual search
re-ranking in this paper. The scope of this survey will cover the approaches inspired from multiple
research fields such as computer vision, machine learning, text retrieval, and human-computer inter-
action.

As most re-ranking methods for visual search are highly motivated by the re-ranking and rank
aggregation methods in the text domain, we first discuss the related techniques in text search, which
can provide a comparable analysis of text and multimedia. However, as this paper focuses on the visual
domain, we only briefly introduce some representative methods.

1.1 Re-ranking in Text Domain

Similar to visual search re-ranking, the research on text search re-ranking can be also categorized into
the following paradigms.

—Self-re-ranking. Analogous to multimedia re-ranking, the self-re-ranking methods for text search al-
so include: 1) clustering-based method [Lee et al. 2001], [Na et al. 2008], where the initially retrieved
documents are grouped into different clusters, 2) pseudo relevance feedback [Cao et al. 2007], [Tseng
et al. 2008], where the top ranked documents are regarded as “positive” when learning a ranking
model, and 3) graph-based method [Bendersky and Kurland 2008], [Brin and Page 1998a], [Deng
et al. 2009], [Kurland and Lee 2005], [Lin 2008], where a graph is built locally from the initial top
ranked documents or globally from the entire document collection.

—Example-based-re-ranking [Bogers and Bosch 20091, [Zloof 1975a], [Zloof 1975b]. Query-by-Example
(QBE) was first proposed by Zloof in the 1970s [Zloof 1975al], [Zloof 1975b]. The motivation is to parse
a user’s query into a structured statement expressed in a database manipulation language. Later,
researchers investigate ways to understand the query provided by users using accompany examples.
For example, Bogers et al. propose dividing the IR test collections into different subcollections, and
applying a linear fusion of the search results from disparate baseline results [Bogers and Bosch
2009]. The weights for fusion are determined by the authoritative scores, which reflect the expertise
between authors on certain topics.

—Crowd-re-ranking [Carbonell 1997], [Chen et al. 2011], [Dwork et al. 2001], [Liu et al. 2007], [Ren-
da and Straccia 2003], [SavvySearch], [White et al. 2008]. For example, translingual information
retrieval (TIR) is characterized by providing a query in one language and searching documents in
one or more different languages [Carbonell 1997]. This is similar to the setting of TRECVID search
tasks, where a video document is probably associated with different machine translated languages
[TRECVID]. Metasearch is a prominent approach to combine the search result lists returned by
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multiple search engines [Dwork et al. 2001], [Renda and Straccia 2003], [SavvySearch]. Each doc-
ument in a returned list is ordered with respect to a search engine and a relevance score. Liu et
al. propose to leverage user-labeled data to perform metasearch in a supervised manner [Liu et al.
2007], while Chen et al. suggest a semi-supervised approach to ranking aggregation by leveraging
the large amounts of unlabeled data [Chen et al. 2011]. Different from metasearch where the final
search results are the combination of multiple lists, White et al. propose to only provide the best
single list from multiple search engines [White et al. 2008]. A learning-based approach is adopted to
support switching between search engines.

—Interactive-re-ranking [Rohini and Varma 2007], [Yamamoto et al. 2007]. For example, a user is
enabled to edit a part of the search results (i.e., delete and emphasis operations) in [Yamamoto et al.
2007]. The operations are then propagated to all of the results to re-rank them. Rohini et al. propose
to learn the profiles of the users using machine learning techniques by making use of past browsing
histories, and then re-rank the results based on collaborative filtering techniques [Rohini and Varma
2007].

In addition, text search re-ranking also involves the analysis of query logs [Teevan et al. 2007],
[Zhuang and Cucerzan 2006], as well as the consideration of the diversity of search results [Carbonell
and Goldstein 1998]. A more comprehensive study on the combination approach for information re-
trieval can be found in [Croft 2000].

With the aim of providing a comprehensive and critical survey of current approaches to visual search
re-ranking, this paper is organized as follows. Section 2 gives a detailed review of techniques to visual
search re-ranking, including general visual search framework, as well as an overview of re-ranking
from the perspective of Bayesian formulation and methodologies for re-ranking. Moreover, we offer a
brief survey on re-ranking for text search, from which visual search re-ranking is motivated. Section 3
discusses benchmarking datasets and evaluation criteria. We conclude this paper with a discussion of
several promising directions in Section 4.

2. MULTIMEDIA SEARCH RE-RANKING: METHODOLOGIES

In this section, we review existing approaches to visual search re-ranking. We first position re-ranking
as a key component in a typical visual search system and provide a Bayesian formulation for overview-
ing re-ranking problem. We then classify re-ranking approaches into four categories and discuss each
of them in details. We also discuss other recent techniques for re-ranking, such as query suggestion
and user interface, as well as the re-ranking methods in text domain.

2.1 The Role of Re-ranking in Multimedia Search

A typical visual search system consists of several components, including query analysis, an index
module, uni-modal search (e.g., text, visual, and concept searches), and re-ranking. Figure 3 shows
a generic visual search framework. Usually, the query in a visual search system consists of a piece of
a textual query (e.g., “find shots in which a boat moves past”) and/or probably a set of query examples
(e.g., objects, images, or video keyframes or clips) 2. Via query analysis, the meaningful or important
keywords and their expanded related terms are obtained based on the textual query. Meanwhile, the
visual examples can be mapped to some relevant high-level concepts by the pre-trained classifiers for

2 The query includes a textual sentence and several query examples, which is the typical setting of automatic
search in TRECVID [TRECVID]; while in computer vision community, the typical setting for query includes a
single image example or an object, usually a rectangle region (e.g., a building facade, a landmark, an animal, and
so on), within a query image.
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Fig. 3. A generic multimedia search framework.

concept-based search (e.g., boat, water, and outdoor). Specifically, the confidence scores from those clas-
sifiers can be treated as the weights for the corresponding concepts (i.e., hidden text), and further used
in a text-alike search (e.g., inverted index based on term and document frequency) or used as a feature
vector in a concept space for searching via query-by-example (QBE). Moreover, a set of low-level visual
features (global and local features) is extracted to represent these query examples for visual-based
search. These multimodal queries are fed into individual search models, such as text, concept, and
visual-based searches, respectively. For example, a text-based search may use the speech recognition
transcript, the closed caption available from the program channel, or the recognized captions embed-
ded in video frames through Optical Character Recognition (OCR). The confidence vectors from concept
detectors or low-level feature vectors can be used in same way as the QBE or tf-idf scheme [Baeza-Yates
and Ribeiro-Neto 1999] for searching. More comprehensive introductions of content-based image and
video retrieval can be found in [Datta et al. 2008], [Kennedy et al. 2008a], [Lew 2000], [Lew et al. 2006],
[Smeulders et al. 20001, [Snoek and Worring 2009], [Yan and Hauptmann 2007b], [Philbin et al. 2007].
Based on these initial search results, as well as some knowledge, a re-ranking module is applied to
aggregate the search results and reorder the initial document list to improve the search performance.
In this paper, re-ranking is defined as improving the initial text-based search accuracy by considering
the other search results and the prior knowledge. We can observe from Figure 3 that re-ranking plays
a key in the visual search framework to improve the initial search performance.

2.2 A Bayesian View of Multimedia Search Re-ranking

Visual re-ranking problem can be traced back to the late 1990s when researchers started focusing on
improving content-based image retrieval (CBIR) results via relevance feedback techniques [Benitez
et al. 1998], [Rui et al. 1998], [Zhou and Huang 2002], [Zhou and Huang 2003]. It emerged as an in-
dependent research topic and attracted increasing intention beginning in the early 2000s. In the most
common formulation, the re-ranking problem can be reduced to a problem of re-estimating relevance
for each document that has been ranked in an initial search result (e.g., a ranked list of documents
searched by a text-only approach, a ranked list of objects returned by a bag-of-words model, etc.). In-
tuitively, this estimation is usually based on some knowledge mined from the initial search results or
the queries, prior knowledge from the Web, some domain-specific knowledge databases, or the interac-

ACM Journal Name, Vol. 2, No. 3, Article 1, Publication date: May 2012.



Multimedia Search Re-ranking: A Literature Survey o 1:7

Fig. 4. Graphical model representation of K, rg, and r. The shaded node indicates the known values. ry and K are assumed
independent in this model.

tions of users. Once we can estimate the relevance of each document, we can re-rank these documents
according to their relevance scores and obtain the best ranked list of these documents.

More formally, the re-ranking problem can be formulated as finding the optimal ranked list from the
perspective of Bayesian theory as follows. Let D (D = {d;}2 ;) denote the collection of documents to be
ranked or reranked, where d; is a single document (such as an object, an image, a video, or a clip) and
N is the number of documents in D. Let ry denote the initial ranked list and r the best ranked list.
In these lists, each document d; has a corresponding ranking order or relevance score r; with respect
to the query q. Note that q may be a piece of terms, or visual examples (i.e., a set of objects/images or
video clips), or any combination of them. Let R denote the set of all possible ranked lists (rg, r € R) and
r = [r,72,...,7n]T, where r; (0 < r; < 1) is the relevance score for the i-th visual document d;. If we
only consider the rank order of each document in the r, then the space of R is N!, which can be huge if
N is big enough. Let £ denote the knowledge for guiding the re-ranking process. From a probabilistic
view, given the initial ranked list rq and prior knowledge K, re-ranking can be formulated as to derive
the optimal list r* with the maximum a posterior probability,

t = . 1
r argrrnea%p(ﬂro,/C) (@)

According to Bayes’ formula, the posterior p(r|ro, ) is proportional to the product of the conditional
prior probability and the likelihood,

p(r|K)p(rolr, K)
p(ro|K)

where p(r|K) indicates the conditional prior of the ranked list given the prior knowledge, and p(r¢|r, K)
indicates the likelihood of the initial ranked list given the “true” list. Intuitively, the conditional prior
p(r|K) actually expresses how the “true” list r is consistent with the knowledge K. In other words, the
prior knowledge acts as the basis of re-ranking to ensure that there is the maximal consistency be-
tween the ranked list and itself. For example, p(r|K) can be modeled by the visual consistency between
the reranked list and the knowledge in terms of some dominant patterns. The likelihood p(r¢|r, K) ex-
presses the probability that the initial ranked list aligns with the “true” list and the knowledge. For
example, it can be modeled based on the disagreement between the reranked and initial lists. Note that
ro is given based on text-based search, thus we can assume that ry and K are independent from each
other [Tian et al. 2008]. Fig. 4 shows the graphic model representation of the relationship between I,
r, and ro. Then we can rewrite it as:

p(I‘|I‘0,K:) = ocp(r\/C)p(rO\r,lC), (2)

p(rolr, K) = p(ro|r). 3)
By plugging equation (3) into (2), we can obtain the formulation of re-ranking from the Bayesian
perspective,

r* = argmax p(r|K)p(rolr). 4)

Equation (4) indicates the optimization of the reranked list in terms of two somewhat conflicting
objectives, i.e., maximizing the consistency to the knowledge and minimizing the disagreement with
the initial ranked list. Thus, the central problem of re-ranking is the modeling of consistency between
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r and K, as well as the distance between ry and r. From the perspective of how the knowledge K is
exploited, we can classify the approaches to re-ranking into the following four paradigms:

—Self-re-ranking, which focuses on mining the knowledge only from the initial ranked list rg, i.e.,
K= ¢.

—Example-based-re-ranking, which leverages the user-provided visual query examples (i.e., objects in
images, images, or video keyframes/clips) to detect the relevant patterns with respect to the given
query q, i.e., £ = q.

—Crowd-re-ranking, which aims to mine the dominant visual patterns from the crowdsourced knowl-
edge available on the Web or from domain-specific knowledge bases, i.e., K is mined from the knowl-
edge on the Web.

—Interactive-re-ranking, which involves user interactions (i.e., human labor and feedbacks) to refine
search results, i.e., K is mined from user interactions or human knowledge.

Figure 5 illustrates these paradigms for visual search re-ranking. In summary, most existing re-
ranking approaches first mine a prior knowledge K (i.e., the dominant patterns which are relevant
to the query), and then perform re-ranking based on three widely adopted assumptions: 1) the visual
documents with the dominant patterns are expected to be ranked higher than others, 2) the visual
documents with similar visual appearance are to be ranked closely, and 3) the top ranked documents in
the initial list are expected to be ranked relatively higher than the other documents. We will introduce
the methodologies for re-ranking in terms of the above four paradigms in the next section.
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Table I. CATEGORIZATION OF RE-RANKING METHODOLOGIES AND REPRESENTATIVE APPROACHES

Paradigms Representative approaches
Self-re-ranking
— Clustering-based methods Information Bottleneck Principle [Hsu et al. 2006]
— Pseudo relevance feedback Pseudo-Relevance Feedback [Yan et al. 2003]
— Object recognition-based methods | Category filtering [Fergus et al. 2005], [Wnuk and Soattoh 2008]
— Graph-based methods Random Walk [Hsu and Chang 2007],

Visual Rank [Jing and Baluja 2008a], [Jing and Baluja 2008b]
Example-based-re-ranking

— Concept-based methods Text-like Multimedia Search [Li et al. 2007], Concept-based Fusion [Kennedy et al. 2008b]
— Linear multimodal fusion Query-dependent Fusion [Chua et al. 2004], [Hauptmann et al. 2008b], [Yan et al. 2004]

— Query expansion Total recall [Chum et al. 2011], [Chum et al. 2007]

— Geometric verification Fast spatial matching [Philbin et al. 2007], [Jegou et al. 2010]

Spatial coding [Zhou et al. 2010]
Crowd-re-ranking Multiple Search Engines [Liu et al. 2009], Visual Query Suggestion [Zha et al. 2009]

Interactive-re-ranking MediaMill [Snoek et al. 2006], CuZero [Zavesky and Chang: 2008]
Color Map [Wang and Hua. 2011]

2.3 Methodologies for Multimedia Search Re-ranking

Table I summarizes algorithms and representative works for multimedia search re-ranking. In the next
section, we will discuss the general approaches of each category. Please note that the sub-categories in
one paradigm can still be applied to another paradigm.

2.3.1 Self-re-ranking Methods. In this paradigm, the re-ranking objective is to discover relevant
visual patterns from the initial ranked list that can provide clues for re-ranking. Although they are
quite noisy due to the unsatisfying text-only search performance, the initial search results, especially
the top-ranked documents, can be regarded as the resource for mining some relevant information, since
the analysis on click-through data from a very large search engine log shows that users are usually
interested in the top-ranked portion of search results [Wei et al. 2009].

Based on how the relevant information is mined from the initial ranked list ry, the self-re-ranking
methods can be further classified into the following categories:

—Clustering-based re-ranking [Ben-Haim et al. 2006], [Cai et al. 2004], [Hsu et al. 2006], [Jing et al.
2006], [Park et al. 2005], [Wang et al. 2007], [Wei et al. 2009]. The clustering-based methods assume
that relevant documents tend to be more similar to each other than to irrelevant ones, so that clus-
tering the retrieved visual documents may further separate the relevant from the irrelevant ones.
The key problems are how to do clustering in the noisy initial ranked documents, as well as how to
rank the clusters and the documents within each cluster.

—Pseudo relevance feedback (PRF) [Amir et al. 2005], [He et al. 2005], [Liu and Mei 2011], [Liu et al.
2008], [Liu et al. 2008], [Rudinac et al. 2009], [Yan et al. 2003]. In many cases, we can assume that
the top-ranked documents are the few “relevant” (called “pseudo relevant”) documents that can be
viewed as “positive.” This is in contrast to relevance feedback where users explicitly provide feedback
by labeling the results as positive or negative [Benitez et al. 1998], [Rui et al. 1998], [Zhou and
Huang 2002], [Zhou and Huang 2003]. Those pseudo relevant samples can be further used in any
learning method to classify the remaining documents into relevant or irrelevant classes, or be used
as “query examples” to compute the distance to the remaining documents, or be the feedback to the
system for query term re-weighting or re-formulation. Note that the assumption of pseudo relevance
makes automatic re-ranking possible. The key problems include how to select the pseudo relevant
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documents from the noisy initial ranked list and how to treat these documents for re-ranking. Note
that we generalize the idea of PRF to any methods in which the top-ranked documents are regarded
as “positive” in this paper.

—Object recognition-based re-ranking [Fergus et al. 2005], [Liu et al. 2009], [Wnuk and Soattoh 2008].
This kind of method is highly motivated from the success of object recognition in computer vision.
The methods are more focused on queries that are related to object categories such as “car,” “horse,”
“bottles,” and so on. Observing that the visual documents related to these queries are typically visu-
ally similar, while those unrelated look different from each other, researchers in the computer vision
community attempt to model this kind of visual consistency or object appearance with respect to
the query or the initial ranked list, so that they can re-rank visual search results according to the
fitness of the models (i.e., likelihood). Most of the models are generative and probabilistic, charac-
terized by the scale and orientation invariance, as well as the simultaneous consideration of shape,
appearance, and spatial layout. However, it is significantly different from the classical setting of vi-
sual recognition where there is usually a clear training set consisting of carefully labeled “positive”
and “negative” examples. The challenges lie in that: 1) the training set (i.e., the initial ranked list)
is not labeled, and moreover, only contains a minority of “good” examples; 2) the modeling task is to
sort the “training” set rather than to classify the fresh “testing” data; and 3) the model has to deal
with the heterogeneous features since even “good” visual documents in the training set have high
visual variance.

—Graph-based re-ranking [Hsu and Chang 2007], [Jing and Baluja 2008a], [Jing and Baluja 2008b],
[Liu et al. 2007], [Zitouni et al. 2008]. The methods in this category are highly motivated by the
well-known PageRank technique for text search [Brin and Page 1998al], in which the relevance of a
document is propagated throughout the link structure among a large number of documents. A graph
G =< V,E > can be built over the initial ranked list, in which each node v (v € V) corresponds a
visual document, and the edge e¢ (e € FE) corresponds to the multimodal similarities between two
documents. The initial relevance of each document can be viewed as the stationary probability of
each node, and can be transitioned to other similar nodes until some convergence conditions are
satisfied. This graph representation of search results can be integrated into a regularization frame-
work by considering the two objectives in equation (4): maximizing a global consistency p(r|K) and
minimizing a distance p(ry|r) to compromise the reranked list to the initial one. Usually, after dif-
ferentiating and simplifying, this optimization problem can be solved by some close-form solution or
in an iterative way. In fact, graph-based methods can be viewed as a non-linear fusion of heteroge-
neous ranked lists. The graph representation includes PageRank [Jing and Baluja 2008a], [Jing and
Baluja 2008b], [Liu et al. 2007], [Wang et al. 2009], [Zitouni et al. 2008], Random Walk [Hsu and
Chang 2007], [Hsu et al. 2007], Bayesian formulation [Tian et al. 2008], and multi-level graph [Hoi
and Lyu 2007].

Different self-re-ranking approaches may have different conditions to work. In general, self-re-
ranking highly depends on the initial search results, since the only information for mining relevant
visual pattern K is the initial ranked list or the top of this list. In other words, self-re-ranking may not
work well or even downgrade the performance if the initial search results are not relevant at all. With-
in the self-re-ranking paradigm, clustering-based approaches are characterized by their high effective-
ness, as they are very intuitive and we only need to conduct several rounds of clustering within a part
of the initial ranked list. PRF-based approaches are more expensive than clustering-based approaches,
as they need to build the query-dependent classification or ranking models on the fly [Jain and Varma
2011]. As a result, PRF-based re-ranking is not very practical for real-time requirement. Researchers
are now investigating learning-to-rank methods to build query-independent PRF re-ranking schemes
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[Liu 2009]. Moreover, PRF-based approaches highly depend on the performance of the initial search,
since they assume that the top ranked documents are more relevant than those ranked in the bottom.
Object recognition-based re-ranking approaches are related to the performance of object recognition,
as well as how the query can be represented or related to the recognized object categories. They are
not that expensive as PRF-based approaches as the prediction of object categories in object recognition-
based approaches are faster than building ranking models in PRF. But still, the approaches need to
conduct feature extraction on the fly or access the features that might be extracted offline and stored
in backend files. The graph-based re-ranking methods are highly effective as the graph can be built
offline only once if the graph includes all the documents to be searched. Then, the re-ranking problem
can be transferred into the traditional “PageRank” framework and efficiently solved in an iterative
way.

Note that although we have the above categories, one single paper may use re-ranking methods from
more than two categories. In the next section, we introduce representative works for each category.

1) Clustering-based methods.

Hsu et al. propose to first rank image clusters and then rank the images within each cluster. They
first obtain the optimal clustering of the top text-based search results by preserving the maximal
mutual information about the search relevance, and then order the images within each cluster by the
local feature density [Hsu et al. 2006]. The visually consistent images, which occur more frequently
within the clusters with higher relevance, will be reranked higher. The approach first estimates the
soft-pseudo-relevance label y of an image z, denoted by the post-probability of relevance p(y|x). The
top ranked images, together with a set of sampled negative images, are used to compute the joint
probability p(x, y) in a high dimensional feature space. Then, the Information Bottleneck (IB) principle
is employed to cluster both the top-ranked and negative images based on the joint probability. Finally,
the cluster ¢ is ranked according to the conditional probability p(y|c) and the images within each cluster
c are reranked according to the feature density p(z|c). Similarly, the approach in [Ben-Haim et al. 2006]
first segments each image in the search results into several regions, clusters these regions based on the
color histogram representation and the mean shift algorithm, and then detects the “significant” cluster
(with the largest number of regions). The similarity between each image with the “significant” cluster
is used as a re-ranking signal. In [Park et al. 2005], the Hierarchical Agglomerative Clustering (HAC)
algorithm is used to cluster the text-based image search results. Then images are reranked according
to the distance of a cluster from a query.

Jing et al. employ image clustering techniques to identify semantically relevant clusters to a query,
and design an efficient user interface for browsing image search results by considering both the image
and textual (i.e., title) thumbnails for visual representation [Jing et al. 2006], [Wang et al. 2007].
Cai et al. incorporate a vision-based page segmentation algorithm to partition a web page (usually
containing images) into blocks, and then represent the web images by using visual, textual, and link
information based on the block-level link analysis [Cai et al. 2004]. Spectral techniques are applied to
cluster the search results into different semantic categories, in which several images are selected as
representative images for quick browsing.

2) Pseudo relevance feedback methods.

In [Amir et al. 2005], [Yan et al. 2003], the pseudo-negative images are sampled from the lowest rank
of the initial text-based search results, while the query videos and images are taken as the positive
examples. The re-ranking is then formulated as a classification problem where multiple discriminative
classifiers are trained with these pseudo- negative and positive examples. The visual documents are fi-
nally ordered according to the confidence scores output from the classifiers. This approach improves the
search performance by 7.5% gain in terms of MAP in TRECVID 2003 [Yan et al. 2003]. The assump-
tion of conventional pseudo-relevance feedback that most top-ranked documents are relevant to the
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given query was relaxed in [Yan and Hauptmann 2007a], where it only required the top-ranked docu-
ments contain more relevance documents than the bottom-ranked document. The authors proposed a
probabilistic local feedback (PLF) model based on a discriminative probabilistic retrieval framework.

Liu et al. claim that the best ranked list cannot be obtained until any two arbitrary documents from
the list are correctly ranked in terms of relevance [Liu et al. 2008]. This is different from conventional
ranking problem where a document is classified as relevant or not independently. They first cluster the
initial search results. Then, they propose to incrementally discover the so-called “pseudo preference
pairs” from the initial search results by considering both the cluster typicality and the local typicality
within the cluster. Here, typicality (i.e., the visual representativeness of a visual document with respect
to a query) is a higher-level definition than relevance. For example, an image with a “boat” may be
relevant to the query “find the images with boat,” but may not be typical as the boat object is quite small
in the image. The Ranking Support Vector Machine (RSVM) is then employed to perform pairwise
classification [Herbrich et al. 2000]. The documents are finally reranked by predicting the probabilities
of the RSVM. In [Liu et al. 2008], the optimal pairs are identified purely based on the low-level visual
features from the initial search results. Later, the authors observe that leveraging concept detectors
to associate a set of relevant high-level concepts to each document will improve the discovery of the
optimal pairs [Liu and Mei 2011], [Liu et al. 2008].

Rudinac et al. further incorporate the visual representativeness of the returned documents to the
conventional PRF [Rudinac et al. 2009]. They propose the Average Item Distance (AID) to measure
the visual representativeness. Intuitively, within the top returned results in the conventional PRF, the
documents that best typify the initial search results (i.e., with high AID scores) will be reranked higher.
He et al. use the multi-view learning to identify the relevant documents by combining the results from
two complementary yet independent learners [He et al. 2005]

3) Object recognition-based re-ranking.

Wnuk et al. propose an approach to filtering the “strange” images from the noisy text-based search
results by considering the visual consistency [Wnuk and Soattoh 2008]. They claim that the remain-
ing images after filtering could be used for building models for object recognition, and further for re-
ranking the initial search results. Similarly, the works in [Fergus et al. 2005], [Liu et al. 2009] find that
it is reasonable to learn the object category models from the noisy image research results by exploiting
the visual consistency in a unsupervised or semi-supervised way.

4) Graph-based re-ranking.

Zitouni et al. find that only a subset of text-based image search results contains relevance images and
this subset usually forms a dense component in a full-connected graph [Zitouni et al. 2008]. Based on
this observation, they present the similarities of the top-ranked images (based on the local descriptors)
in a graph structure, find the densest component in the graph, and then assign higher ranks to the
images in the densest component while low ranks to the others.

Jing et al. apply the PageRank to product image search and designed the VisualRank algorithm for
ranking/re-ranking [Jing and Baluja 2008a], [Jing and Baluja 2008b]. The VisualRank employs the
Random Walk intuition to rank images according to the visual hyperlinks among images. Intuitively,
if a user is viewing an image, and there are other (visually similar) images, then there is a probability
that the user will jump from this image to another similar one. This is analogous to PageRank where
the importance of a web page is usually measured based on the link structure [Brin and Page 1998b],
[Brinkmeier 2006]. In the VisualRank, the ranking score r is defined as follows:

1
r=dS xr+ (1—d)p, wherep = [—

N}Nxf )
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Text query: “find the video with highlights of the basketball Text query: “find a video of airplane views of Lhasa approach,
game between USD and SDSU” Namtso Lake and Putuoshan relief with sound of engines”
Related concepts: basketball, game Related concepts: airplane, views, Lhasa approach, lake

Basketball: 0.7941 . Lakes: 0.1136
Athlete: 0.7489 Airplane: 0.7667
Indoor Sports venue: 0.7999 Airplane_Flying: 0.7213

= ——
=

Lakes: 0.0317
Airplane: 0.7975
Airplane_Flying: 0.7312

Basketball: 0.7795
Athlete: 0