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1 Introduction

Ambient Intelligence (AmI) and Smart Environments (SmE) are based on three
foundations: ubiquitous computing, ubiquitous communication and intelligent adap-
tive interfaces [41]. This type of systems consists of a series of interconnected com-
puting and sensing devices which surround the user pervasively in his environment
and are invisible to him, providing a service that is dynamically adapted to the inter-
action context, so that users can naturally interact with the system and thus perceive
it as intelligent.

To ensure such a natural and intelligent interaction, it is necessary to provide an
effective, easy, safe and transparent interaction between the user and the system.
With this objective, as an attempt to enhance and ease human-to-computer interac-
tion, in the last years there has been an increasing interest in simulating human-to-
human communication, employing the so-called multimodal dialogue systems [46].
These systems go beyond both the desktop metaphor and the traditional speech-only
interfaces by incorporating several communication modalities, such as speech, gaze,
gestures or facial expressions.

Multimodal dialogue systems offer several advantages. Firstly, they can make use
of automatic recognition techniques to sense the environment allowing the user to
employ different input modalities, some of these technologies are automatic speech
recognition [62], natural language processing [12], face location and tracking [77],
gaze tracking [58], lipreading recognition [13], gesture recognition [39], and hand-
writing recognition [78].
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Secondly, these systems typically employ several output modalities to interact
with the user, which allows to stimulate several of his senses simultaneously, and
thus enhance the understanding of the messages generated by the system. These
modalities are implemented using technologies such as graphic generation, natural
language generation [33], speech synthesis [17], sound generation [24], and tac-
tile/haptic generation [70].

Thirdly, the combination of modalities in the input and output allows to obtain
more meaningful and reliable interpretations of the interaction context. This is, on
the one hand, because complementary input modalities provide with non-redundant
information which helps creating a richer model of the interaction. On the other
hand, redundant input modalities increase the accuracy and reduce the uncertainty
of the information [11]. Besides, both the system and the user can choose the ade-
quate interaction modalities to carry out the communication, thus enabling a better
adaptation to environmental conditions such as light/acoustic conditions or privacy.
Furthermore, the possibility to choose alternative ways of providing and receiving
information allows disabled people to communicate with this type of system using
the interaction modalities that best suit their needs.

Researchers have developed multimodal dialogue systems for a number of ap-
plications, for example, interaction with mobile robots [44] and information re-
trieval [26]. These systems have also been applied to the main topic of this book,
for example, to enhance the user-system interaction in homes [54, 23], academic
centers [47], hospitals [8] and theme parks [56].

After this brief introduction, the remaining of this chapter is organised as follows.
Section 2 deals with context awareness and user modelling. Section 3 addresses
the handling of input and contextual information and how to build abstractions on
the environment to acquire it. Section 4 centres on dialogue management, i.e. on
how the system responds to inputs and to changes in the environment, focusing
on interaction and confirmation strategies. Section 5 addresses response generation,
discussing the fission of multimodal information by means of synthesised speech,
sounds, graphical objects and animated agents. Section 6 addresses system evalua-
tion, describing the peculiarities of the evaluation of multimodal interfaces for AmI
and SmE applications. Section 7 presents the conclusions.

2 Context Awareness

Although there is not a complete agreement on the definition of context, the most
widely accepted is the one proposed by [15]: “Any information that can be used
to characterize the situation of an entity (...) relevant to the interaction between a
user and an application, including the user and the application themselves”. As can
be observed from this definition, any information source can be considered context
as long as it provides knowledge relevant to handle the communication between
the user and the system. In addition, the user is also considered to be part of the
contextual information.
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Kang et al [38] differentiate two types of context: internal and external. The
former describes the user state (e.g. communication context and emotional state),
whereas the latter refers to the environment state (e.g. location and temporal con-
text). Most studies in the literature focus on the external context. However, although
external information, such as location, can be a good indicator of the user intentions
in some domains, in many applications it is necessary to take into account more
complex information sources about the user state, such as emotional status [9] or
social information [48].

External and internal context are intimately related. One of the most representa-
tive examples is service discovery. As described in [16], service context (i.e. loca-
tion of services and providers) can be matched against the user context as a filter-
ing mechanism to provide only the services that are suitable given the user current
state. Another example are the so-called proactive systems, which decide not only
the information that must be provided to the user, but also when to do it to avoid
interrupting. The factors that must be taken into account to decide in which cases
the user should be interrupted comprise both the user context (e.g. the activities in
which he is involved, his emotional state, social engagement or social expectations)
and the context related to the environment, such as the location of the user and the
utility of the message [32]. For example, [69] presents a proactive shopping assistant
integrated in supermarket trolleys. The system observes the shopper’s actions and
tries to infer his goals. With this information, it proactivelly offers adapted support
tailored to the current context, for example displaying information about products
when the user holds them for a very long time or comparing different products when
the user is deciding between two items.

2.1 Context Detection and Processing

Context information can be gathered from a wide variety of sources, which pro-
duces heterogeneity in terms of quality and persistence [30]. As described in [31],
static context deals with invariant features, whereas dynamic context is able to cope
with information that changes. The frequency of such changes is very variable and
can deeply influence the way in which context is obtained. It is reasonable to ob-
tain largely static context directly from users, and frequently changing context from
indirect means such as sensors.

Once the context information has been obtained, it must be internally represented
within the dialogue system so that it can be handled in combination with the infor-
mation about the user interaction and the environment. In dynamic environments,
the information describing context is highly variable and sometimes very unreliable
and contradictory. Besides, it is also important to keep track of previous context dur-
ing the interactions. This is why it is necessary to build consistent context models.
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A number of methods have been proposed to create these models1. The simplest
approach for modelling context is the key-value method, in which a variable (key)
contains the actual context (value). However, key-values approaches are not suitable
for capturing sophisticated contextual information. To solve this drawback, tagged
encoding can be employed. It is based on context profiles using a markup scheme,
which enables modelling and processing context recursively, and to employ efficient
context retrieval algorithms. However, this approach still lacks capability for repre-
senting complex contextual relationships and sometimes the number of contextual
aspects that can be described is limited. It was adopted for example in the Stick-e
Notes system, which was based on the SGML standard language [59].

More sophisticated mechanisms are object oriented models (e.g. in [7]), which
have the benefits of encapsulation and reusability. With them, it is possible to man-
age a great variety and complexity of contextual information while maintaining scal-
ability. Following the philosophy of encapsulation, Kwon and Sadeh [42] presented
a multi-agent architecture in which a negotiator agent encapsulates all the knowl-
edge about context. Recently, Henricksen and Indulska [30] have presented a context
modelling methodology which takes into account different levels of abstraction to
cover the spectrum between the sensor output and the abstract representation that is
useful for the application. This is an improvement over the first toolkits developed
to represent context information, such as “The context toolkit” [14] which allowed
the creation of abstract objects that could be related to the output of sensors. In ad-
dition, graphical representations [16] and ontology-based modelling are currently
being employed for pervasive and mobile applications [25].

The context representation can be stored either locally, in a computer network, or
in both. For example, the context-awareness system developed in the CASY project
[79] enables users to define new context events, which can be sent along with multi-
media messages through Internet. For example, a child can produce a context event
“I am going to bed” and receive a “goodnight message” video which his grand-
mother had previously recorded, thus allowing geographically distributed families
to communicate asynchronously.

The processing of context is essential in dialogue systems to cope with the am-
biguities derived from the use of natural language. For instance, it can be used to
resolve anaphoric references (e.g. decide the noun referred by a pronoun). How-
ever, the linguistic context sometimes is not enough to resolve a reference or disam-
biguate a sentence, and additional context sources must be considered. Porzel and
Gurevych [60] identified four sources, namely situational, discourse, interlocutor
and domain. These sources were employed in a mobile tourist information system
to distinguish different types of where clauses. For example, for the user question
“Where is the castle?” the system could answer two types of response: a path to
the castle, or a description of the setting. The system selected the appropriate an-
swer considering the proximity of the user to the castle, the intentions of the user
(whether he wanted to go there or view it), and the user preferences (whether he
wanted the shortest, fastest or nicest path).

1 A comprehensive review of context modelling approaches can be found in [71].
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Other important topics concerned with the processing of context are: relevant
data structures and algorithms to be used, how to reduce the overhead caused by
taking context into account, and possible recovery strategies to be employed when
the environment is not providing the necessary services [67]. Additionally, privacy
issues are gaining more attention from the scientific community [29].

2.2 User Modelling

As previously discussed, the user is also considered to be part of the context. Hence,
it is very important to employ user models in AmI and SmE applications to differ-
entiate user types and adapt the performance of the dialogue system accordingly.
Besides, user models are essential for conversational interactions, as they enable to
deal with interpersonal variations which can vary from a low level (e.g. acoustic
features) to a higher level, such as features concerned with syntactic, vocabulary,
pragmatic and speaking style. For example, these models enable to enhance speech
recognition by selecting the most appropriate acoustic models for the current user.
They are also very useful for speech generation, as system prompts can be created
according to the level of experience of the user. For instance, pauses can be placed in
specific points of the sentences to be synthesised in order to encourage experienced
users to speak, even while the system is still talking (barge-in) [45].

The adaptation is specially useful for users of devices such as mobile phones,
PDAs or cars, as they can benefit from the functionality built over the knowledge
about them as an individual user. For example, this is the case of the in-car system
presented in [4], which adapts the spoken interaction to the user as he books a hotel
room while driving a car. In these cases, simple user models as user profiles can
be employed, which typically contain data concerned with user needs, preferences
and/or abilities. For example, the profiles employed by the DS-UCAT system [47]
contain students’ personal data and preferences for the interaction with the system,
such as language (English or Spanish), spoken modality (enabled/disabled), gender
for the system voice (male/female) and acceptation of messages incoming from the
environment (enabled/disabled). Considering these profiles, the dialogue manager
of the system employs interaction strategies (to be discussed in Sect. 4) which are
adaptive to the different user types. For example, system-directed initiative is used
for inexperienced users, whereas mixed-initiative is employed for experienced users.

A drawback of user profiles is that they require time on the part of the users to
fill-in the required data. An alternative is to classify users into preferences’ groups,
considering that sometimes the information about preferences can be common for
different applications. In order to facilitate the sharing of this information, a cross-
application data management framework must be used, such as the one presented
in [40]. This framework has the ability to infer data, so that applications can use
cross-profile data mining algorithms. For example, the system can find users that
are similar to the one who is currently interacting with it and whose preferences
might coincide.
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General user profiles are suitable to classify habits and preferences of the users
in order to respond with the appropriate actions. However in some application do-
mains it is also necessary to model more complex and variable parameters such as
the user’s intentions. In this case, an alternative to using general user profiles is to
employ the so-called online user modelling, which can be defined as the ability of a
system to model users at run-time [18]. These have been used for example in health
promotion dialogue systems, in which it is necessary to model the attitude of the
users towards following the therapist advices (e.g. whether the user is confident or
demoralised) [64].

3 Handling of Input Information

In AmI and SmE applications, devices such as lamps, TV, washing machine or oven,
and sensors such as microphones, cameras or RFID readers, generate information
which is the input to the dialogue system. To enable the interaction between the user
and a multimodal dialogue system, as well as the interaction between the system
and the devices in the environment, all the generated information must be properly
represented so that it can be handled to produce the system responses.

3.1 Abstracting the Environment

To implement the interaction between the dialogue system and the environment, the
former typically accesses a middleware layer that represents characteristics of the
environment, e.g. interfaces and status of devices. Using this layer, the dialogue sys-
tem does not need to interact directly with the devices in the physical world, thus
getting rid of their specific peculiarities. The implementation details of the entities
in the middleware are hidden to the system, and thus it uses the same standard com-
munication procedure for any entity in the environment. Moreover, this layer eases
the setting up of dynamic environments where devices can be added or removed at
run-time. The communication between the entities in the middleware and the cor-
responding physical devices can be implemented using standard access and control
mechanisms, such as EIB (European Installation Bus) [54, 55] or SNMP (Simple
Network Management Protocol) [49].

Researchers have implemented this layer in different ways. For example, En-
carnaçao and Kirste [19] proposed a middleware called SodaPop (Self-Organizing
Data-flow Architectures suPorting Ontology-based problem decomPosition), which
supports the self-organisation of devices into appliance ensembles. To do this, their
proposal considers goal-based interaction of devices, and distributed event process-
ing pipelines.

Sachetti et al [65] proposed a middleware called WSAMI (Web Services for Am-
bient Intelligence) to support seamless access to mobile services for the mobile user,
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either pedestrian, in a car or in a public transport. This middleware builds on the Web
services architecture, whose pervasiveness enables services availability in most en-
vironments. In addition, the proposal deals with the dynamic composition of appli-
cations in a way that integrates services deployed on mobile, wireless and on the
Internet. The authors developed three key WSAMI-compliant Web services to offer
intelligent-aware multimodal interfaces to mobile users: i) linguistic analysis and
dialogue management, ii) multimodality and adaptive speech recognition, and iii)
context awareness.

Berre et al [5] proposed a middleware called SAMBA (Systems for AMBient in-
telligence enabled by Agents) to support the interaction and interoperability of var-
ious elements by encapsulating and representing them as agents acting as members
on an Ambient IntelligenceAmbient Intelligence Elements Society, and by using
executable models at run-time in support of interoperatibility.

Montoro et al [54] implemented a middleware using a blackboard [20] created
from the parsing of an XML document that represents ontological information about
the environment. To access or change the information in the blackboard, appli-
cations and interfaces employ a simple communication mechanism using XML-
compliant messages which are delivered via HTTP. An interesting feature of this
proposal is that it allows to attach linguistic information to each entity in the mid-
dleware in order to automatically create a spoken interface associated with the cor-
responding device. Basically, it is comprised of a verb part (actions that can be
performed with the device), an object part (name that can be given to the device), a
modifier part (that refers to the kind of entity), a location part (that refers to the lo-
cation of the device in the environment), and an additional information part (which
contains additional information about the entity in the middleware).

3.2 Processing Multimodal Input

A number of formalisms have been defined to represent the information of the user
interaction captured by the sensors in the environment, for example, typed feature
structures [10] and XML-based languages such as M3L (Multimodal Markup Lan-
guage) [72] or MMIL (Multimodal Interface Language) [63, 65].

Many multimodal dialogue systems typically employ the so-called frames, which
can be defined as abstract representations of real-world entities and their relation-
ships. Each entity if constituted of a set of attributes called slots, which are filled
with data extracted by the sensors. The filling of the slots can be carried out either
incrementally or by means of heritage relationships between frames. Slots can con-
tain a diversity of data types, for example, words provided by a speech recogniser
[54, 66], screen coordinates provided by a electronic pend, and location information
obtained via RFID [55, 56] or GPS. They can also contain time stamps regarding
the moment at which the frames are created.

Frames can be classified into three types: input, integration and output frames.
Input frames are employed to store the information generated by the devices or
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captured by the sensors in the environment. Each input frame may contain empty
slots if the obtained information is partial. Integration frames are created by the
dialogue system as it handles the user interaction. The slots of these frames are
filled by the combination of the slots in the input frames. The output frames are
used to generate system responses (as will be discussed in Sect. 5). The dialogue
system can use these frames to change the status of devices in the environment (e.g.
turn on a lamp), or to transmit information to the user employing e.g. synthesised
speech and graphics on a PDA screen. For example, [56] used frames to represent
contextual information in a theme park application, where users move 3D puzzle
pieces to assemble a car. Nigay and Coutaz [57] proposed to use a formalism similar
to frames called melting pots, which encapsulate multimodal information with time
stamps. These stamps are very important to consider the information provided by
devices and sensors either as complementary or independent.

Taking into account temporal information, the combination (or fusion) of the
information captured from the user can be either microtemporal, macrotemporal or
contextual. The microtemporal fusion is carried out when the information captured
from the user, e.g. stored in melting pots, is complementary and overlapped in time.
The macrotemporal fusion is carried out when the information is complementary
and the time intervals of the captured information do not overlap in time, but belong
to the same analysis window. Finally, the contextual fusion combines information
without considering time restrictions.

The fusion of the information can be carried out at signal or semantic levels. In
the former case, only temporal issues are involved (e.g. data synchronisation) with-
out taking into consideration any kind of high-level interpretation. This fusion type
is usually employed for audiovisual speech recognition, which combines acoustic
and lip movement signals [51]. On the contrary, the fusion at the semantic level
deals with the combination of multimodal information interpreted separately, and
then combined considering their meaning. Among others, Sachetti et al [65] em-
ployed fusion at the semantic level to combine information obtained from speech
and 2-D gestures captured by an electronic pen.

4 Dialogue Management

Using the information generated by the devices, captured by the sensors in the envi-
ronment and provided by the context, the dialogue system manages the interaction
with the user and provides services. As the dialogue between the system and the
user is multimodal, the dialogue manager controls the execution flow from various
input and output communication channels, e.g. speech and/or icon selection on a
PDA screen. The modalities to be used may be determined by the user profile and
the contextual information about the environment conditions. If speech is suitable
as an input modality, the user voice is captured by a microphone and is the input to
a speech recogniser [54, 23, 66] which provides one or more recognition hypothe-
ses. If speech is enabled as an output modality, the system can generate spoken
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responses via synthesised speech, typically using text-to-speech (TTS) conversion
[17]. For example, a spoken dialogue2 between the user and the GENIO system [23],
developed for home automation and entertainment, is as follows:

(1) User: Majordomo.
(2) System: Tell me.
(3) User: Wash my cloths by the time when I come back home.
(4) System: When are you coming back?
(5) User: At eight in the evening.
(6) System: Eight in the morning or in the evening?
(7) User: In the evening, I said in the evening.
(8) System: OK, eight in the evening. Which washing program?
(9) User: Soft, 30 degrees centigrade.
(10) System: Did you say 13 degrees?
(11) User: No, I said 30 degrees.
(12) System: OK, washing machine programmed for soft, 30 degrees centigrade.
Anything else?
(13) User: Is the dishwasher working at the moment?
(14) System: No, it is not.

To enable this dialogue, the system employs predefined dialogue management
strategies to decide what to do after processing the information obtained from the
user, the environment and the context. Typical actions are: provide information to
the user extracted from a database query, check or change the status of devices in the
environment, confirm data, and ask for missing data necessary to perform a specific
action.

Information can be missing either because a data item has not been provided by
the user, or due to processing errors. For instance, a processing error can be observed
in the dialogue shown above, as the data item ’in the evening’ provided by the user
in turn (5) was not understood by the system. This might happen because the words
’in the evening’ uttered by the user were not recognised, or were recognised with
very low confidence score (as will be discussed in Sect. 4.2) and thus were rejected
by the system. As a result, the system needed to employ an additional dialogue turn
(6) to clarify the time, thus making the dialogue less efficient.

In order to enhance the system performance and provide a friendly interaction,
the dialogue management strategies must be adaptive to user characteristics such
as knowledge, expertise, preferences and needs, which are stored in the user profile
[27] [21]. Specifically, the adaptation to special needs is receiving much attention
in terms of how to make systems usable by handicapped people [28], children [1]
and the elderly [43]. Despite their complexity, these characteristics are to some ex-
tent rather static. Jokinen [37] identified another degree of adaptation in which the
dialogue management strategies are not only adapted to the explicit message con-
veyed during the interaction, but also to the user’s intentions and state. Following

2 For illustration purposes, this dialogue has been slightly changed from the one shown in [23].
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this guideline, affective computing focuses on how to recognize and dynamically
adapt the conversation with the system to the user emotional state. For example,
many breakdowns in man-machine communication could be avoided if the machine
was able to recognize the emotional state of the user and responded to it more sen-
sitively [50]. Earlier experiments showed that an empathetic computer agent can
indeed contribute to a more positive perception of the interaction [61]. This study
also examined how social factors, such as status, influence the semantic content, the
syntactic form and the acoustic realization of conversations [74].

4.1 Interaction Strategies

To implement the user-system interaction by means of a multimodal dialogue, the
system developers must design interaction strategies to control the way in which
user and system interact with each other employing dialogue turns. For example,
one issue to decide is whether the user must provide just the data items requested by
the system, and in the order specified by the system, or alternatively, he is allowed
to provide the data in the order that he wishes and be over-informative (provide data
not requested by the system).

Another important issue to decide is who (user or system) has the initiative in the
dialogue. In accordance with this criterion, three types of interaction strategies are
often distinguished in the literature: user-directed, system-directed and mixed. When
the former strategy is used, the user has always the initiative in the dialogue, and the
system just responds his queries and orders. This is the case in the sample dialogue
shown above. The main problem with this strategy is that the user may think that
he is free to say whatever he wants, which tends to cause speech recognition and
understanding errors.

When the system-directed strategy is used, the system has always the initiative in
the dialogue, and the user just answers its queries. The advantage of this strategy is
that it tends to reduce the possible user input, which typically leads to very efficient
dialogues. The disadvantage is the lack of flexibility on the part of the user, who is
restricted to behave as the system expects, providing the necessary data to perform
some action in the order specified by the system.

When the mixed interaction strategy is used, both the user and the system can
take the initiative in the dialogue, consequently influencing the conversation flow.
The advantage is that the system can guide the user in the tasks that he can perform.
Moreover, the user can take the initiative and be over-informative.

4.2 Confirmation strategies

Considering the limitations of the state-of-the-art recognition technologies em-
ployed to build multimodal dialogue systems, it is necessary to assume that the
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information captured by sensors about the user interaction may be uncertain or am-
biguous.

To deal with the uncertainty problem, these systems typically employ confidence
scores attached to the frame slots, for example, real numbers in the range between
0 and 1. A confidence score under a threshold indicates that the data item in the
slot must be either confirmed or rejected by the system. Two types of confirmation
strategies are are often employed: explicit and implicit. When the former is used, the
system generates an additional dialogue turn to confirm the data item obtained from
the previous user turn. Turn (10) in the sample dialogue above shows an example
of this confirmation type. The disadvantage of this confirmation method is that the
dialogue tends to be lengthy due to the additional confirmation turns, which makes
the interaction less effective and even excessively repetitive if all the data items
provided by the user must be confirmed.

When the implicit confirmation strategy is used, no additional turns are necessary
since the system includes the data items to be confirmed in the next dialogue turn to
get other data items from the user. In this case, it is responsibility of the user to make
a correction if he observes a data item wrongly obtained by the system. Turn (12) in
the sample dialogue above shows an example of this confirmation strategy, where
the system tries to get a confirmation for the data item ’Soft washing programme’.
As the user did not make any correction in his next dialogue turn (13), the system
assumed that this data item was confirmed.

The input information can be ambiguous if it can be interpreted in different ways
by the system. For example, the input made with a pen on a touch-sensitive screen
can refer to three different purposes: pointing (as a substitute of mouse), handwriting
and drawing. In order to face this problem, the dialogue system must employ some
method to try to automatically decide the mode in which the pen is being used,
and/or employ an additional dialogue turn to get a confirmation from the user about
the intended mode.

The strategies discussed above are useful to avoid misunderstandings and deal
with the uncertainty of data obtained from the user. One related, but different situa-
tion is the non-understanding, which occurs when the system does not get any data
from the user interaction. In this case, two typical strategies for handling the error
are to ask the user to repeat the input, and to ask him to rephrase the sentence (in
the case of spoken interaction).

5 Response Generation

After the analysis of the input information captured from the user and obtained from
the environment, the dialogue system must generate a response for the user taking
into account the context information and the user profile. To do this, it can employ
the output frames discussed in Sect. 3.2. These frames are analysed by a module
of the system that carries out the so-called fission of multimodal information, i.e., a
decision about the devices and interaction modalities to be used for generating the
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response. For example, the system can generate a multimodal response using syn-
thesised speech, sounds, graphical objects and an animated agent in a PDA screen.
The use of several modalities to generate system responses allows a friendlier in-
teraction that better adapts to the user preferences and needs. Moreover, it enables
the user to create a proper mental model of the performance of the system and the
dialogue status, which facilitates the interaction and decreases the number of inter-
action errors. The response generation may involve as well to access the middleware
to change the status of a device in the environment, e.g. to switch on a specific lamp
in the living room [54].

Speech synthesis is typically carried out employing a text-to-speech (TTS) con-
version [17], which transforms into speech any sentence in text format. The sentence
can be created employing natural language generation techniques, which typically
carry out two sequential phases, known as deep and syntactic (or surface) genera-
tion [33]. The deep generation can be divided into two phases: selection and plan-
ning. In the selection phase the system selects the information to be provided to
the user (typically obtained from a database query), while in the planning phase
it organises the information into phrase-like structures to achieve clarity and avoid
redundancy. An important issue of this phase is the lexical selection, i.e. choosing
the most appropriate words for each sentence. The lexical selection depends on the
information previously provided by the system, the information available in the con-
text, and specific stylistic considerations. The syntactic (or surface) generation takes
the structures created by the deep generation and builds the sentences expressed in
natural language, ensuring the grammatical correction.

In addition to speech, the system may generate sounds to provide a friendly in-
teraction, for example, using auditory icons [24], which are associations between
everyday sounds to particular events of the dialogue system.

The display of the communication device employed by the user may include
graphical objects concerned with the task carried out by the system, e.g. pictures
of a microwave oven, washing machine, dishwasher or lamps [55]. Additionally, the
graphical objects can be used to provide visual feedback about the key data obtained
form the user, for example, the temperature for the washing programme.

The display can also include the so-called animated agents, which are computer-
animated characters, typically with the appearance of a human being, that produce
facial expressions (e.g. by lips, eyes or eyebrows movements) and body movements
in synchronisation with the synthesised speech. The goal of these agents is to pro-
vide a friendlier interaction, and ease the understanding of the messages generated
by the system. For instance, the GENIO system [23] developed for home automation
and entertainment, employs one of these agents to show a human-like majordomo
on a PDA screen. Another sample animated agent is the robotic interface called iCat
(Interactive Cat) [66], which is connected to an in-home network to control devices
(e.g. light, VCR, TV, radio) and to access the Internet.
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6 Evaluation

There are no generally accepted criteria for evaluating AmI and SmE systems. As
it is a highly multidisciplinary area, authors usually employ standard methods to
evaluate particular aspects of each system, rather than evaluating the system as a
whole. This is the case of the evaluation of multimodal interfaces, which are usu-
ally assessed by employing the standard performance and satisfaction metrics of
traditional dialogue systems [18].

Furthermore, the implementation of these systems is usually very costly. There-
fore, regardless of the approach employed, it is desirable to assess their usability
at design time, previously to implementation. Wizard of Oz techniques [22, 76] are
typically employed to do this. Using these techniques, a human plays the role of
some functionalities of the system and the users are made to believe that they are
actually interacting with a machine. Once the validity of the design is checked, the
next step is to create a prototype system to evaluate the system performance in real
conditions. The results obtained from this evaluation are very useful to find out
weaknesses of the system that must be improved before it is made available for the
users.

6.1 Contextual Evaluation

As argued in [68], most context-aware systems provide a functionality which is only
available or useful in a certain context. Thus, the evaluation must be carried out in
a given context as well. In this way, there is more control over the data obtained,
given that the situation is restricted. However, the evaluation results might not be
significant to cope with the full spectrum of natural interactions. Also, simulating
the type of data that would be acquired from the sensor system in a real scenario
may be difficult.

As an attempt to solve these problems, the so-called smart rooms are usually
employed. However, these environments fail to reproduce the variety of behaviours,
movements and tasks that the users would perform on a daily-live basis, specially
when these rooms are located in laboratories. An alternative are the so-called Living
labs, i.e., houses built with ubiquitous sensing capabilities which provide naturalis-
tic user behaviours in real life. However, as the user must interact in an environment
which is not his real home, his behaviour may still be altered. In any case, user be-
haviour in living labs is still more natural than the one that could be obtained from
short laboratory visits [35].

An example of living lab is the PlaceLab [34], a real house located near the MIT
campus in a residential area, occupied by volunteers who can live there for periods of
days, weeks and up to months depending of the studies being made. It was designed
to be able to sense the opening and closing of doors and windows, electrical current,
water and gas flow; and is equipped with cameras and microphones to track people,
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so that routine activities of everyday home life could be observed, recorded and
manipulated.

In the case of mobile AmI or SmE systems, the evaluation requires to consider
several contexts in order to study the system response in different geographical loca-
tions. For example, the MATCH system [36], which provides multimodal access to
city help in hand-held devices, was evaluated both in laboratory and mobile settings
while walking in the city of New York. Another example is the exercise counselor
presented in [6], which is a mobile conversational agent played on a PDA who mo-
tivates the users to walk more. It was evaluated both in laboratory and in two open
conditions; firstly, with the test user walking on a treadmill while wearing the PDA,
and secondly with the user wearing the PDA continuously during eight days.

6.2 Evaluation from the Perspective of Human-computer
Interaction

It is very important to minimize the number of variables that influence the evaluation
of systems in order to obtain representative results. An approach to achieve this goal
is to employ a single domain focus [68]. That is, evaluating the system from a sin-
gle perspective, keeping everything else constant. A typical usage of this approach
is to evaluate the system from the perspective of the human-computer interaction.
This is the case of the evaluation of some context-aware dialogue systems, such as
SmartKom [73] and INSPIRE [52].

The SmartKom project provides an intelligent, multimodal human-computer in-
terface for three main scenarios. The first is Smarktom Home/Office, which allows
communication and operation of home appliances. The second is SmartKom Pub-
lic, which allows access to public services. The third is SmartKom mobile, which
is a mobile assistant. The authors differentiate between what developers and users
need to evaluate the system [3]. For the developers, the objective of evaluation is
to deliver reliable results of the performance under realistic application conditions,
whereas from the users perspective the goal is to provide different services retrieved
in a multimodal manner. An outcome of this project was a new framework specifi-
cally devoted to the evaluation of multimodal systems called PROMISE (Procedure
for Multimodal Interactive System Evaluation) [2, 3]. This new framework is an ex-
tended version of a widely adopted framework for the evaluation of spoken dialogue
systems, called PARADISE [75]. The main idea behind PROMISE is to define qual-
ity and quantity measures that can be computed during the system processing. Qual-
ity measures include system cooperativity, semantics, helps, recognition (speech,
gestures and facial expressions), transaction success and ways of interaction. Quan-
tity measures include barge-in, elapsed time, and users/system turns. A distinct as-
pect of PROMISE, not considered in PARADISE, is a weightening scheme for dif-
ferent recognition components, which allows solving contradictory inputs from the
different modalities.
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The PROMISE framework focuses mainly on the calculation of “objective” eval-
uation measures. However, in order to obtain a meaningful interpretation of user sat-
isfaction, also “subjective” measures about perceived quality of the system should
be gathered. Möller et al [53] identified some of the most important factors that in-
fluence the perceived quality of the service provided by a dialogue interface: user,
agent, environment, task and contextual factors. User factors include attitude, emo-
tions, experiences and knowledge which affect the users judgments. Agent factors
are related to the characteristics of the machine counterpart. Environment factors
relate to the physical context of the interaction. Task and contextual factors relate to
the non-physical context. The INSPIRE system, designed to provide a multimodal
interface for home, office and in-car conversational interactions, was evaluated tak-
ing into account these factors to assess the impact of the speech output component
on the quality judgments of the users.

7 Conclusions

This chapter has presented a review of some important issues concerned with the
design, implementation, performance and evaluation of multimodal dialogue sys-
tems for AmI and SmE environments. It has discussed the conceptual components
of these systems, which deal with context awareness, multimodal input processing,
dialogue management, and response generation.

The first part of the chapter has described context awareness approaches. It has
introduced different context types (internal and external) and discussed context de-
tection and processing. As the user is considered to be part of the context, the chapter
has also focused on user modelling, discussing user profiles and on-line user mod-
elling.

Next, the chapter has addressed the handling of input information. On the one
hand, has taken into account the representation of the environment, which is typi-
cally modelled by a middleware layer, discussing different alternatives existing in
literature to implement this. On the other hand, the chapter has discussed formalisms
typically employed by the research community to represent multimodal input infor-
mation. It has also addressed the fusion types employed to combine the internal
representations of the multimodal information captured from the user or generated
by the environment.

The third part of the chapter has addressed dialogue management, which enables
the intelligent, adaptive, and natural multimodal interaction between the user and
the environment. The chapter has discussed the kind of such strategies employed
to decide the system responses and actions, taking into account predefined dialogue
management strategies and user models. These approaches have been further dis-
cussed in terms of dialogue initiative and confirmation strategies.

The chapter has focused as well on response generation, discussing the procedure
called fission of multimodal information, which is a decision about the devices and
interaction modalities to be used for generating a system’s response.
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The last section of the chapter has addressed evaluation. It has initially discussed
standard methods for the evaluation of dialogue systems, such as Wizard of Oz
and prototyping. Then, it has addressed scenarios for the contextual evaluation of
AmI and SmE applications, such as smart rooms and living labs. Finally, it has
discussed evaluation from the perspective of human-computer interaction, focusing
on the proposals of the SmartKom and INSPIRE projects.
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