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Figure 1: a) Multimodal feedback guides a user to follow directed motion from a remote teacher. b) Motion
capture allows full-body feedback. c) Vibrotactor hardware d) for continuous feedback on speed and direction.

ABSTRACT

The ability to guide human motion through automatically
generated feedback has significant potential for applications
in areas, such as motor learning, human-computer interac-
tion, telepresence, and augmented reality.

This paper focuses on the design and development of such
systems from a human cognition and perception perspec-
tive. We analyze the dimensions of the design space for
motion guidance systems, spanned by technologies and hu-
man information processing, and identify opportunities for
new feedback techniques.

We present a novel motion guidance system, that was im-
plemented based on these insights to enable feedback for
position, direction and continuous velocities. It uses motion
capture to track a user in space and guides using visual, vi-
brotactile and pneumatic actuation. Our system also intro-
duces motion retargeting through time warping, motion dy-
namics and prediction, to allow more flexibility and adapt-
ability to user performance.

Categories and Subject Descriptors

H.5.2 [Information interfaces and presentation]: User
Interfaces - Input devices and strategies
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1. INTRODUCTION
The development and training of motor skills can greatly

benefit from efficient interaction techniques and multimodal
feedback. While a teacher manually guides a student’s move-
ment in a classical learning scenario, technical systems have
the potential to substitute and enhance this process, e.g., in
Tai Chi [16]. One of the most important aspects in these
systems, as well as for motor learning in general, is real-
time motion feedback with respect to a target motion [12].
This naturally extends to other human-computer interaction
(HCI) scenarios where feedback is critical for interacting
with virtual content. An augmented movie set, for exam-
ple, could have actors and director interact with computer-
generated graphics using different modalities, as illustrated
in Figure 1a and 2.

In this work, we distinguish between motor learning and
motion guidance. While one of our overall goals is to teach
new skills to a user, a technical system specifically designed
for motor learning has to take many aspects into account,
such as the different stages in the learning process [6] and
attention in various phases [22]. We, instead, focus on multi-
modal feedback for motion guidance, which is an important
aspect of acquiring new skills.

We propose a framework for manifold motion guidance
and feedback through a motion guidance system (MGS),
which includes interfaces for mixed reality scenarios and
telepresence applications. Our modular framework, allows
reuse and combination of feedback modalities and concepts
for different applications. We analyse the design space for
motion guidance and discuss the implementation of our frame-
work, which uses full body tracking data and generates real-



Figure 2: An augmented movie set. The director
(right) gives tactile feedback through a GUI to an
actor (left) that interacts with a virtual object.

time visual, vibrotactile and pneumatic feedback to guide
an individual’s movement towards a desired motion.

Our contributions include:

• Analysis of the design space for motion guidance.

• Implementation of multiple modules for full-body
3D feedback that combines motion capture with tactile
and visual stimuli.

• Dynamically adapting feedback based on a user’s mo-
tion through motion retargeting, employing time

warping, motion dynamics, speed indication andmove-

ment prediction for precise timing of feedback.

2. DESIGN SPACE
This section discusses the design space of multimodal feed-

back for motion guidance and how it relates to the human
perceptual system, psychophysiological factors and informa-
tion processing in the brain.

2.1 Human Information Processing
Human information processing is executed in three phases:
Stimulus identification describes the process of per-

ceiving information. In the context of multimodal interac-
tion, it is important to consider that perception varies under
physical or cognitive workload [2] and that the perception of
a feedback modality can be influenced by a parallel stimuli.

Response selection is the cognitive mechanism that con-
verts the stimulus (perception) to a response (action). The
human body provides a vast amount of possible responses
to a stimulus (body movements) with its many degrees-of-
freedom (DOFs). A large number of possible responses in-
creases the response time, however, due to the associated
cognitive process. Therefore, when considering stimulus-
response (S-R) translations, it is often necessary to limit
the set of responses and take into account S-R compatibility
(e.g., spatial proximity between feedback and action).

Response programming, or “motor execution”, exe-
cutes the action and is affected by factors such as S-R fre-
quency, movement direction, or sequence length. Further-
more, an action can alter the user’s focus of attention and
perception process.

Attention ([10] p33) and motor centers are tightly linked
in the human brain and attention is crucial for motion guid-
ance feedback, as it can lead to more effective motor per-
formance and learning [22]. Selective attention preserves
processing capabilites and processes only a subset of infor-
mation.

2.2 Feedback Modalities
We perceive our environment with multiple senses simul-

taneously, as real-world feedback is multimodal. To simulate
this in a virtual system, different feedback modalities and ac-
tuators have to be employed. We provide a brief overview
of modalities and attributes relevant for motion guidance.
Emphasis is placed on haptics, as an in-depth discussion of
all modalities is beyond the scope of this paper.

Visual feedback is often considered the dominant form of
feedback [10] (p112) and can provide users with objective
observation of their motion (errors), augmented awareness
for correction (e.g., emphasized body parts indication), su-
perimposed target trajectories, or scores [3, 15].

Usability and user experience depends on the display hard-
ware and properties, including latency, update rate, size,
resolution, mobility and stereoscopy [18, 15].

Spatial Audio can be used to communicate 3D positions
or direction. Dozza et al., for example, encode information
using sinusoids with variable frequency and loudness [4].

Haptic feedback is composed of skin sensation and pro-
prioception [10] (p194). Skin sensation is perceived by
sensory receptors that enable us to localize and recognize
individual tactile cues. Tactile displays can often indicate
body part positions more intuitively than visual or audio
feedback [20, 12]. Robustness and low weight has made vi-
bration motors popular for tactile actuation.

Baek et al. [1] present a training system for fencing and
dancing, and Rosenthal et al. explore foot step navigation
in dance [17]. Spelmezan et al. [20] study spontaneous reac-
tions to tactile patterns, while TIKL [12] gives a user visual
information and vibrotactile feedback on the deviation of
arm posture. McDaniel et al. [14] propose a framework for
mapping vibrotactile patterns to motion.

Pneumatic pressure could potentially provide well local-
izable high-intensity stimuli, but is less popular due to size
and tubing complexity of the required compressor.

Skin stretching with customized actuators may work well
for indicating directions as pin-based actuators enable fine-
grained feedback to the human skin [10] (p198). Construc-
tions are, however, often bulky.

Feedback affecting proprioception (i.e., the sense of body
parts’ positions) has been shown, for example, using me-
chanical configurations with exoskeletons and electrogalvanic
stimulation [10] (p194). In this work, we focus on modalities
that do not directly alter the user’s posture as active user
engagement and minimal interference with the user’s motion
is preferred in typical motor learning scenarios [19].

2.3 Feedback vs. Support
Stimuli that are provided for motion guidance can be clas-

sified into feedback and support [14]. Feedback observes and
takes into account user performance through real-time mea-
surements in a feedback loop. Support is provided based on
a predefined sequence regardless of user actions. Continu-
ity of the feedback coupling to the user’s performance varies
with systems and modalities. Visual feedback, for example,
can be used for continuous quantitative feedback on the de-
viation from desired pose using arrows drawn for each limb
[18] or a target pose and qualitative verbal feedback [3].

2.4 Type of Feedback
Various options exist to encode information within the

feedback modalities. The user state can, e.g., be visually



represented by a mirrored virtual avatar in the user’s pose
[16]. The presentation of intended pose through, e.g., a
teacher or ghost avatar [1], can be considered either support
or feedback, e.g., if the teacher adapts to user performance.

Intended movement encodes how a user is supposed to
move, while motion dynamics can communicate motion
speed, for example. Timing and performance (e.g., the
deviation from an intended pose) can be quantified and en-
coded in more abstract notions using audio [3]. Finally, the
state of virtual objects or other users can be incor-
porated, such as collision with virtual objects in augmented
reality or telepresence applications.

2.5 Level of Abstraction
The level of abstraction with which the stimuli are pre-

sented to the user has a large impact on the response selec-
tion phase in human information processing. Preattentive
processing handles stimuli in a highly parallel manner with-
out focused attention, for example, when extracting simple
visual features and primitives. Therefore, a lower level of
abstraction might trigger a quicker response even without
training [22], while abstract feedback requires more cogni-
tive processing to select the appropriate response.

Portillo-Rodriguez et al. [16] provide direct feedback us-
ing a push/pull metaphor where two vibration motors on
the left and right hand indicate hand distance by varying
vibration intensity. McDaniel et al. [14] explore temporal
and spatial factors in vibrotactile patterns to encode direc-
tion, rotation or timing. They exploit the Sensory Saltation
tactile illusion [8], where a series of sequentially activated
vibrotactile motors can provide the perception of an inter-
polated, continuously moving linear stimulus, rather than
one that appears and disappears in discrete locations. Is-
rar et al. [9] equip a chair with twelve vibration motors
to let users experience the illusion of moving touches on
their back. This spatio-temporal pattern display technique
enables more informative indication. In contrast, symbolic
feedback with a learned meaning, such as Braille or pin-
based displays [10] are highly abstract and require signifi-
cant cognitive processing and training. Many examples of
different levels of abstraction for visual and audio feedback
can be found throughout HCI. For motion guidance, we can
consider, e.g., a virtual hand to follow vs. a symbolic arrow,
or a sinusoid played back in stereo headphones vs. a spoken
command, to indicate direction.

Level of abstraction can also be viewed from the perspec-
tive of shift in attention [10] (p34) [22]. The sudden appear-
ance or disappearence of a stimulus causes an exogeneous,
automatic shift in attention. Symbolic cues (e.g., words or
signs), on the other hand, cause an endogeneous (performer-
driven) shift of attention and will in general require more
processing capabilities, reaction time and training. A shift
in attention also depends on the perceptual expectation of
the user [10]. Therefore, training affects the S-R phase in in-
formation processing as well as the stimulus identification.
However, generalizing attributes for low/high levels of ab-
straction is difficult, due to limitations of human cognition
and potential interference between modalities and actuators.

2.6 Complexity
Complexity, or the amount of cognitive effort on the user,

is not only affected by the level of abstraction, but also by a

number of other factors. The size of the response set, or
the number of movements conveyed through the feedback,
should be kept to a minimum or be reduced by combin-
ing triggered movements into sequences. The length of a
movement sequence does, on the other hand, also increase
response selection time. An increased S-R frequency can,
however, be exploited to decrease response selection time,
for example, in training. Each application thus needs to
find an optimal trade-off between these factors, based on its
specific requirements.

2.7 Spatial Locality
Spatial compatibility [6] between a stimulus and response

is crucial for an effective feedback system. There are usu-
ally advantages in applying a stimulus in spatial proximity
to the limbs participating in the intended movement. More
recently, this has been explained with a shift in attention [10]
(p36) towards the designated region. If a (trained) response
set exists, it usually causes an action, an effect also called
precuing [10] (p15), which works better with decreasing com-
plexity. Spatial locality is crucial for haptic feedback, but
applies also to other modalities, e.g., for visual feedback on
the side of the screen that affects that side of the user’s body.

Spatial locality for positioning a display for visual feed-
back is also an important factor. If the user is expected to
move around in the physical space, then the display can, for
example, be worn (e.g., HMD [18]) or follow the user (e.g.,
robotic display [15]).

Psychophysichal interference between actuators, such as
spatial masking effects for vibrotactors [5], has also to be
taken into account. The spatial location of potential dis-
tractors thus has to be considered in a trade-off between
spatial compatibility and interference.

2.8 Synchronicity & Timeliness
Synchronicity is relevant between user performance and

intended pose/movement, as well as, between different modal-
ities. While timing and speed is important for many motion
guidance applications, systems often accept the delay be-
tween intended and user movement. Feedback could, how-
ever, be given ahead of time using movement prediction
in certain situations, to compensate for system delay and
user reaction. Furthermore, the feedback loop usually only
compares the state of a user’s movement with that of a
teacher, which may result in unintended fast or intense cor-
rective motions by the user. To our knowledge, no feedback
system takes into account body dynamics. Techniques for
prediction and interpolation exist in motion animation [21],
but these have not been applied to motion guidance.

Furthermore, while a system should provide stimuli from
different modalities synchronously, it needs to take into ac-
count that close temporal proximity may cause stimuli to
interfere [5].

2.9 Quantification of Performance
The difference between intended and actual movement has

to be evaluated to calculate deviation or error for the feed-
back in a motion guidance system. How this is done, de-
pends on application and the feedback’s abstraction level. It
can be based on the state or the dynamics of a motion’s basic
parameters, considering spatial and temporal attributes.

Dynamic real-time feedback is constantly adapted in
a closed loop [16], as opposed to offline feedback or pure sup-



Figure 3: Our multimodal guidance system is based
on (1) multimodal feedback, (2) dynamic motion re-
targeting, and (3) motion capture.

port systems. Motion capture is often used to acquire and
compare a user’s posture to a prerecorded representation.
Visual, haptic or audio feedback can be given for the current
state (e.g., virtual avatar [1]) or angular state-differences to
a teacher position [12]. However, current systems don’t con-
sider dynamics and timing in their feedback loop.

A user will be able to follow feedback better, if it is not op-
posed to his current body dynamics. Motion retargeting
has been used for animations to generate physically plausi-
ble motions e.g., [21, 13]. However, limitations on processing
time are inherently different in real-time MGSs.

Quantitative performance can be measured based on an-
gular joint errors [12], target positions [17] or paths, intra-
body constraints, body volume [3] or derived parameters like
speed, smoothness and energy efficiency.

Dynamic time warping through scaling in the time do-
main can provide an error measurement for an offline feed-
back process after the trial [1], where extreme positions in
joint angles are used for alignment. While motions can be
represented as a sequence of states [16], we are interested in
using the timing information based on motion trajectories
to improve student/teacher synchronizity, just as a human
coach would adapt to the skill and speed of a student.

3. MOTION GUIDANCE SYSTEM
We have designed and implemented a Motion Guidance

System (MGS) based on visual and tactile feedback, with
a number of modules that form a subset of the described
design space. The components in our system can be flexi-
bly combined into new applications thanks to their modular
nature.

Our implemented system consists of three classes of com-
ponents, as illustrated in Figure 3:

• Motion tracking. We use motion capture systems to
track the user’s pose, such that appropriate feedback
can be generated based on limb or body position and
orientation.

• Dynamic motion retargeting. We provide automat-
ically generated feedback based on current and pre-
dicted user motion, which can be merged with interac-
tive manual control from an experimenter or director.

Motion retargeting techniques (detailed in 3.3 and 3.4)
enable our system to generate target motion adapting
to user motion and state. In order to generate dynamic
feedback we don’t solely rely on the user’s pose at a
given time, but are using methods usually applied in
motion retargeting for animation to predict future pos-

Figure 4: Overview of the implemented modules,
their configurations and available modalities

tures based on body dynamics. The user’s required ef-
fort is minimized by finding the optimal point in time,
where user and target trajectories can be matched and
aligned.

• Multimodal feedback. Our modules generate visual,
vibrotactile and pneumatic feedback for generic use
with arbitrary limbs, or for specific tasks like arm move-
ment or navigation (See Figure 4 for an overview).

3.1 Position and Direction
As previously discussed, it is often important to provide

continuous feedback with a low abstraction level, for quick
response selection by the user, as well as having an emphasis
on high spatial locality. The rotation of a joint in the human
skeleton has a maximum of three DOFs and in a low-level,
bottom-up approach, we could consider giving feedback on
these three DOFs to each limb in a similar and flexible man-
ner.

The basic concept is to use two tactors to indicate rotation
around one axis by activating a tactor on one side to push
or pull the limb in a direction [12, 11].

Our implemented module is used to guide a user’s limb
into a predefined, or interactively specified, posture using
two actuators per DOF, to indicate directional movement,
as illustrated in Figure 5.

An error function calculates the feedback strength and di-
rection based on current and target rotation, and a director
can adjust the feedback, or add/remove DOFs for different
limbs through our GUI (Figure 6).

Besides the primary vibrotactile feedback for this mod-
ule, we also support pneumatic actuation, which provides a
stronger tactile sensation. More complex mechanical config-
uration, however, limits its scalability to a larger number of
DOFs.

Figure 5: (Left) Vibrotactors 1-2 and 3-4, indicate
rotations around axes A and B, respectively. (Right)
Activation patterns for navigation with pneumatic
feedback vest (active tactors = red).



Figure 6: Our GUI provides straightforward access
for controlling and adjusting tactile feedback.

These approaches provide high spatial locality and a low
level of abstraction. However, they also generate a vast
amount of information for multiple limbs, dramatically in-
creasing complexity and cognitive processing time, which
might cause psychophysiolocial interference.

Visually, axis feedback can be implemented as arrows drawn
over the virtual representation of a user to indicate move-
ment directions for certain limbs.

Similarly to [18], our implemented visual arrows show de-
viation from intended pose on the user’s avatar compared
to the teacher avatar (See Figure 7, left). The added ar-
rows increase the level of abstraction, since they need to be
interpreted by the user. Nevertheless, they should improve
performance when it is difficult to identify small pose differ-
ences.

We also support prerecorded target movements, where the
feedback dynamically adapts to the user’s motion and the
current state of the played back sequence.

The position of the end effector (e.g., hand [11]) can be
sufficient for many applications, which allows a reduction of
the response set, as suggested in Section 2.6. If a larger num-
ber of DOFs need to be taken into account (e.g., [12]), then
spatial locality and possible resulting interferences become
an important factor.

3.2 Continuous Feedback and Velocity
Interaction in many applications is focused on either hands

or arms, and it is therefore useful to encode more informa-
tion in these areas. This is challenging with the low abstrac-
tion level from the previously described two-tactor approach
for position and direction, due to the limited area and re-
sulting spatial and temporal interference.

Vibrotactors are, however, robust, relatively small and
lightweight, consume little power, and can be used wire-

Figure 7: (Left) Motion guidance using ghost avatar
and directional arrows. (Right) Motion sequence
with transparent avatars, where the red avatar indi-
cate a compulsory pose.

Figure 8: Sequential pulsing of three vibrotactors to
indicate directional speed.

lessly and in spatial locality. Controllability of frequency
and amplitude with quick actuation allows for implementa-
tions of different levels of abstraction and information en-
coding. This has made them popular for many applications,
including our implementation of a dense tactile display for
an arm.

The sensory saltation effect can also be employed to add
information like vectors or speed of intended movement.
While the saltation effect has already been used to indi-
cate rotations of the arm [12] or direction and rotation in a
planar setting [9], indication of a vector in three dimensions
on the arm, and especially speed, have been less explored.

Our implemented module is designed to provide move-
ment speed sensation in three directions by employing a
dense tactile display, where speed is indicated by trigger-
ing the vibrotactors in sequence, as shown in Figure 8.

By controlling burst durations and onset times, perceived
stroking movements can be generated at a desired target
speed. The actuators are turned on for a pulse duration
(tpulse) of 20-200 ms, where 20 ms was chosen as the mini-
mum speed which subjects could perceive as a moving tactile
stroke in a pilot study. With a tpulse of 200 ms, a single loop
of indication would take approximately two seconds, which
was chosen as a practical maximum for our applications.
tactivation is the sum of pulses of a single tactor. The actu-
ation intervals are calculated from user anatomy (i.e., arm
length) and target velocity (vtarget) using the equations:

tinterval =

armlength

vtarget
− (3 ∗ tactivation)

2
(1)

tinterval,calibrated = tinterval ∗ factorcalib (2)

Preliminary experiments with five study participants on per-
ceived absolute speed, indicate individual differences that
can be corrected with a calibration factor (factorcalib), which
we plan to explore further in future work.

Directional speed can only be triggered serially as shown
in Figure 10, through sequential tactor activation, and de-
pends on a presented prerecorded teacher movement. In
the current implementation the sequences are independent
of the user’s performance and can be considered support
rather than feedback.



Figure 9: Dynamic Motion Retargeting. (Left) Target motion is time warped to user performance. (Middle)
Path interpolation: Linear vs Bezier spline. (Right) Lookahead and keyframe indication.

Figure 10: Sequential triggering of vibrotactors can
be used to indicate a) speed and b) direction vectors.

The module implementing the rich vibrotactile display can
also be configured to present translational forearm-directions
through sequentially triggered tactors in seven different di-
rections (See Figure 10). It allows the guidance towards
target poses, where target speed can be chosen according to
factors such as desired loop time or optimal user perception.

3.3 Dynamic Time Warping
In some situations, where complex feedback prevents a

user from reacting in a timely manner, it might be a viable
alternative to adapt the timing. When the quantification of
performance is based purely on the user’s state (e.g., joint
angles) and the error needs to be minimized, the intended
movement’s speed can be matched with the user’s move-
ments.

We implemented dynamic time warping for non time-critical
sequences, to adjust the teacher’s speed and target pose to
user performance, using two different approaches.

First, we extend Lieberman and Breazeal’s work [12], where
an error function is used for evaluation, and apply it to real-
time feedback. The error function is calculated for each
frame based on joints’ angular (and velocity) differences and
increases with deviating user motion, such as when user lags
behind or performs an incorrect movement. When the error
reaches a configurable threshold, the teacher is continuously
slowed down towards a static posture or a defined minimal
velocity, to allow the user to catch up or correct the motion.
Once the error function estimates that the user is acceptably
close to the target posture, speed is gradually increased until
original velocity is reached.

Our second approach analyzes and searches for minima
and maxima for target and user’s joint angles’ curves, as

shown in Figure 9. The curves are matched for each joint
axis and the time duration between a number of recent ex-
treme points is measured. Figure 9 shows a warping exam-
ple where the original motion is slowed down by the factor
t1,user/t1,org.

An average speed-adjustment factor is calculated based on
matches and factors of multiple joints and DOFs to match
the teacher and student motion in time. The procedure is
repeated as soon as a new local extreme point is discovered
in the user’s motion for any DOF. The algorithm requires
careful parameterization and works only with a limited num-
ber of DOFs. The main challenges are correct detection and
matching of extreme points over multiple DOFs and a com-
bination of the resulting factors to single warp factor.

In future work, we plan to extend our approach by us-
ing subgestures to determine the timing differences between
states [16].

3.4 Motion Dynamics and Prediction
Prediction or extrapolation of the user’s movement, and

consideration of future states of the intended movement, can
be used to guide the user towards smoother and more nat-
ural movements. The prediction of a user’s motion can be
based on the movement speed and direction.

Motion dynamics are used to interpolate between user mo-
tion and intended movement for feedback on the required
corrective path to produce smooth and natural user move-
ment. Bezier spline interpolation is applied between user
and teacher joint angles, taking into account rotational speed
for each limb, as illustrated in Figure 9. The user’s current
movement dynamics are also compared to the teacher’s fu-
ture motions. If a teacher pose and velocity is found in
the (parameterizable) near future that better matches the
user’s state than the current target state, then the user may
be redirected towards that motion instead. The future state
and its velocity is then added as an additional control point
and parameterization in the Bezier interpolation.

It might sometimes be necessary to direct the user’s selec-
tive attention to specific poses or movements. The intended
pose might even be more important than the intended move-
ment in certain choreographies, requiring a mechanism to
deal with these situations. We have therefore implemented
the option for a posture to be interactively marked as a
keyframe by an experimenter/director.

Keyframes inform users of important poses that need to
be executed and cannot be skipped due to deviating user



motion (Figure 9). These keyframes are also emphasized
when calculating trajectories by changing the weight of the
control points in the Bezier spline. This enables a trade-
off between accurate and smooth motion. If less keyframes
are annotated beforehand, the system suggests overall move-
ment. More keyframes, on the other hand, require accurate
and detailed motion.

Figure 9 shows the possible configurations for the motion
dynamics module in a one-dimensional example. Linear and
Bezier spline interpolations are used to calculate movement
paths with and without taking velocities into account. It
also illustrates how a future (lookahead) pose and movement
velocity can affect the movement path shown to the user.

When feedback has to be given on more complex move-
ments, visual feedback works well [1, 16]. Presenting a ghost
or teacher avatar to show the intended pose and another
avatar animated with the current state of the user, is a well-
established method. While the representation has a higher
level of abstraction, the complexity can be handled because
following and imitating the movements of others is a natural
learning concept.

Currently, we use visual feedback through ghost target
(teacher) and user avatars for motion dynamics and predic-
tion. The avatars consist of a flexible number of animated
body parts, which can be aligned and presented for opti-
mal spatial locality based on the scenario (e.g., mirrored or
watched from behind).

Furthermore, we have implemented motion guidance paths
for feedback on movement dynamics. Instead of a single
teacher state (e.g., [16, 18]), we incorporate a movement se-
quence (e.g., up to a few seconds) into our feedback loop.
The visualization consists of multiple transparent avatars in
different postures, rendered behind each other to visualize
not only a single state of the teacher, but a whole motion
sequence (See Figure 7, right). Keyframes are visualized as
avatars colored in red and move towards the user during the
interpolation.

3.5 Haptic Feedback
Multimodal feedback can also be given to communicate

the state of objects in a virtual scene. From visual feedback
alone, interaction with virtual objects is often difficult, since
depth is hard to judge even with stereoscopic displays, when
the sense of touch is missing.

In a movie set, for example, where virtual content is to be
merged with video material in a green room environment,
actors are usually not aware of their exact position rela-
tive to the virtual objects. Current systems deliver visual
feedback on the mixed reality configuration, but require the
actors to look at screens mounted around the set. Our sys-
tem could provide tactile feedback as the primary modality,
which could be embedded in the actor’s clothing. Multi-
ple tasks are useful in this scenario, including feedback on
pose, path, reaching [11] or multiple DOFs tasks for one or
multiple actors.

Our implemented module augments interactions with vir-
tual objects by using physics simulations to detect collisions
with the user’s body and generates 3 DOF directional tactile
feedback. Our GUI (See Figure 11) makes it straightforward
to visually map the feedback to different limbs of a virtual
avatar and to arbitrary feedback axes on the body. This
module calculates direction and intensity of the feedback
and activates the corresponding tactor, which can be used

Figure 11: Our graphical interface allows direct edit-
ing of haptic feedback on an avatar in a virtual 3D
environment.

flexibly for different body parts and objects due to its low
level of abstraction and complexity.

3.6 Guided Navigation
Feedback on intended movement (path) or pose (target

position) of the user in space is important for spatial nav-
igation. Most scenarios primarily deal with a user moving
in a plane and we therefore consider only the 2D position
and orientation of the user in this plane. For tactile feed-
back, the torso provides a relatively large input area and
interference between tactors is limited. Although providing
feedback for navigation to the torso isn’t spatially local to
the legs, multiple studies show promising results (e.g., [14]).

We steer tracked users towards a target position through
generated tactile feedback, as shown in Figure 5, right . Our
feedback patterns control 3 DOFs; forward/backward trans-
lation, sideways translation, and rotation around the up-
axis. Our implementation uses pneumatic feedback since vi-
brotactile and rotational patterns are less clearly perceived
during physically and cognitively demanding tasks [20]. We
have, however, also implemented vibrotactile feedback to al-
low comparisons in a future evaluation.

Directions of translation and rotation are presented se-
quentially to avoid temporal interference, and preliminary
experiments with multiple activation patterns indicate that
pulsing at approximately 3 Hz gives clear feedback for our
pneumatic actuators. We plan additional experiments to
investigate this further.

3.7 Implementation
Our current applications employ the iotracker [19] or Sec-

ond Skin [7] motion capture systems to track the user’s 6
DOFs pose.

Vibrotactile feedback is provided using tactors from Au-
dioacoustics Engineering. Our dense tactile display uses
twelve vibrotactors on the arm, as shown in Figure 1 c).
Our custom control board drives the tactors at 250 Hz,
the recommended frequency for human skin perception [5],
and communicates wirelessly with the host PC using blue-
tooth. We use pulsed vibrations, instead of continuous, as
it is better for perception, as shown in related work [2] and
confirmed in our early experiments. We have experimented
with different activation patterns and tactor configurations.
Figure 10 shows the positions where vibrotactile stimuli are
applied for our dense tactile display.



Pneumatic feedback is provided using a 3RD Space Vest
from TN Games, which applies pressure using four actuators
on the chest and four on the back, as shown in Figure 5.

The modules and feedback loop are implemented in C#
with the Unity 3.5 game engine. The visual feedback and
virtual world is generated with Unity’s renderer, while our
C/C++ plugins control the tactile feedback modules, and
interface with the motion capture systems using the Open-
tracker middleware. The system and tracking server run on
a single PC (Intel i7-2600K, 16 GB RAM).

4. CONCLUSION & FUTURE WORK
In this paper, we discussed the design space, challenges

and solutions, potential scenarios, and our implementation
of a multimodal motion guidance system. Our system inte-
grates multiple modules that generate feedback based on a
user’s performance and intended movement. We have inte-
grated a number of different feedback modalities (vibrotac-
tile, pneumatic, and visual) and shown their application for
different scenarios and use cases.

Due to the vast nature of feedback options and complex-
ity of human cognition and motor system, we restricted this
work to 3D motor movements that are tracked by a motion
capture system, and implemented a set of feedback mod-
ules, which appeared most promising and generic, after an
analysis of the design space.

We are currently extending our real-time authoring frame-
work to better support prototyping, as well as scientific eval-
uation of motion guidance applications. We also plan to
present results from our ongoing evaluation of individual
feedback modalities and their combinations.

It would be interesting to explore adding modules for finer
feedback granularity (e.g., feedback on finger movement)
and integrate other technologies in the system (e.g., HMD
for augmented reality, or heat feedback). Finally, we will
extend our work from motion guidance to motor learning,
focusing on cognitive aspects and processes that are relevant
in motion feedback.
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