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ABSTRACT Ant Colony Optimization algorithms have been successfully applied to solve the Traveling
Salesman Problem (TSP). However, they still have a tendency to fall into local optima, mainly resulting
from poor diversity, especially in those TSPs with a lot of cities. To address this problem, and further obtain
a better result in big-scale TSPs, we propose an algorithm calledMultiple Colonies Ant Colony Optimization
Based on Pearson Correlation Coefficient (PCCACO). To improve the diversity, first, we introduce a novel
single colony termedUnit Distance-PheromoneOperator, which alongwith two other classic ant populations:
Ant Colony System and Max-Min Ant System, make the final whole algorithm. A Pearson correlation
coefficient is further employed to erect multi-colony communication with an adaptive frequency. Besides
that, an initialization is applied when the algorithm is stagnant, which helps it to jump out of the local
optima. Finally, we render a dropout approach to reduce the running time. The extensive simulations in TSP
demonstrate that our algorithm can get a better solution with a reasonable variation.

INDEX TERMS Multiple colonies, TSP, Pearson correlation coefficient, cities-dropout, Unit Distance-
Pheromone Operator.

I. INTRODUCTION

TSP is one of the famous NP-hard problems in the field of
mathematics where the salesman attempts to find the short-
est tour through cities. But Each city can only be visited
once. Many optimization algorithms can solve TSP, includ-
ing Particle Swarm Optimization (PSO) [1], Genetic Algo-
rithm (GA) [2], Simulated Annealing (SA) [3], Ant Colony
Optimization (ACO) [4]–[6] and so on. Every algorithm has
some superiorities and weaknesses. At present, ACO and
PSO are the twomain optimization algorithms in solving TSP.
Some scientists find that after an ant passes a path, it will

release a kind of hormone, called pheromones. Other ants will
choose the path to the food according to the concentration of
pheromone. The Italian scholars M. Dorigo and V. Maniezzo,
were inspired by the mechanism of biological evolution, sim-
ulated the behavior of natural ants and proposed the Ant Sys-
tem (AS) [4] which has attracted the attention of researchers
all over the world. Experiments have shown that AS has
achieved good results in TSPs.

The associate editor coordinating the review of this manuscript and
approving it for publication was Mufti Mahmud.

The positive feedback effect of the pheromone makes the
algorithm more directional, but at the same time, it’s pos-
sibly to makes the algorithm easy to fall into local optima.
To address it, in 1996, M. Dorigo proposed the Ant Colony
System (ACS) [5] algorithm based on the AS. He proposed
two pheromone updating methods and added a local search
process. The algorithm reduces the probabilities of dropping
down local optima.

Similarly, in order to limit the concentration of pheromone,
T. Stutzle et al. proposed the MAX-MIN ant system
(MMAS) [6], which set a threshold to restrict the maximum
and minimum pheromone level. When the algorithm falls
into local optima, MMAS reinitializes the pheromone, which
improves the abilities of the ACO algorithm.

Although [5] and [6] have good performance on TSP, they
still have a tendency to fall into local optima, especially in
those TSPs with more nodes. So, researchers continued to
improve the performance of these two algorithms.

The parameters setting of the ACO have a profound impact
on the experimental results. Many researchers use various
methods to optimize the parameters of the ACO [7]–[9]. They
all used the PSO to optimize the parameters in ACO, which
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reduce the impact of parameter selection on the experiment
and enhance the quality of solutions.
Adding local optimization algorithms can also lead to a

better result [10]–[16]. To improve the accuracy of the solu-
tion, Chen H, et al. proposed a search method in which the
Tabu search algorithm has been added on the basis of the
original [10]. Deif D et al. presented anAnt ColonyOptimiza-
tion with a local search heuristic to solve a reliable wireless
sensor network [11]. Ellabib I et al. proposed multiple Ant
Colony System with a local search to solve Vehicle Routing
Problem and TSPs [12]. Yong W presented a hybrid Max-
Min ant system with a local search algorithm. The algo-
rithm is tested with small and large-scale TSP instances [13].
Zhou et al. proposed a discrete Invasive Weed Optimiza-
tion (IWO) which used the 3-Optimization (3-Opt) local
search algorithm for TSPs [14]. Othman et al. presented a
new method based on the Water Flow-like Algorithm (WFA)
combined with 2-Optimization (2-Opt) and 3-Opt simple
local search algorithms [15].
In fact, there are various sorts of ants even in single colony.

These kinds of ants have different divisions of labor. Under
this division of labor, the ant colony will be allowed to com-
plete some complex activities quickly. Therefore, the multi-
colonies ant colony algorithm has stronger advantages in
solving complex and difficult problems.
Twomey C et al. proposed a variety of methods for com-

munication among ant colonies, like unidirectional ring (R),
hypercube (HC) and fully-connected (FC) and so on [17].
Xu M, et al. divided the ants into two colonies, which com-
bines ACS with Rank-based Ant System (RbAS) and uses
the differences in pheromone update to complement each
other to improve the quality of solution [18]. Chu S C et al.

proposed seven communication strategies which update the
pheromone level according to the best route of all groups,
updating the pheromone level between each pair of groups
and so on [19]. Wang L et al. presented four pheromone
modification strategies in the ant colony system to solve
Data-Intensive Service Provision [20].
Y.–Z. Y et al. suggested a reward mechanism of eliminat-

ing the fittest to balance between intensification and diversi-
fication. When an ant finds a best solution, its parameters are
rewarded. These improvement strategies help AS algorithm
achieve better performance [21]. Liao E et al. proposed a
hierarchical hybrid algorithm for TSP. The TSP problem is
decomposed into a few subproblems with small-scale nodes
by density peaks clustering algorithm and every subproblem
is resolved by ant colony optimization algorithm [22].
According to reference [23] and [24], they both introduced

the Artificial Bee Colony (ABC) algorithm. They divided
the swarm intelligence algorithms into two colonies: ACO
and ABC. The results reveal that ACO-ABC produces better
quality solutions. G.F. Dong et al. proposed a new hybrid
algorithm, which combine both GA and ACO together in a
cooperative manner to improve the performance of ACO for
solving TSPs [25]. S.M. Chen andC-YChien presented a new

cooperative method using SA, ACO, PSO for solving TSP.
ACO generate initial solutions for GA. Then, GA enhances
these initial solutions. PSO exchanges the pheromone among
ant groups [28].

K. Jun-man et al. introduced individual variation and rout-
ing strategies to reduce the processing costs involved with
routing of ants in the conventional ACO [26]. M. Peker
proposed an algorithm based onACOand the Taguchimethod
for the solving TSP. Taguchi method is used to optimize
the parameters of ACO [27]. W. Junqiang et al. suggested
a hybrid Ant Colony Optimizer and delete-cross method
which can prevent the overlapped edges [29]. Zhao J H et al.

proposed a Multi-objective Ant Colony System for the reli-
ability optimization problems. The algorithm offers distinct
advantages to these problems compared to other optimization
methods [30].
ACO have been successfully applied to solve TSP. How-

ever, they still have a tendency to fall into local optima,
mainly resulting from poor diversity, especially in those TSPs
with a lot of cities. In this paper, we focus on improving
the accuracy of the solution on large-scale TSPs and reduce
running time of the algorithm. The main contributions of this
paper are summarized as follows:
1. A Unit Distance-Pheromone Operator (UDPO) is pro-

posed as a single colony by combining the distance and
pheromone factors.
2. The Pearson correlation coefficient is introduced as the

evaluation criterion, and reward the parameters of similar
paths with an adaptive frequency. When the algorithm is
stagnant, reinitializes the reward parameters.
3. A cities-dropout idea is proposed during path

construction.
This paper is organized as follows. Section II introduces

the ACS and MMAS algorithms. Section III presents the
proposed improved method about Pearson correlation coef-
ficient, reward, cities-dropout. Section IV reveals the exper-
imental results in solving the TSPs and comparison among
different ACO. Finally, Section V summarizes our work and
describes some of our future directions.

II. MATERIALS AND METHODS

A. PEARSON CORRELATION COEFFICIENT

In machine learning, the Pearson correlation coefficient is
an important method to measure the similarity of multiple
data variables [31], [32]. Its value is between [−1,1]. When
the correlation coefficient equals 1, it becomes completely
positive correlation; when it equals −1, it becomes com-
pletely negative correlation. It means that the greater the
absolute value of the correlation coefficient, the stronger the
correlation and vice versa.

ρX ,Y =
cov(X ,Y )

σXσY
=
E((X − µX )(Y − µY )

σXσY

=
E(XY ) − E(X )E(Y )

√

E(X2) − E2(X )
√

B(Y 2) − E2(Y )
(1)
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where cov(X ,Y ) is the covariance between X and Y , σX , σY
are standard deviations of X and Y. E(X ) is the expected value
of X.

B. ANT COLONY OPTIMIZATION WITH TSP

For different NP-hard problems, the mathematical model
established using the ant colony algorithm is also differ-
ent. This paper takes the most typical TSP problems in the
NP-hard problem as an example to illustrate the model of the
basic ant colony algorithm.

Let m be the number of ants and n be the number of cities.
dij (i, j = 1,2,..) is the distance between city i and city j.
τij(t) represents the concentration of pheromone between city
i and city j at t-th iteration.

1) CONSTRUCT THE SOLUTION

The selection formula for each ant in the ACS from city i to
city j:

S =







arg max
j∈allowed

{τij · η
β

ij } if q ≤ q0

s otherwise
(2)

where ηij represents the reciprocal of the distance between
city i and cities j, τij represents pheromone concentration
between city i and city j, q0 is a parameter which is a con-
sistent value. q is a random variable subjected to a uniform
distribution between 0 to 1. S is the next city to be selected.
s is equal to Eq.(3). Allowed is the current feasible city set of
ants. The Eq.(2) shows that cities with high pheromones or
with relatively close distances are more likely to be selected.
When q < q0, use Eq.(2); otherwise, use Eq.(3).

Pij(t) =



















[τij(t)]α[ηij]β
∑

s∈allowed

[τis(t)]
α[ηis]

β
if j ∈ allowed

0 otherwise

(3)

where allowed is the current feasible city set of ants.

2) PHEROMONE UPDATE

The method of pheromone updating in ACS is divided into
global pheromone update and local pheromone update.
Global pheromone update: when all ants complete a round

tour, the algorithm only allows the optimal ants of each
iteration to release pheromones. The release of pheromone is
mainly used to increase the convergence speed, which makes
the choice of ants more directional. Eq.(4) and Eq.(5) are the
ways of global pheromone update:

τij(t + 1) = (1 − ρ)τij(t) + ρ1τij (4)

1τij =

{

1/Lgb if (i, j) ∈ BestTour

0 else
(5)

where ρ is the evaporation rate of the global pheromone
update, 1τij is the pheromone increment, Lgb is the length
of the global-best tour till now.

Local pheromone update: when all ants complete the tour,
the algorithm allows each ant to update the pheromone
of the path where it passed through in Eq.(6). The main
pheromone is to narrow the gap between the optimal path and
non-optimal path, which increase the diversity of the ACS
algorithm.

τij(t + 1) = (1 − ζ )τij(t) + ζ τ0 (6)

where τij(t) represents the concentration of pheromone
between city i and city j at t-th iteration. τ0 is the initial
pheromone, ζ is the evaporation rate of local pheromone
update.

C. MAX-MIN ANT SYSTEM

In order to avoid the algorithm converge too fast and stagnate,
theMMAS algorithm limits the pheromone to a certain range:
[τmin, τmax]. If τij ≤ τmin,we set = τmin; if τij ≥ τmax, we set
τij = τmax. The value of τmax and τmin are in Eq.(7) and
Eq.(8).

τmax = (1/ψ) ∗ (1/T gb) (7)

τmin = τmax/2n (8)

where T gb is global optimal path, ψ is the evaporation rate.

1) PHEROMONE UPDATE

When an iteration completes, only one ant updates the
pheromone, and the pheromone is updated on the iteration-
best solution or the global-best solution. Therefore, the
optimal solution is effectively utilized, and the exploration
capability of the algorithm is also enhanced. The pheromone
update rules are as shown in Eq.(9) and Eq.(10):

τij(t + 1) = (1 − ρ)τij(t) +1τ bestij (9)

1τ bestij = 1/f (sbest ) (10)

where f (sbest ) is either the iteration-best solution or the
global-best solution.

III. MULTI-COLONIES ANT COLOGY OPTIMIZATION

BASED ON PEARSON CORRELATION COEFFICIENT

On experimental data from the literature [18], they used the
differences in pheromone update between ACS and RbAS to
complement each other to improve the quality of solution.
But they did not consider the influence of the parameters
of ACO. Furthermore, the TSP instances they used belong
to middle-scale, such as KroA100. They didn’t have much
experimentation on large-scale TSPs. Therefore, it has not
been well solved to the drawbacks of falling into local optima
and poor diversity in ACO especially on large-scale TSPs.
In view of the above literature, we propose the PCCACO
to solve large-scale problems. We named the ACS algo-
rithm as Population1, the Unit Distance-Pheromone Oper-
ator is named Population2 (be introduced in section III,
subsection A), MMAS is named Population3. They construct
the path independently for each colony. We introduce the
Pearson correlation coefficient in machine learning to mea-
sure the similarity of each colony and exchange informa-
tion between the two colonies with the highest similarity.
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FIGURE 1. Path construction of the ant.

At the same time, we reward the common path parame-
ters of the two colonies to achieve the faster convergence
of PCCACO. The algorithm adjusts the communication fre-
quency in the medium stage to ensure the variety of each
colony. The following is the detailed analysis of the improve-
ment of PCCACO.

A. UNIT DISTANCE-PHEROMONE

OPERATOR (POPULATION 2)

In Fig.1, we assume that there are two cases.
Case1: when the length of i to r1 is larger than i to

r2(dir1 > dir2 ) and the pheromones of i to r1 is less than i to
r2 (τir1 < τir2 ), we can easily choose r2 according to Eq.(2).
Case2: when the length of i to r1 is smaller than i to

r2(dir1 < dir2 ) and the pheromones of i to r1 is less than i to r2
(τir1 > τir2 ), so it is difficult to judge which one of candidate
path is best according to Eq.(2).
So, we propose a new operator: Unit Distance-Pheromone

Operator (UDPO) as a single colony to simplify the process
of path construction. Comparedwith Eq.(2), by increasing the
weight of the distance factor and reducing the guidance of
pheromone, UDPO has a good balance of these two factors.

The path construction equation is as follows:

r = max(
τir1

dir1
,
τir2

dir2
· · ·

τirn

dirn
) (11)

where τirn is pheromone from city i to city rn, dirn is the
distance between city i and city rn.

Population2 uses the Eq.(12) to choose the path, which can
enhance the ability of the algorithm to search the entire map,
and combine the distance and pheromone factors to increase

diversity of the PCCACO andmake the algorithmmore likely
to jump out of the local optima.

S =







max(
τir1

dir1
,
τir2

dir2
· · ·

τirn

dirn
) q < q0

s else
(12)

where s is Eq.(3), q0 is a fixed value, q is a random number.

B. COMMUNICATION STRATEGY

We introduce Pearson correlation coefficient as the evaluation
criterion. Two colonies with higher similarity are selected to
reward the parameters of similar paths according to Eq.(1).
cov(X ,Y ) is the covariance between two colonies, σX , σY are
standard deviations of two colonies, respectively in Eq.(1).

Every w iterations, the algorithm performs a judgment (the
adaptive judgment mechanismwill be introduced in 2) below.
If it meets the conditions of communication, we selected
the optimal 10 ants among all ants in each population to
calculate the mean and variance of their path lengths, and
bring them into the Eq.(1) for calculation. The number of ants
in each colony is the same and written in Table1. Preliminary
experiments show the reasonable number of optimal ants.
When the correlation coefficient close to 1, it shows that the
similarity between the two colonies is highest. According to
Eq.(1), we can get the twomost similar colonies and exchange
information between them.
We have established a mathematical model to describe

the communication process in similar colonies of this paper.
V T
population i and V

T
population j is matrix of the cities where all

ants have passed in the T-th iteration in Population i and Pop-
ulation j. The matrix of the cities is as Eq.(13) and Eq. (14).

V T
population i =















nant11 , nant12 · · · nant1n

nant21 , nant22 · · · nant2n

...
...

...

nant m1 , nant m2 · · · nant mn















(13)

TABLE 1. Parameters setting in each instance.
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V T
population j =















nant11 , nant12 · · · nant1n

nant21 , nant22 · · · nant2n

...
...

...

nant m1 , nant m2 · · · nant mn















(14)

where n is the number of cities, m is the number of ants.
We set k and h as the ants in two colonies that find the

iteration-best solution in the T-th iteration. According to the
Eq.(15), if the two colonies have three or more cities that are
consecutively identical, the path is judged to be the common
path.

S(i,j) = V T
population i[k] ∩ V T

population j[h] (15)

where Population i and Population j represents two colonies,
S(i,j) is the common path of two colonies. V T

populatoni[k] and

V T
population j[h] is the path traveling by the k-th and h-th ants in

the T-th iteration.

1) REWARD OPERATOR

When two colonies selected by Eq.(1) have the common path,
we reward the parameters on this path. Reward can accelerate
the convergence of the algorithm in the early stage. At the
beginning of the algorithm, the parameters of α and β are the
same between all cities.

αij(t + 1) =

{

αij(t) + 0.02 t ≤ 100

αij(t) + 0.1∗t
/

NC t > 100
(16)

βij(t + 1) =

{

βij(t) + 0.02 t ≤ 100

βij(t) + 0.2∗t
/

NC t > 100
(17)

where t is the current number of iterations, andNC is the total
number of iterations.
Here, when UDPO is selected as one of the similar

colonies, the rest must be one of the ACS or MMAS, we only
reward the path parameters of ACS or MMAS colonies. The
main reasons are as follows: 1. UDPO has no reward parame-
ters; 2. Controlling variables make the algorithm more robust
and improve algorithm performance in each TSP instance.
When the similar colonies are ACS and MMAS, we reward
the parameters of common path in two populations.

2) ADAPTIVE ADJUSTMENT OF THE

COMMUNICATION FREQUENCY

Reward is a positive feedback. If exchange of the informa-
tion between two similar colonies is too frequent, it will
make them same and harm variation. So, it is necessary to
control the communication frequency. Therefore, dynamic
feedback between the similar colonies is used to adaptively
adjust the interaction interval and reduce the probability
that the algorithm falls into local optima. Every w itera-
tions, the algorithm will make a judgment. According to the
Eq.(18), exchange probability PPCCACO determines whether
two similar colonies exchange information. It represents the
proportion of the common path in the total path. When the

exchange probability is greater than or equal to 0.5, it indi-
cates that the diversity of PCCACO has been reduced, so the
exchange between colonies will not proceed; otherwise com-
municate between the similar colonies. Therefore, the com-
munication frequency of the entire PCCACO algorithm is
shown in Eq.(18) and Eq.(19).

PPCCACO = S(i,j)

/

V T
population i[k] (18)

w =

{

0 PPCCACO ≥ 1
2

1 PPCCACO <
1
2

(19)

where i, j are the two similar colonies, S(i,j) is the com-
mon path between two similar colonies, V T

population i[k] is
the iteration-best path found by k-th ant in T-th iteration in
population i. 0 and 1 is a binary variable. w equaling 1 means
communication.

Although reward can speed up the convergence of the algo-
rithm, it also reduces the algorithm’s variation. So, adjust-
ing the communication frequency adaptively according to
Eq.(18) and Eq.(19) can ease the negative impact of rewards
and improve the robustness of the algorithm. It also can
balance the communication and learningmechanism between
the two populations which makes the ants move steadily
toward the optimal solution.

3) INITIALIZATION OF PARAMETERS

MMAS has such a high diversity partially because MMAS
can reinitialize all pheromones when algorithm stagnates.
We are inspired by this. When PCCACO falls into local
optima and stagnate, the values of α and β are initialized to
return to the initial value, so the influence of the parameters
on the solution is weakened, and introduce a chance to obtain
a better path.

C. CITIES-DROPOUT

Dropout is first proposed in neural networks. It mainly
reduces the large number of calculations caused by too many
nodes in the neural network and reduces the overfitting of the
network. Overfitting is similar to the concept of local optima,
so this article introduces the idea of dropout into ACO.
Because of the excessive and slow calculation caused by
so many cities in large-scale TSPs, this paper proposes a
method of cities-dropout. In each iteration, combining with
the accessible city set (Allowed), the number of computing
cities required by each ant is greatly reduced. As shown in
Fig 2, center point is the city where the ant is located. Drawing
a circle with radius r in the center of the city, the cities in the
Allowed are divided into two types: in the circle or out of the
circle. The cities outside the circle are abandoned and their
transfer probability is no longer calculated, which greatly
reduces the number of cities calculated each time. Because
the cities selected in this paper is large and concentrated, and
the radius is relatively large, even if a city node outside the
radius is calculated, it will not be selected as the next city.
The method of cities-dropout does not affect the accuracy of
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FIGURE 2. Current city and other cities. The radius of r2 is used when the
circle of radius r1 has no optional city in the Allowed city table.

the solution, but can greatly reduce the running time of the
program. Radius r follows Eq.(20) and (21):

r1 =
1

3
max(di1, di2 . . . . . . din) + min(di1, di2 . . . ..din) (20)

r2 = max(di1, di2 . . . . . . din) (21)

where i is the city where the ant is currently location, din is
the distance between the i-th and n-th cities.

D. ALGORITHM FRAMEWORK

Algorithm 1 PCCACO Algorithm for TSP

1.Initialize the pheromone and the parameters
2.Calculate the distance between cities
3.While termination condition is not satisfied do
4. Construct ant solutions with cities-dropout
5. Update pheromones for MMAS, ACS, UDPO
6. Calculate the P earson correlation coefficient
7. Calculate PPCCACO with Eq.(1)
8. If the communication condition is met (Eq.(19))
9. Find the common path using Eq.(13), Eq.(14) and
Eq(15)
10. Reward the parameters with Eq(16) and Eq(17)
11. end-if
12. If (algorithm is stagnant)
13. Initialization the value of parameters
13. NC = NC + 1
14. END while

IV. EXPERIMENT AND SIMULATION

This experiment is simulated in the environment ofMATLAB
R2014a. In order to verify the performance of improved
algorithm, we choose the various middle-large scale TSP
instances, such as Eil76, ch130, KroB150, KroB200, Tsp225,
lin318 and compare with ACS, MMAS algorithm and other
multi-colonies Ant Colony algorithms. Each algorithm is
performed 10 times and the number of ants, heuristic values
are adjusted in various TSP instance. The parameters used in
this paper are shown in Table 1.
Section A shows a comparative analysis of PCCACO,

ACS, MMAS and the distribution of common paths in some
TSP instances. Experiments show that PCCACO is better

than the other two algorithms both in convergence speed and
optimal solution. In the early stage, PCCACO can converge
quickly, and can also jump out of local optima in the later
stage, thus improving the quality of the solution.

Section B shows the comparison experiment between
PCCACO algorithm and other multi-colonies Ant Colony
Optimization algorithms. The experimental data of the algo-
rithm come from the corresponding papers. Comparisons
show that the optimal solution in this paper is better
than the other multi-colonies ant algorithm in some TSP
instances.

Section C shows the impact of the cities-dropout on
the experimental running time. Experiments have shown
that cities-dropout can significantly reduce the runtime of
algorithm.

A. COMPARISON OF THREE ALGORITHMS

In order to compare the performance of MMAS, ACS with
PCCACO, this paper selectsmiddle-large scale TSP instances
for analysis, for instance ch130, KroB150, KroA200,
KroB200, Tsp225, lin318. The experimental analysis is
carried out from several directions, for example Optimal solu-
tion (Opt), Average solution (Mean), Error rate, and conver-
gence iteration (convergence). Experimental data is in Table2.
We use Eq.(22) to measure the difference between each ACO
and the optimal solution of the TSP instances.

Error rate = (Lavg − Lmin/Lmin) × 100% (22)

where Lavg is the average cost of the best tour lengths, Lmin is
the optimal solution for each instance.
It can be seen from the results in Table 2 that PCCACO

is superior to ACS and MMAS in all scale TSP instances
in all metrics. On the small and medium scale instance (like
Eil51 instance, Fig. (3)), in the early period, PCCACO has
the fastest convergence speed compared with other ACO
algorithms maybe due to the exchange of information and its
reward strategy among populations. The optimal solution in
the TSP instance was found after 53 iterations by PCCACO,
while the ACS algorithm and MMAS algorithm did not
find the optimal solution. Because MMAS reinitializes all
pheromones when algorithm is stagnant, so the solution it
found is better than ACS, but they all fall into local optima.
For large scale TSP instance (such as the lin318 instance,
Fig. (3)), due to the large scale of the city, the optimal solution
is difficult to find, PCCACO has a slight better convergence
than ACS, and MMAS is the slowest. Due to the adaptive
communication frequency and the initialization of parame-
ters, PCCACO continuously jumps out of local optima and
increases the quality of the solution.

1) COMMON PATH REWARD

The red and bold black lines in Fig.5 and Fig.6 are the paths
that have been rewarded during all the iterations. Black is
the path with more rewards and the red part is the rewarded
path. It can be seen from the figures that the cities with bold
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TABLE 2. Performance comparison of PCCACO, MMAS, ACS in different TSP instances.

black parts are more dispersed, and the results of transition
probability are much different. It can be considered that there
are fewer cities for ants to choose; while the red part has a
high density of distribution within a specific range, and ants
are easy to fall into local optima. Both of the solution found
in Fig.5 and Fig.6 are consistent with the solution given in
the TSP instances. So, it proves that the common path we
described above have a higher probability of being part of the
optimal solution.

2) THEORETICAL JUSTIFICATION

According to Eq.2, Eq.16 and Eq.17, the larger the values of α
and β between two cities, the easier it be selected. Parameters
have positive feedback on the algorithm. On the small and
medium scale instance (like Eil51, berlin52), because the
number of cities is small, the optimal solution is easier to find,
the algorithm is not easy to fall into local optima and reward
of the common path makes the algorithm converge quickly.
For large-scale TSP instances such as Tsp225, lin318, etc.,
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FIGURE 3. Convergence curves in the Eil51 instance.

FIGURE 4. Convergence curve of the lin318 instance.

FIGURE 5. Rewarded common path of KroA100.

FIGURE 6. Rewarded common path of KroB150.

due to more cities, the optimal solution is more difficult to
be found and the fast convergence brought by the reward will
reduce the accuracy of the algorithm. So adaptive communi-
cation is beneficial to maintain the diversity of the algorithm.
If algorithm still can’t jump out of the local optima, the values
of α and β are initialized to return to the initial value. This
method reduces the impact of parameters on the results.

3) OPTIMAL SOLUTION

To verify the authenticity of the data, Fig.7 illustrates the tours
of optimal solutions found by our algorithm in several TSP
instances.

FIGURE 7. Best tours for each TSP instance found by PCCACO. (a) Eil76.
(b) berlin52. (c) KroB200. (d) d198. (e) Eil51. (f) Tsp225.

B. COMPARISON WITH OTHER MUTIL- COLONIES

ANT COLONY ALGORITHMS

The improved algorithm in this paper is also compared
with other multi-colonies Ant Colony Optimization algo-
rithms. Table 3 shows the comparison of PCCACOwith other
multi-colonies ant colony algorithms. Data reference to its
corresponding literature. The number in parentheses after
the algorithm name indicates the position in the reference.
Avg is the average tour length and Error(%) is the relative
deviation.

As can be seen from Table 3, PCCACO outperforms other
algorithms in terms of the average and error rate in some TSP
instances. Especially on the berlin52 and Eil76, the average
solution of the 15 experiments is very close to the optimal
solution of the TSP instances, and the error rate is very low.

C. CITIES-DROPOUT

1) ABLATION EXPERIMENT ON CITIES-DROPOUT

The cities-dropout method proposed in this paper can sig-
nificantly reduce the total time of program operation on
large-scale TSP instances. This paper sets up an ablation
experiment. For the PCCACO algorithm, a method uses
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TABLE 3. Comparison with other mutil-colonies ant colony algorithms.

TABLE 4. Running time comparison.

cities-dropout, we call it PCCACO-1; another does not
use cities-dropout method, we call it PCCACO-2. Table 4
shows the running time difference between PCCACO-1 and
PCCACO-2 in different TSP instances. NC is the maximum
number of iterations.
Here we have to explain that different programming lan-

guages and different models of CPU or GPU will cause
differences in program runtime. Since our program is con-
ducted in MATLAB, its running time is significantly longer
than C++. However, using cities-dropout in same situation
reduce running time of the program. Table 4 shows that as the
number of cities in the TSP instances increases, the running

time increases. In same TSP instances, PCCACO-1 runs sig-
nificantlymuch quickly than PCCACO-2 due to the reduction
in the number of calculated cities.

2) EFFECTS OF DIFFERENT RADII OF CITIES-DROPOUT

We also want to verify the effect of different cities-dropout
radii on TSP instances, but because the TSP instances are
different and the Ant Colony Optimization is a probabilistic
algorithm, the result of the solution is not fixed every time,
so this work is very difficult. We can take the limit of the
radius, when the radii equal min(di1, di2 . . . ..din), it can be
seen as a greedy approach, and the experimental results are
very bad.When the radii equal max(di1, di2 . . . ..din), it means
cities-drop unused. During this time interval, we tried several
different radii of cities-dropout. It can be concluded that when
the radius is small, the running time of the program will
be shortened; when the radius becomes larger, the running
time of the program will gradually increase. However, it is
difficult to say how large the radius is the best because the
paths of all optimization algorithms are probabilistic choices
and are related to the distribution of different TSP instances.
But the radii selected in this paper are relatively large, and
TSP instances we experiment are medium-large scales, which
the cities are very dense, therefore it will not affect the
construction of the solution.
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V. CONCLUSION

In this paper, a new path construction operator is proposed
as a single population, which is combined with MMAS
and ACS to form a three-colonies Ant Colony Optimization
algorithm. The algorithm introduces the Pearson correlation
coefficient as the evaluation criterion, selecting two colonies
with higher similarity, and rewarding the parameters of the
common path in the two colonies to speed up the conver-
gence. According to the dynamic feedback of the diversity
among colonies, we can adaptively control the frequency of
information exchange between two colonies to ensure the
ant colony algorithm to find better solutions. When the algo-
rithm stagnates, the parameters of the reward are reinitialized
and make the algorithm more easily jump out of the local
optima. Finally, the concept of dropout in neural network
is introduced, and an idea of cities-dropout is proposed in
path construction, which reduces the running time of the
algorithm. The experimental results show that the PCCACO
proposed in this paper has better superiority on TSP than the
traditional single-population ant colony algorithm and other
multi-population ant colony optimization.
As future work, we will continue to study the impact of

parameters on the experiment and use a lot of experiments to
find out how large the radius is the best.

APPENDIX

See Table 5.

TABLE 5. Abbreviations of algorithm.
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