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#### Abstract

Multiple imputation (MI) is increasingly popular for handling multivariate missing data. Two general approaches are available in standard computer packages: MI based on the posterior distribution of incomplete variables under a multivariate (joint) model, and fully conditional specification (FCS), which imputes missing values using univariate conditional distributions for each incomplete variable given all the others, cycling iteratively through the univariate imputation models. In the context of longitudinal or clustered data, it is not clear whether these approaches result in consistent estimates of regression coefficient and variance component parameters when the analysis model of interest is a linear mixed effects model (LMM) that includes both random intercepts and slopes. In the current paper, we compared the performance of seven different MI methods for handling missing values in longitudinal and clustered data in the context of fitting LMMs with both random intercepts and slopes. We study the theoretical compatibility between specific imputation models fitted under each of these approaches and the LMM, and also conduct simulation studies in both the longitudinal and clustered data settings. Simulations were motivated by analyses of the association between body mass index (BMI) and quality of life (QoL) in the Longitudinal Study of Australian Children (LSAC). Our findings showed that the relative performance of MI methods vary according to whether the incomplete covariate has fixed or random effects and whether there is missingnesss in the outcome variable. We showed that compatible imputation and analysis models resulted in consistent estimation of both regression parameters and variance-components via simulation. We illustrate our findings with the analysis of LSAC data.
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## 1 Introduction

Longitudinal and cluster-correlated data arise in many public health settings where data are collected from (i) individual participants repeatedly over time and (ii) from groups of individuals that are clustered within

[^0]natural units e.g, medical practices, geographical locations. Both of these settings have the common characteristic of correlated measurements either within an individual or within a cluster of individuals. Mixedeffects models are frequently used in the analysis of correlated data. However, the validity of the results obtained from such analyses may be compromised if some covariate values are missing (Laird, 1988).

Multiple imputation (MI) has become a popular tool for dealing with missing data in recent years (Rezvan et al., 2015). MI involves the generation of multiple copies of imputed datasets where missing values are replaced by imputed values sampled from their posterior predictive distribution (or an approximation to this) given the observed data. Each completed dataset is analyzed using the statistical model for the epidemiological question of interest, and the resulting estimates and standard errors are combined using Rubin's rules (Rubin, 1987). The theoretical basis of MI methods has been developed under the assumption that data are missing at random (MAR), which requires that the probability of data being missing does not depend on the unobserved data, conditional on the observed data (Sterne et al., 2009). If the data are MAR, a correctly implemented MI method can produce unbiased and asymptotically efficient estimates of regression parameters and their standard errors. Correct implementation requires compatibility between the imputation and analysis models. Formally, a set of conditional models are called compatible if there exists a joint density function that generates them (Meng, 1994).

Two general approaches for implementing MI in the presence of multiple incomplete variables are available in the literature: MI based on the joint posterior distribution of incomplete variables, often referred to as joint modeling (JM) (Schafer, 1997), and fully conditional specification (FCS; also known as sequential regression and MI using chained equation (MICE)) (Raghunathan et al., 2001; Van Buuren et al., 2006). The JM approach assumes that the incomplete variables follow a multivariate distribution, usually a multivariate normal distribution in which case the method is referred to as multivariate normal imputation (Schafer, 1997). FCS, on the other hand, imputes missing values using univariate conditional distributions for each incomplete variable given all the other variables in the imputation model, cycling iteratively through the univariate imputation models (Raghunathan et al., 2001; Van Buuren et al., 2006). Both the JM and FCS approaches were originally proposed for imputing missing values in cross-sectional settings with independent observations, and subsequently various extensions have been proposed in the literature to accommodate longitudinal and correlated data.

MI methods developed to impute missing values in both the cluster-correlated and longitudinal data settings include a joint multivariate linear mixed effects model (LMM) approach (JM-MLMM) (Schafer and Yucel, 2002), implemented in the pan software in R. There is also an FCS adaptation of Schafer and Yucel's approach (FCS-LMM) implemented in the mice.impute.2lpan function of the mice package in R (Van Buuren and Groothuis-Oudshoorn, 2011). Both the JM-MLMM and FCS-LMM approaches assume a constant residual variance across all clusters. Subsequently, Yucel and Van Buuren et al. extended the JM-MLMM and FCS-LMM approaches to allow for heteroscedastic (cluster-specific) random covariance matrices and residual error variances, respectively (Yucel, 2011; Van Buuren et al., 2011), hereby denoted as JM-MLMM-het and FCS-LMM-het. Both JM-MLMM and JM-MLMM-het, and their FCS adaptations (FCS-LMM and FCS-LMM-het), assume normal distributions for the incomplete variables. In practice, incomplete variables may be a mixture of continuous and categorical variables, so the assumption of normality may not be realistic. Goldstein et al. proposed an extension of the JM-MLMM approach which uses latent normal (LN) variables to impute a mixture of discrete, normal and non-normal continuous variables, referred to herein as JM-MLMM-LN (Goldstein et al., 2009). Asparouhov and Muthén suggested a method similar to JM-MLMM-LN where all variables in the imputation models are treated as outcomes, regardless of missing data pattern, hereby denoted as full joint (JM-FJ) model (Asparouhov and Muthén, 2010). More recently, Goldstein et al. proposed a further extension of JM-MLMM-LN where the imputation model is defined as the product of the substantive model and the joint distribution of the covariates, to ensure congeniality (substantive model compatible, denoted JM-SMC) (Goldstein et al., 2014) . The JM-MLMM-LN and JM-SMC approaches have been implemented in the REALCOM and Stat-JR software packages, respectively (see http://www.bristol.ac.uk/cmm/software)) and both were later adopted in the R software package jomo (Quartagno and Carpenter, 2016). The jomo implementations for JM-MLMM-LN
and JM-SMC allow a random covariance matrix and hence are denoted as JM-MLMM-LN-het and JM-SMC-het. Similar efforts have been made to extend both the FCS-LMM and FCS-LMM-het methods to impute categorical data using either generalized LMM (GLMM)-based MI methods (Resche-Rigon and White, 2016; Zhao and Yucel, 2009) or LN variables (FCS-LMM-LN and FCS-LMM-LN-het) (Enders et al., 2017).

In the special case of longitudinal data collected at equal intervals, standard cross-sectional implementations of MVNI and FCS can be employed to impute missing values by treating the time-dependent longitudinal measurements as distinct variables (Schafer, 1997; Van Buuren et al., 2006); we denote these as JM-MVN and FCS-Standard, respectively. These single-level MI methods can also be used for clustercorrelated data by including cluster-specific indicator variables to capture the within-cluster correlation known as 'fixed cluster imputation' (Reiter et al., 2006).

Although similar MI methods can be used to impute missing values in both longitudinal and clustered data settings, the performance of these methods may differ according to the intra-subject/intra-cluster association between outcome and incomplete variables in the analysis model particularly in the situation when both the outcome and covariates associated with random effects contain missing values. In the longitudinal setting, random slopes (i.e., random coefficients for covariates) are usually associated with the time variable only, which is generally fully observed, but covariates with random slopes in the context of clustered data may be incomplete. Furthermore, it is unclear how important these differences are in practice as currently available comparisons of the various MI methods in the literature are limited to either clustered or longitudinal data settings with little theoretical consideration.

In the context of cluster-correlated data, Grund et al. compared two different modeling strategies with JM-MLMM: (i) a multivariate LMM with a so-called reverse random coefficients model assuming that the outcome is fully observed (this model regresses covariates on the outcome with the outcome having random effects if the covariate has them in the analysis model) for imputing missing data in covariates and (ii) a multivariate LMM with random intercepts only (thus ignoring random slopes in the outcome model) for imputing missing data in both covariates and outcome (Grund et al., 2016). They noted that the reverse random coefficients model provided unbiased estimates of the regression and variance components, but the second model performed poorly for the estimation of the random slope variance. Similar findings were also observed by Enders and colleagues (Enders et al., 2016) who compared JM-MLMM, FCS-LMM-het and fixed cluster imputation when both the outcome and covariates contain missing data. They reported that the FCS-LMM-het approach exhibited better performance than the other methods especially when both the outcome and covariate were incomplete in a random intercept and slope analysis model. Audigier and colleagues (Audigier et al., 2018) recently compared a number of methods including fixed cluster imputation, JM-MLMM, FCS-LMM-het, and JM-MLMM-LN-het in the context of clustercorrelated data and reported that all of these methods provided reliable estimation of the regression parameters but JM-MLMM and fixed cluster imputation approaches severely under-estimated the variance components. No such comparison in the context of longitudinal data, where the analysis model of interest is a random intercept and time-slope model, is available in the literature. Recently, we compared 12 different MI approaches for imputation of incomplete longitudinal data where the analysis model of interest is a LMM with subject-specific random intercept only (Huque et al., 2018). We showed that both standard MI methods (JM-MVN and FCS-Standard) and LMM-based approaches (JM-MLMM, JM-MLMM-LN, FCS-LMM and FCS-LMM-LN), provided consistent estimates of the regression and variance component parameters. However, these results may not be generalizable to a random intercept and slope analysis model. Moreover, all the above comparisons are empirical and no theoretical justification for the observed sub-optimal results is available.

The motivation for this study was an analysis of the Longitudinal Study of Australian Children (LSAC) that explored (a) the association between body mass index (BMI) and health related quality of life (QoL) for children over time and (b) whether the association between early BMI and QoL in later life varied across geographical location. Attrition and non-response make these data a natural candidate for analysis using MI, but no clear guideline was available on the selection of the appropriate MI method. In the current
paper, we study the properties of available MI methods, both theoretically and via simulations based on these examples, and we also perform an analysis of the LSAC data. As both BMI and QoL are continuous measures, we restrict our comparisons to the approaches where all variables in the MI model are continuous. This simplifies the study of theoretical compatibility between specific imputation models fitted under each of these MI approaches and the analysis model and reduces the number of competitive MI methods, as under this restriction the MI methods with latent normal variables (JM-MLMM-LN, FCS-LMM-LN and FCS-LMM-LN-het) are identical with those that treat all the variables as continuous (JM-MLMM, FCSLMM, and FCS-LMM-het, respectively). Our study of compatibility confirms that MI approaches result in consistent estimates of regression parameters when the imputation model is compatible with the analysis model. The results from the LSAC data analysis are also in agreement with those seen in the simulation study.

The structure of the article is as follows: Section 2 describes LSAC and the analysis models of interest. Sections 3 and 4 present a theoretical exploration of the compatibility of different MI methods and a linear mixed model with random intercept and slopes as analysis model in the context of longitudinal and clustercorrelated data, respectively. Section 5 describes and presents the results of our simulation study. The application to the LSAC data is presented in Section 6. We conclude with a general discussion in Section 7. The Web Appendices give detailed proofs, as needed.

## 2 Methods

### 2.1 Analysis models of interest

Let $\boldsymbol{y}_{i}=\left(y_{i 1}, y_{i 2}, \ldots, y_{i n_{i}}\right)^{\mathrm{T}}$ be the $n_{i}$-repeated measures of a continuous outcome for individual $i \in$ $(1,2, \ldots, n)$, and $\boldsymbol{x}_{i}=\left(x_{i 1}, x_{i 2}, \ldots, x_{i n_{i}}\right)^{\mathrm{T}}$ and $\boldsymbol{t}_{i}=\left(t_{i 1}, t_{i 2}, \ldots, t_{i n_{i}}\right)^{\mathrm{T}}$ represent repeated measures of a continuous covariate and the measurement times, respectively. Suppose the association between the repeated measured outcome and covariates can be expressed using the following LMM

$$
\begin{equation*}
\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}=\beta_{0}+\beta_{1} \boldsymbol{x}_{i}+\beta_{2} \boldsymbol{t}_{i}+\boldsymbol{b}_{0 i}+\boldsymbol{b}_{1 i} \boldsymbol{t}_{i}+\boldsymbol{\varepsilon}_{i}, \quad i=1,2, \ldots n \tag{1}
\end{equation*}
$$

where $\boldsymbol{\beta}=\left(\beta_{0}, \beta_{1}, \beta_{2}\right)$ is the vector of fixed-effects, $\boldsymbol{b}_{i}=\left(\boldsymbol{b}_{0 i}, \boldsymbol{b}_{1 i}\right) \sim N(\mathbf{0}, \boldsymbol{G})$ denotes the random effects vector and $\varepsilon_{i}=\left(\varepsilon_{i 1}, \varepsilon_{i 2}, \ldots, \varepsilon_{i n_{i}}\right) \sim N\left(\mathbf{0}, \Phi_{i}=\sigma_{\varepsilon_{i}}^{2} \boldsymbol{I}\right)$, where $\boldsymbol{I}$ is the $n_{i} \times n_{i}$ identity matrix. The LMM in (1) typically assumes that the residual error, $\varepsilon_{i}$ and random effects $\boldsymbol{b}_{i}$ are independent of each other. Thus the marginal distribution of $\boldsymbol{y}_{i}$ is $M V N\left(\mu \boldsymbol{y}_{i}=\beta_{0}+\beta_{1} \boldsymbol{x}_{i}+\beta_{2} \boldsymbol{t}_{i}, \boldsymbol{\Sigma}_{y_{i}}=\boldsymbol{Z}_{i} \boldsymbol{G} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Phi_{i}\right)$, where $Z_{i}=\left(\mathbf{1}, \boldsymbol{t}_{i}\right)^{\mathrm{T}}$ is a $n_{i} \times 2$ matrix with the first column having all elements equal to 1 . This LMM models the longitudinal trajectory for each subject over time.

A similar model can also be applied to clustered data where the effect of some covariates on the outcome are allowed to vary from cluster to cluster. In the clustered data setting, the LMM with a random intercept and slope might take the following form

$$
\begin{equation*}
\boldsymbol{y}_{i} \mid \boldsymbol{x}_{1 i}, \boldsymbol{x}_{2 i}=\alpha_{0}+\alpha_{1} \boldsymbol{x}_{1 i}+\alpha_{2} \boldsymbol{x}_{2 i}+\boldsymbol{a}_{0 i}+\boldsymbol{a}_{2 i} \boldsymbol{x}_{2 i}+\xi_{i}, \quad i=1,2, \ldots m \tag{2}
\end{equation*}
$$

where $\boldsymbol{x}_{1 i}$ and $\boldsymbol{x}_{2 i}$ are vectors of measurements of covariates $\boldsymbol{x}_{1}$ and $\boldsymbol{x}_{2}$, respectively within cluster $i \in(1,2, \ldots m)$, assumed to be associated with the outcome, $\boldsymbol{y}_{i}$.

The estimation of parameters for the above LMMs can be carried out in similar fashion if all the variables in the model are complete. However, in the presence of incomplete data in the covariates the above two classes of models could differ: in the longitudinal setting, the covariate associated with the random slope, the measurement times $t$ is generally observed, while in the clustered data settings, the covariate $\left(\boldsymbol{x}_{2}\right)$ associated with a random slope may be incomplete. To assess the performance of the MI approaches in these distinct situations where an LMM with random intercepts and slopes is the analysis model of interest, we evaluated their performance under the following four scenarios: in the case of a longitudinal study where (i) only the covariate $\boldsymbol{x}$ is incomplete and (ii) both the covariate $\boldsymbol{x}$ and outcome $\boldsymbol{y}$ are incomplete;
and in the context of clustered data where (iii) only the covariate $\boldsymbol{x}_{2}$ is incomplete and (iv) both covariate $\boldsymbol{x}_{2}$ and outcome $\boldsymbol{y}$ are incomplete.

In the next two sections we study the theoretical properties of various MI methods available for imputing longitudinal and clustered data, in particular, we examine the potential for compatibility of each imputation model with the analysis model of interest.

## 3 MI methods for missing data in longitudinal settings

In longitudinal studies, data from the same individuals are collected repeatedly over time. Longitudinal data can be arranged in the wide format (new variable for each repeated measurement) if measurements occur at the same time-points for all individuals (i.e., the dataset is balanced) or in the long format (where repeated measurements are stacked). The wide format data can be imputed using standard cross-sectional imputation models (JM-MVN and FCS-Standard) by assuming the repeated assessments of the same variable are distinct variables, while imputation with the long format data requires use of multilevel imputation models.

### 3.1 JM-MVN

JM-MVN can be applied if we have balanced longitudinal data by treating all the repeated measurements of time-dependent variables as distinct. This method assumes a multivariate normal distribution for all of the incomplete variables. More specifically, assume that both the time-dependent covariates and outcome for individual $i \in(1,2, \ldots, n)$ measured on $T$ occasions, where $t=(1,2, \ldots . T)$ represents the vector of time-points when the measurements took place. If both covariate $\boldsymbol{x}$ and outcome $\boldsymbol{y}$ are incomplete, then JM-MVN assumes that $\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{T}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{T}\right) \sim N(\boldsymbol{\mu}, \boldsymbol{\Sigma})$ where $\boldsymbol{\mu}$ and $\boldsymbol{\Sigma}$ are the mean and an unstructured variance-covariance matrix, respectively.

We study the congeniality between JM-MVN and the analysis model (1) in the setting where the covariate $\boldsymbol{x}_{i}$ also follows a LMM defined as

$$
\begin{equation*}
\boldsymbol{x}_{i} \mid \boldsymbol{t}_{i}=\gamma_{0}+\gamma_{1} \boldsymbol{t}_{i}+\boldsymbol{u}_{0 i}+\boldsymbol{u}_{1 i} \boldsymbol{t}_{i}+\boldsymbol{\epsilon}_{i} \tag{3}
\end{equation*}
$$

where $\boldsymbol{\epsilon}_{i} \sim N(\mathbf{0}, \Upsilon)$ and $\boldsymbol{u}_{i}=\left(\boldsymbol{u}_{0 i}, \boldsymbol{u}_{1 i}\right) \sim N(\mathbf{0}, \boldsymbol{D})$, where $\Upsilon$ and $\boldsymbol{D}$ are the covariance matrices currently left unspecified. As both the conditional distributions of $\left(\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}\right)$ and $\left(\boldsymbol{x}_{i} \mid \boldsymbol{t}_{i}\right)$ are Gaussian, the joint distribution of $\left(\boldsymbol{y}_{i}, \boldsymbol{x}_{i} \mid \boldsymbol{t}_{i}\right)$ is also Gaussian. Since we are assuming that the data are collected for an equal number of visits at fixed time intervals for all individuals, the joint distribution of $(\boldsymbol{y}, \boldsymbol{x} \mid \boldsymbol{t})^{\mathrm{T}}=$ $\left(y_{1}, y_{2}, \ldots y_{T}, x_{1}, x_{2}, \ldots x_{T} \mid 1,2, . . T\right)$ is normal and given by

$$
\left(\left.\begin{array}{c}
\boldsymbol{y} \\
\boldsymbol{x}
\end{array} \right\rvert\, \boldsymbol{t}\right)=N\left(\boldsymbol{\mu}=\binom{\beta_{0}+\beta_{1}\left(\gamma_{0}+\gamma_{1} \boldsymbol{t}\right)+\beta_{2} \boldsymbol{t}}{\gamma_{0}+\gamma_{1} \boldsymbol{t}}, \boldsymbol{\Sigma}=\left(\begin{array}{cc}
\beta_{1} \Sigma_{x} \beta_{1}^{\mathrm{T}}+\Sigma_{y} & \beta_{1} \Sigma_{x} \\
\Sigma_{x} \beta_{1} & \Sigma_{x}
\end{array}\right)(4)\right.
$$

[see the Appendix A. 1 for proof]. Therefore, the joint distribution assumed by JM-MVN in scenario (ii) is compatible with the joint distribution implied by analysis model (1).

Scenario (i), where there is missing data only for $\boldsymbol{x}$, is a special case of scenario (ii), hence JM-MVN will be compatible with analysis model (1) for this scenario too.

### 3.2 JM-MLMM

Instead of treating repeated measurements as distinct variables, Schafer and Yucel suggested using a multivariate LMM for imputing several incomplete longitudinal variables (Schafer and Yucel, 2002). Under scenario (ii) this method imputes missing data from the following multivariate LMM:

$$
\left(\left.\begin{array}{l}
\boldsymbol{x}_{i}  \tag{5}\\
\boldsymbol{y}_{i}
\end{array} \right\rvert\, \boldsymbol{t}_{i}\right)=\binom{\beta_{0(x)}+\beta_{1(x)} \boldsymbol{t}_{i}+\boldsymbol{b}_{0(x) i}+\boldsymbol{b}_{1(x) i} \boldsymbol{t}_{i}+\boldsymbol{\varepsilon}_{(x) i}}{\beta_{0(y)}+\beta_{1(y)} \boldsymbol{t}_{i}+\boldsymbol{b}_{0(y) i}+\boldsymbol{b}_{1(y) i} \boldsymbol{t}_{i}+\boldsymbol{\varepsilon}_{(y) i}}
$$

where $\left(\begin{array}{ll}\boldsymbol{b}_{0(x) i} & \boldsymbol{b}_{1(x) i} \\ \boldsymbol{b}_{0(y) i} & \boldsymbol{b}_{1(y) i}\end{array}\right) \sim N(\mathbf{0}, \boldsymbol{\Psi})$ and $\binom{\boldsymbol{\varepsilon}_{(x) i}}{\boldsymbol{\varepsilon}_{(y) i}} \sim N[\mathbf{0},(\Sigma \otimes \boldsymbol{I})]$. The covariance matrix $\boldsymbol{\Psi}$ has dimension $4 \times 4$ and the Kronecker product notation indicates that the $\varepsilon_{(x) i}$ and $\varepsilon_{(y) i}$ are independently distributed as $N(0, \Sigma)$. With some algebra we can show that analysis model (1) can be obtained as a special case of the conditional model for the outcome given the covariate, $\boldsymbol{x}$, under the bivariate joint distribution defined in (5) [see Appendix A. 2 for proof]. Hence the JM-MLMM model would be compatible with the analysis model of interest under scenario (ii).

Under scenario (i) i.e., when only covariate $\boldsymbol{x}$ contains missing data, the imputation model under JMMLMM is given by

$$
\begin{equation*}
\boldsymbol{x}_{i} \mid \boldsymbol{y}_{i}, \boldsymbol{t}_{i}=\beta_{0(x)}+\beta_{1(x)} \boldsymbol{y}_{i}+\beta_{2(x)} \boldsymbol{t}_{i}+\boldsymbol{b}_{0(x) i}+\boldsymbol{b}_{1(x) i} \boldsymbol{t}_{i}+\boldsymbol{\varepsilon}_{(x) i} \tag{6}
\end{equation*}
$$

where $\boldsymbol{\varepsilon}_{(x) i} \sim N\left(\mathbf{0}, \boldsymbol{\Sigma}_{(x)}\right)$ and $\boldsymbol{b}_{(x) i}=\left(\boldsymbol{b}_{0(x) i}, \boldsymbol{b}_{1(x) i}\right) \sim N\left(\mathbf{0}, \boldsymbol{\Psi}_{(x)}\right)$ with $\boldsymbol{\Sigma}_{x \mid y}=\boldsymbol{Z}_{i} \boldsymbol{\Psi}_{(x)} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma$. Thus, under scenario (i), JM-MLMM would be compatible with the substantive model if both of the conditional models $\boldsymbol{x}_{i} \mid \boldsymbol{y}_{i}, \boldsymbol{t}_{i}$ and $\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}$ lie in the subspace determined by the joint model $\left(\left.\begin{array}{c}\boldsymbol{x}_{i} \\ \boldsymbol{y}_{i}\end{array} \right\rvert\, \boldsymbol{t}_{i}\right)$. It can be shown that imputation model (6) is compatible with analysis model (1) if $\beta_{1(x)}^{\mathrm{T}} \boldsymbol{\Sigma}_{x \mid y}^{-1}=\beta_{1} \boldsymbol{\Sigma}_{y}^{-1}$ [see the Appendix A. 2 for proof]. Similar conditions for two linear regressions to be compatible when the target joint distribution is bivariate normal have also been noted (Zhu and Raghunathan, 2015) and (Liu et al., 2014). The current paper extends those results to the context of LMM.

### 3.3 JM-FJ

Asparouhov and Muthén suggested an alternative to the JM-MLMM-LN (Goldstein et al., 2009) where the data are imputed using an unrestricted model, where all variables in the imputation models are treated as outcome, regardless of missing data pattern, hereby denoted as full joint (JM-FJ) model (Asparouhov and Muthén, 2010) . The JM-FJ method under both scenario (i) and (ii) is given by

$$
\left(\begin{array}{c}
\boldsymbol{y}_{i}  \tag{7}\\
\boldsymbol{x}_{i} \\
\boldsymbol{t}_{i}
\end{array}\right)=\left(\begin{array}{c}
\beta_{0(y)}+\boldsymbol{b}_{(y) 0 i}+\boldsymbol{\varepsilon}_{(y) i} \\
\beta_{0(x)}+\boldsymbol{b}_{(x) 0 i}+\boldsymbol{\varepsilon}_{(x) i} \\
\beta_{0(t)}+\boldsymbol{b}_{(t) 0 i}+\boldsymbol{\varepsilon}_{(t) i}
\end{array}\right)
$$

where $\left(\begin{array}{c}\boldsymbol{b}_{(y) 0 i} \\ \boldsymbol{b}_{(x) 0 i} \\ \boldsymbol{b}_{(t) 0 i}\end{array}\right) \sim N\left(\mathbf{0}, \boldsymbol{\Omega}_{u}\right)$ and $\left(\begin{array}{c}\boldsymbol{\varepsilon}_{(y) i} \\ \boldsymbol{\varepsilon}_{(x) i} \\ \boldsymbol{\varepsilon}_{(t) i}\end{array}\right) \sim N\left(\mathbf{0}, \boldsymbol{\Omega}_{\varepsilon}\right)$. This model imposes the same randomeffect structure for all variables, decomposing the variance into within and between-individual components. In longitudinal studies, data are often collected at fixed time intervals for all individuals, and therefore, it may not be sensible to assume between-individual variability for the time variable (or corresponding latent variable). The JM-FJ approach has a large number of parameters and convergence is often difficult to achieve. Moreover, it can be shown that the joint distribution implied by JM-FJ (7) is not compatible with the substantive model (1) [see Appendix A. 3 for proof]. This uncongeniality is due to the fact that the JMFJ does not accommodate the variability in the slope across individuals. Because of this non-congeniality, in our simulation studies we also examine whether assuming heteroscedastic covariance matrices in the imputation model may improve the estimation of the variance components by allowing for subject-specific correlations (JM-FJ-het).

### 3.4 JM-SMC

Goldstein, Carpenter and Browne (2014) extended JM-MLMM-LN to handle missing data in both covariates and outcomes in multilevel models while ensuring that the imputation model is compatible with the substantive model (Goldstein et al., 2014). We refer to this as the substantive-model-compatible joint modeling approach (JM-SMC). In this formulation, the joint imputation model is defined as a product of the
joint distribution of covariates and the analysis model (i.e., conditional model for the outcome given the covariates). Specifically, the JM-SMC approach defines the joint distribution of $\left(\left.\begin{array}{cc}\boldsymbol{x}_{i} \\ \boldsymbol{y}_{i}\end{array} \right\rvert\, \begin{array}{l}\boldsymbol{t}_{i}\end{array}\right)$ as

$$
\left(\left.\begin{array}{c}
\boldsymbol{x}_{i}  \tag{8}\\
\boldsymbol{y}_{i}
\end{array} \right\rvert\, \boldsymbol{t}_{i}\right)=\left(\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}\right) \times\left(\boldsymbol{x}_{i} \mid \boldsymbol{t}_{i}\right),
$$

where $\left(\boldsymbol{x}_{i} \mid \boldsymbol{t}_{i}=\beta_{0(x)}+\beta_{(x)} \boldsymbol{t}_{i}+\boldsymbol{b}_{0(x) i}+\boldsymbol{b}_{1(x) i} \boldsymbol{t}_{i}+\boldsymbol{\varepsilon}_{(x) i}\right)$ with $\boldsymbol{b}_{(x)} \sim N\left(\mathbf{0}, \theta_{u}\right)$ and $\boldsymbol{\varepsilon}_{(x) i} \sim N\left(\mathbf{0}, \Theta_{\boldsymbol{\varepsilon}}\right)$. The JM-SMC thus ensures compatibility under both scenarios (i) and (ii). Similarly to JM-FJ, in our simulation we also assume heteroscedastic covariance matices for the imputation using JM-SMC, and we labeled this JM-SMC-het.

### 3.5 FCS-Standard

Similarly to JM-MVN, FCS-Standard can be applied only in the setting with regular measurement timepoints, by treating all the repeated measurements of time-dependent variables as distinct variables. Specifically, this approach involves a conditional imputation model for each time-and-variable-specific measurement given the remaining measurements and variables. When considering only continuous outcome and covariates, as in this manuscript, FCS-Standard is implemented using linear regression models without interactions between covariates for the univariate imputation models. In this situation, FCS-Standard and JM-MVN are equivalent (see proposition 1 of (Hughes et al., 2014)). Given we have shown that JM-MVN is compatible with analysis model (1) under model (3) for the incomplete covariate, FCS-Standard will also be compatible with the analysis model (1) in both scenarios under these conditions.

### 3.6 FCS-LMM

Instead of treating repeated measurements as distinct variables, the FCS-LMM method uses a LMM for imputing missing values in each incomplete time-dependent variable given all the others, cycling iteratively through the univariate imputation models. Specifically, the Gibbs sampler cycles through the univariate LMMs assuming homogeneous within-subject variance, which is a special case of a multivariate LMM (5). That is, it uses the same imputation models as JM-MLMM with only one variable considered incomplete at a given iteration. Under scenarios (i) and (ii), this method will be compatible with the analysis model if the compatibility condition (derived in 3.2) is satisfied.

### 3.7 FCS-LMM-het

Similarly to FCS-LMM, FCS-LMM-het imputes each time dependent incomplete variable using a LMM. However, this method allows a subject-specific residual error variance. Under this approach, the imputation model for covariate $\boldsymbol{x}$ associated with the $i^{\prime} t h$ subject of interest is given by

$$
\begin{equation*}
\left(\boldsymbol{x}_{i} \mid \boldsymbol{y}_{i}, \boldsymbol{t}_{i}, \boldsymbol{b}_{i}\right)=N\left(\beta_{0 i(x)}+\beta_{1 i(x)} \boldsymbol{y}_{i}+\beta_{2 i(x)} \boldsymbol{t}_{i}, \Sigma_{i x \mid y}=\sigma_{i x}^{2} \boldsymbol{I}_{n_{i}}\right), \tag{9}
\end{equation*}
$$

where $\beta_{0 i(x)}=\beta_{0(x)}+\boldsymbol{b}_{0(x) i}, \beta_{1 i(x)}=\beta_{1(x)}+\boldsymbol{b}_{1(x) i}$ and $\beta_{2 i(x)}=\beta_{2(x)}+\boldsymbol{b}_{2(x) i}$. Note the FCS-LMM-het approach assumes random slopes for each variable in the imputation model. Analysis model (1) can be re-written as

$$
\left(\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}, \boldsymbol{b}_{i}\right)=N\left(\left(\beta_{0}+\boldsymbol{b}_{0} i\right)+\beta_{1} \boldsymbol{x}_{i}+\left(\beta_{2}+\boldsymbol{b}_{1 i}\right) \boldsymbol{t}_{i}, \Sigma_{y \mid x}=\sigma_{y}^{2} \boldsymbol{I}_{n_{i}}\right)
$$

Using similar arguments as with FCS-LMM, it can be shown that under scenario (i) FCS-LMM-het would be compatible with the analysis model if both the conditional model $\boldsymbol{x}_{i} \mid \boldsymbol{y}_{i}, \boldsymbol{t}_{i}$ and $\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}$ lie in the subspace determined by the joint model $\left(\left.\begin{array}{l}\boldsymbol{x}_{i} \\ \boldsymbol{y}_{i}\end{array} \right\rvert\, \boldsymbol{t}_{i}\right)$. It can thus be shown that the imputation model (9) is compatible with the analysis model (1) if $\beta_{1 i(x)}^{\mathrm{T}} \Sigma_{i x \mid y}^{-1}=\beta_{1} \Sigma_{y}^{-1}$, which is very similar to the condition
derived in (3.2). Hence, this method will be compatible with the analysis model (1) under both scenarios (i) and (ii), if the above compatibility condition is satisfied.

In summary, for longitudinal studies, we anticipate that all of the above methods, except the JM-FJ, will provide consistent estimates of regression and variance components.

## 4 MI models for missing data in cluster-correlated data.

In the cluster-correlated settings data are arranged in a long format by stacking data from each cluster. The MI methods that can be carried out are i) standard JM and FCS approaches using a total of m-1 indicator variables representing allocation of $m$ clusters as a fixed factor in the model (fixed cluster imputation) (Reiter et al., 2006; Enders et al., 2016), or ii) a multilevel imputation method.

The use of indicator variables in fixed cluster imputation preserves the difference in intercept between clusters. However, an interaction between the indicator variables and the incomplete variables will also be needed to accommodate the random slope variation if the covariate(s) associated with random slopes are incomplete. However, such analysis requires estimation of a large number of parameters and hence is computationally demanding and often infeasible particularly with large number of clusters of small sizes (Enders et al., 2016). In contrast, the multilevel imputation approach is more appealing as it can be easily implemented for random intercept and slope models and is computationally faster than the fixed cluster imputation approach. Therefore, in this paper we will only study the theoretical and empirical properties of the multilevel imputation approach, although we return to fixed cluster imputation in the discussion section.

### 4.1 JM-MLMM

Similarly to the approach for longitudinal data, JM-MLMM uses a joint LMM for all incomplete variables. However, the formulation of the LMM will differ with respect to whether the incomplete variables are associated with random slopes or fixed effects. For example, when covariate $\boldsymbol{x}_{1}$ and outcome $\boldsymbol{y}$ are incomplete the following JM-MLMM model is assumed for the incomplete variables:

$$
\left(\left.\begin{array}{c}
\boldsymbol{x}_{1 i} \\
\boldsymbol{y}_{i}
\end{array} \right\rvert\, \boldsymbol{x}_{2 i}\right)=\binom{\alpha_{0\left(x_{1}\right)}+\alpha_{1\left(x_{1}\right)} \boldsymbol{x}_{2 i}+\boldsymbol{a}_{0\left(x_{1}\right) i}+\boldsymbol{a}_{2\left(x_{1}\right) i} \boldsymbol{x}_{2 i}+\boldsymbol{\varepsilon}_{1 i}}{\alpha_{0(y)}+\alpha_{1(y)} \boldsymbol{x}_{2 i}+\boldsymbol{a}_{0(y) i}+\boldsymbol{a}_{1(y) i} \boldsymbol{x}_{2 i}+\boldsymbol{\varepsilon}_{2 i}}
$$

Thus, similarly to the longitudinal settings [Appendix A.2], there is compatibility with the analysis model. As the above imputation model is similar to the longitudinal case (with $\boldsymbol{t}$ replaced by $\boldsymbol{x}_{2}$ ), we do not consider it further. However, when covariate $\boldsymbol{x}_{2}$ and outcome $\boldsymbol{y}$ are incomplete (scenario (iv)) the joint model for the incomplete variables using JM-MLMM is

$$
\left(\left.\begin{array}{c}
\boldsymbol{x}_{2 i} \\
\boldsymbol{y}_{i}
\end{array} \right\rvert\, \boldsymbol{x}_{1 i}\right)=\binom{\alpha_{0\left(x_{2}\right)}+\alpha_{1\left(x_{2}\right)} \boldsymbol{x}_{1 i}+\boldsymbol{a}_{0\left(x_{2}\right) i}+\boldsymbol{\varepsilon}_{3 i}}{\alpha_{0(y)}+\alpha_{1(y)} \boldsymbol{x}_{1 i}+\boldsymbol{a}_{0(y) i}+\boldsymbol{\varepsilon}_{4 i}}
$$

This JM-MLMM imputation model does not accommodate the random slope for the incomplete variable and is therefore incompatible with the analysis model [the proof is omitted as it is similar to the proof provided for the incompatibility of the JM-FJ model]. Similarly to the longitudinal setting, it can be shown that when either $x_{1}$ or $x_{2}$ contains missing values but the outcome is fully observed (scenario (iii)) JMMLMM would be compatible with the analysis model (2).

### 4.2 JM-FJ

The JM-FJ model for cluster-correlated data assumes the following joint model for $\left(\boldsymbol{y}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$ irrespective of missing data in $\boldsymbol{y}, \boldsymbol{x}_{1}$ or $\boldsymbol{x}_{2}$

$$
\left(\begin{array}{c}
\boldsymbol{y}_{i}  \tag{10}\\
\boldsymbol{x}_{1 i} \\
\boldsymbol{x}_{2 i}
\end{array}\right)=\left(\begin{array}{c}
\beta_{0(y)}+\boldsymbol{b}_{(y) 0 i}+\boldsymbol{\varepsilon}_{(y) i} \\
\beta_{0\left(x_{1}\right)}+\boldsymbol{b}_{\left(x_{1}\right) 0 i}+\boldsymbol{\varepsilon}_{\left(x_{1}\right) i} \\
\beta_{0\left(x_{2}\right)}+\boldsymbol{b}_{\left(x_{2}\right) 0 i}+\boldsymbol{\varepsilon}_{\left(x_{2}\right) i}
\end{array}\right)
$$

Similarly to JM-FJ for longitudinal data (see section 3.3) it can be shown that the joint distribution implied by JM-FJ (10) is not compatible with the analysis model (2) in either scenario (iii) or (iv).

### 4.3 JM-SMC

As for the analysis model (1), by construction the JM-SMC approach will also be compatible with analysis model (2) irrespective of whether missing data is in the outcome or covariates.

### 4.4 FCS-LMM

This method uses identical imputation models to those under JM-MLMM (see section 4.1) with only one variable considered missing at a given iteration, and is compatible with the analysis model (2) irrespective of whether covariate(s) and/or the outcome are incomplete (i.e., for scenario (iii) and (iv)) if the compatibility condition (derived in 3.2) is satisfied.

### 4.5 FCS-LMM-het

The imputation model followed by FCS-LMM-het in the clustered data setting will be compatible with the substantive model of interest under both scenarios (iii) and (iv). The proof is similar to that provided in section 3.7 and is given in Appendix A.4.

In summary, considering all of the above methods for cluster-correlated data, we anticipated that the JM-FJ and both JM-MLMM and JM-FJ would provide biased estimates of the variance components under scenario (iii) and (iv), respectively.

## 5 Simulation study

In this section we describe the simulation studies that were used to assess the relative performance of the MI methods described in Sections 3 and 4 in the settings of longitudinal and clustered data. Our simulation studies are based on data from the kindergarten (K) cohort of children in LSAC ( $\mathrm{n}=4983$ ), who were aged $4-5$ years when recruited in 2004. LSAC is a nationally representative study that examines the development and wellbeing of Australian children. Following recruitment, data have been collected every two years (referred to as waves of data collection) using face-to-face interviews, questionnaires and direct anthropometric measurements. The study is ongoing with six waves of data currently available. The detailed study procedure has been described elsewhere (LSAC). Here we consider two target analyses: (a) a longitudinal example: association between BMI-z score and QoL in children over time and (b) a cluster example: whether BMI-z score at wave 5 predicts the QoL at wave 6 after accounting for clustering by neighbourhood. Specifically, for analysis (a) we fitted a model similar to model (1) with QoL as a timevarying outcome, BMI-z score a time-varying covariate and age (in years) of the child as the time variable, with child-specific random intercepts and time-slopes. For analysis (b) we fitted a model similar to (2) with child QoL at wave 6 as the outcome $(\boldsymbol{y})$, child BMI-z score at wave 5 as the exposure of interest $\left(\boldsymbol{x}_{2}\right)$ and socio-economic index for areas (SEIFA) as a covariate, with both fixed and random effects for area $\left(\boldsymbol{x}_{1}\right)$. The missingness patterns among these variables in the LSAC dataset have been described elsewhere (Huque et al., 2018).

### 5.1 Longitudinal data

For the longitudinal example, we generated 1000 datasets of 5000 children assessed at 6 waves of followup. Three covariates at baseline: mother's education, language spoken at home and family socio-economic position; as well as three time-dependent variables: age, BMI z-score and the outcome, QoL for each child were generated. The details of the simulation setup are given below:

1. Whether English is the main language spoken at home (hlang) and maternal education (medu: whether or not completed year 12) for each child were generated using binomial distributions with probabilities 0.9 and 0.6 respectively.
2. The household socio-economic position (hsep) at baseline was generated using the following regression model:

$$
\operatorname{hsep}_{i}=-0.8+1.0 \times \text { medu }_{i}+0.2 \times \operatorname{hlang}_{i}+\nu_{i}, \quad i=1,2, \ldots, 5000 .
$$

where $\nu_{i} \sim N\left(0,0.9^{2}\right)$.
3. Child age in years (cage) for the $i^{\text {th }}$ child in the $j^{\text {th }}$ wave ( cage $_{i j}$ ) was generated according to the following model

$$
\operatorname{cage}_{i j}=\frac{1}{12}\left\{48+\left(\text { wave }_{i j}-1\right) \times 24+\vartheta_{i}\right\}+v_{i j}, \quad j=1,2, \ldots, 6 .
$$

where $\vartheta_{i}=N\left(11,1.5^{2}\right)$, is the distribution of age (in months) of the participant at the recruitment and $v_{i j}=N\left(0,2^{2}\right)$ is the random variation in age at the time of assessment.
4. The time-varying exposure, cbmi $_{i j}$ was then generated using the LMM

$$
\operatorname{cbmi}_{i j}=\gamma_{0}+\gamma_{1} \operatorname{cage}_{i j}+\boldsymbol{u}_{0 i}+\boldsymbol{u}_{1 i} \operatorname{cage}_{i j}+\Upsilon_{i j},
$$

where $\boldsymbol{\gamma}=\left(\gamma_{0}, \gamma_{1}\right)$ is the vector of fixed-effects, $\boldsymbol{u}_{i}=\left(\boldsymbol{u}_{0 i}, \boldsymbol{u}_{1 i}\right) \sim N(\mathbf{0}, \boldsymbol{D})$ denotes the random effects vector with the following specification for the parameters: $\boldsymbol{\gamma}=(-0.60,0.10)^{\mathrm{T}}, \boldsymbol{D}=$ $\left(\begin{array}{ll}D_{00} & D_{01} \\ D_{10} & D_{11}\end{array}\right)=\left(\begin{array}{cc}0.49 & -0.015 \\ -0.015 & 0.005\end{array}\right)$, where $D_{00}=\operatorname{var}\left(\boldsymbol{u}_{0 i}\right), D_{01}=\operatorname{cov}\left(\boldsymbol{u}_{0 i}, \boldsymbol{u}_{1 i}\right), D_{11}=$ $\operatorname{var}\left(\boldsymbol{u}_{1 i}\right)$, and $\Upsilon_{i}=\left(\Upsilon_{i 1}, \Upsilon_{i 2}, \ldots, \Upsilon_{i n_{i}}\right) \sim N\left(0,0.5^{2}\right)$.
5. Finally, the continuous outcome variable, child $\mathrm{QoL}, \mathrm{cqol}_{i j}$ was generated according to

$$
\operatorname{cqol}_{i j}=\beta_{0}+\beta_{1} \operatorname{cbmi}_{i j}+\beta_{2} \operatorname{cage}_{i j}+\boldsymbol{b}_{0 i}+\boldsymbol{b}_{1 i} \operatorname{cage}_{i j}+\boldsymbol{\varepsilon}_{i j},
$$

where $\boldsymbol{\beta}=\left(\beta_{0}, \beta_{1}, \beta_{2}\right)$ is the vector of fixed-effects, $\boldsymbol{b}_{i}=\left(\boldsymbol{b}_{0 i}, \boldsymbol{b}_{1 i}\right) \sim N(\mathbf{0}, \boldsymbol{G})$ denotes the random effects vector. We set $\boldsymbol{\beta}=(1.00,-0.20,-0.10)^{\mathrm{T}}, \boldsymbol{G}=\left(\begin{array}{cc}0.36 & -0.012 \\ -0.012 & 0.004\end{array}\right)$ and residual error variance, $\boldsymbol{\varepsilon}_{i}=\left(\varepsilon_{i 1}, \varepsilon_{i 2}, \ldots, \varepsilon_{i n_{i}}\right) \sim N\left(0,0.66^{2}\right)$.

All of the above parameter values were based on the LSAC data.
For each simulated dataset we considered two scenarios where (i) only the exposure of interest (cbmi) and (ii) both the exposure of interest (cbmi) and the outcome (cqol) were subject to missingness at each wave under an MAR mechanism. Specifically we used the following models to create missing data in cbmi and cqol, respectively

$$
\begin{aligned}
\operatorname{logit}\left\{\operatorname{Pr}\left(R_{1 i j}=1\right)\right\} & =\theta_{1}+\theta_{2} \text { cqol }_{i j}+\theta_{3} \text { cage }_{i j} \\
\operatorname{logit}\left\{\operatorname{Pr}\left(R_{2 i j}=1\right)\right\} & =\theta_{4}+\theta_{5} \operatorname{cage}_{i j}+\theta_{6} \operatorname{hsep}_{i j}
\end{aligned}
$$

where $R_{1 i j}=1\left(R_{2 i j}=1\right)$ if $\operatorname{cbmi}_{i j}\left(\mathrm{cqol}_{i j}\right)$ is observed and 0 if missing. The coefficients $\boldsymbol{\theta}=$ $\left(\theta_{1}, \ldots, \theta_{6}\right)^{\mathrm{T}}$ were chosen to ensure approximately $30 \%$ of the exposure (cbmi) and outcome (cqol) were missing.

### 5.2 Clustered data

In order to evaluate the performance of the above MI methods in clustered settings, we generated 1000 datasets, each with eight variables: area identification number, socio-economic status for areas (SEIFA), mother's education (medu), language spoken at home (hlang), family socio-economic position (hsep), child sex (csex), BMI z-score (cbmi) and QoL (cqol). We considered 300 areas (clusters), where the number of children in each area varied between 2 to 25 . Our simulated dataset mimicked the LSAC dataset not only in terms of cluster size and the number of clusters, but also with regards to the relationship between the covariates. The analysis of interest was whether the relationship between child BMI z-score at wave 5 and QoL at wave 6 varied across all areas. In all of the simulated datasets variables were simulated in a sequential manner as follows:

1. Sex (csex), English language background (hlang) and mother's education (medu: whether or not completed year 12) for each child were generated using binomial distributions with probabilities 0.5 , 0.9 and 0.6 respectively.
2. Child age in years at wave 5 was generated using the following model

$$
\text { cage }_{i j}=\frac{1}{12}\left\{168+\vartheta_{i j}\right\} \quad j=2,3, \ldots, 25 . i=1,2, \ldots 300
$$

where $\vartheta_{i j}=N\left(11,1.5^{2}\right)$ is the distribution of age (in months) of the $j^{\text {th }}$ child at recruitment from area i.
3. The main exposure variable of interest, cbmi was generated based on child's age and sex using the following linear regression model

$$
\operatorname{cbmi}_{i j}=\left(-1.0+\boldsymbol{d}_{0 i}\right)+0.11 * \operatorname{cage}_{i j}+0.05 * \operatorname{csex}_{i j}+\psi_{i j}
$$

where $\psi_{i j} \sim N(0,1)$ and $\boldsymbol{d}_{0 i} \sim N\left(0,0.15^{2}\right)$
4. SEIFA at each area was generated as a standard normal variable.
5. Family socio-economic position (hsep) was generated based on SEIFA, mother's education and language using the following linear regression model

$$
\operatorname{hsep}_{i j}=-4.7+0.8 * \operatorname{medu}_{i j}+0.01 * \text { SEIFA }_{i}+0.01 * \operatorname{hlang}_{i j}+\phi_{i j}
$$

where $\phi_{i j} \sim N\left(0,0.9^{2}\right)$.
6. Finally the outcome, cqol score, was generated using the LMM

$$
\operatorname{cqol}_{i j}=\left(0.05+\boldsymbol{b}_{0 i}\right)+\left(-0.2+\boldsymbol{b}_{1 i}\right) * \operatorname{cbmi}_{i j}+0.25 * \mathrm{SEIFA}_{i}+e_{i j}
$$

with $e_{i j} \sim N\left(0,0.9^{2}\right),\binom{b_{0 i}}{b_{1 i}} \sim N(\mathbf{0}, \boldsymbol{G})$ and $\boldsymbol{G}=\left(\begin{array}{cc}0.16 & 0.00 \\ 0.00 & 0.04\end{array}\right)$.
All of the above parameter values were based on LSAC data. The exception was that we slightly inflated the magnitude of the regression and variance-component parameters in the outcome model in order to accentuate the differences in the estimated parameters from the MI methods.
For each simulated dataset we considered two scenarios: (iii) only the exposure of interest cbmi and (iv) both the exposure cbmi and outcome cqol were missing under an MAR mechanism. Specifically, we fitted the following models to create missing data in cbmi and cqol, respectively

$$
\begin{aligned}
& \operatorname{logit}\left\{\operatorname{Pr}\left(R_{3 i j}=1\right)\right\}=-2.2+1.0 * \operatorname{cqol}_{i j}+0.2 * \operatorname{SEIFA}_{i}-0.2 * \operatorname{hsep}_{i j} \\
& \operatorname{logit}\left\{\operatorname{Pr}\left(R_{4 i j}=1\right)\right\}=-2.5+0.2 * \operatorname{SEIFA}_{i}-0.3 * \operatorname{hsep}_{i j}
\end{aligned}
$$

where $R_{3 i j}=1\left(R_{4 i j}=1\right)$ if $\mathrm{cbmi}(\mathrm{cqol})$ is observed and 0 if missing.

## 6 Performance of the MI method

We applied all the imputation methods described in section 3 and 4 to the simulated and LSAC datasets. In light of the seven main choices for the specification of multiple imputation method namely i) the MAR assumption, ii) form of the imputation model, (iii) set of variables included in the imputation model, iv) passive imputation $v$ ) order of the variables vi) number of iterations and vii) number of multiply imputed datasets (Van Buuren and Groothuis-Oudshoorn, 2011), we generated data under MAR and included the same set of predictors across all the imputation methods. Specifically, we included socio-economic position as an auxiliary variable, in addition to all analysis variables, and considered the same order of imputation variables for all the methods (if applicable). Thirty imputations were generated for each approach to limit Monte Carlo (imputation-related) error for the regression coefficient of interest to approximately 5 percent of its standard error. However, for each method, we set the number of burn-in iterations and number of between imputations to the default values of current software implementations and finally the form of the imputation models varies according to the specific imputation method. We compared estimated regression coefficients, standard errors (both average of the model-based and the empirical standard error) and variance-component estimates from the various imputation approaches and an available data analysis, which excluded records with missing data in any analysis variable. Bias and coverage probability of the estimated regression coefficients from each of the approaches and from an available data analysis compared to the values used to generate the data are also presented. In each case, the sampling properties of the estimators were estimated from the 1000 simulated datasets.

### 6.1 Simulation results

The simulation results for the longitudinal example with missing values under scenarios (i) and (ii) across the 1000 simulated datasets are displayed in Table 1 and 2, respectively. It is clear from Table 1 and 2 that the available data analysis resulted in biased estimation of the regression coefficients and variance components along with inadequate coverage probabilities.

All of the MI approaches except JM-FJ provided similar estimation of regression parameters and coverage probabilities in both scenarios. Slight under-coverage of the regression parameters was obtained from JM-FJ and JM-SMC, which assume homoscedastic variances. However, somewhat contrasting results were obtained when imputed assuming heteroscedastic covariance matrices for both of these methods. The JM-FJ was more biased and led to underestimation of coverage probabilities while JM-SMC performed better compared with its homoscedastic counterpart.

All of the MI methods except JM-FJ-het provided unbiased estimates of the variance components in the longitudinal setting when only the covariate contained missing values (scenario (i)). However, greater differences were observed across the imputation methods for the estimation of the variance components when both covariate and outcome contained missing values (scenario (ii)). In this scenario (ii) (Table 2), large biases in the variance associated with random slopes were obtained for the JM-MLMM, JM-FJ, JM-FJ-het and FCS-LMM approaches. The large bias in the variance associated with random slopes with the JM-MLMM and FCS-LMM approaches is likely an artefact of dividing by a population value that is close to zere, hence we are hesitant to emphasize this finding.

Following a reviewer's suggestions, we also evaluated the performance of these methods in the case of smaller samples with 1000 individuals followed for 5 consecutive period under both scenarios (i) and (ii). The results, displayed in Tables B1 and B2 in the Appendix B, are qualitatively similar to those with the larger sample size under scenario (i). But under scenario (ii) large biases associated with random slopes variance estimates were obtained for all the methods except JM-MVN, FCS-standard and JM-SMC approaches. Among the MI methods, JM-MVN and FCS-Standard provided the least biased estimates for the fixed effects and variance components. The estimated coverage probabilities for both of these methods were very close to the nominal value of 0.95 , in both scenarios. Among the LMM-based imputation approaches, FCS-LMM-het and JM-SMC-het provided the best performance for estimating regression parameters and variance components.

The simulation results for clustered data with missing values under scenarios (iii) and (iv) across the 1000 simulated datasets are displayed in Tables 3 and 4, respectively. Similarly to the longitudinal setting, in the clustered data setting, the available data analysis resulted in biased estimation of the regression coefficients and variance components, and inadequate coverage probabilities. All of the MI approaches provided similar estimates of the regression coefficients and their estimated coverage probabilities were very close to the nominal value of 0.95 for both scenarios. Slight under-coverage of the confidence interval for the regression coefficient of cbmi was obtained from JM-FJ, JM-FJ-het and JM-MLMM especially under scenario (iv). Somewhat greater differences were observed across the imputation methods for the estimation of variance components both in scenario (iii) and (iv). In scenario (iii), i.e. when only the covariate with the random effect contained missing values, JM-FJ and JM-FJ-het resulted in biased estimation of the random slope variances. On the other hand, in scenario (iv) JM-FJ, JM-FJ-het and JM-MLMM all produced biased estimation of the random slope variances. In both scenarios, JM-SMC, FCS-LMM and FCS-LMM-het produced unbiased estimates of the regression and variance component parameters.

As with the longitudinal data we also evaluated the performance of these methods under scenario (iii) and (iv) using a relatively small number of clusters ( $\mathrm{n}=100$ ) with smaller cluster sizes (each cluster contained between 2 and 10 observations randomly). The results are displayed in Table B3 and B4, respectively. All of the MI methods except JM-FJ in both scenarios and JM-MLMM in scenario (iV) provided slight under-coverage of the confidence interval. Large biases in the estimation of the random slope parameters were observed for both FCS-LMM and FCS-LMM-het, especially in scenario (iv), leaving JM-SMC as the best methods when the number of cluster in the sample is small.

### 6.2 Application to the LSAC data

The results for the analysis models (a) and (b) applied to the LSAC data are given in Tables 5 and 6 respectively. Available data analysis provides slightly lower estimates of the regression coefficients in the case for analysis model (b) compared with the estimates from MI methods. However, for analysis model (a) the estimated regression coefficients from the available data analysis are very similar to those from the MI approaches. These results are in line with those seen in the simulation study. However, JM-FJ in analysis model (a) and both JM-FJ and JM-MLMM in analysis model (b) produced lower estimates of the variance components than the other MI approaches.

## 7 Discussion

LMMs are frequently used in the analysis of longitudinal and clustered data in order to account for withinindividual and within-cluster correlation, respectively. Although several MI methods are available for imputing missing values in longitudinal and cluster-correlated data in the current software, little guidance is available on which is the most appropriate method. The comparison of MI methods for the analysis of correlated data using LMM with random intercepts and slopes in the context of compatibility, a prerequisite of valid MI, is very limited in the literature. In the current paper, we compared seven different MI methods (JM-MVN, JM-MLMM, JM-FJ, JM-SMC, FCS-Standard, FCS-LMM, FCS-LMM-het) for
handling missing values in longitudinal and clustered data in the context of fitting LMM with both random intercepts and slopes. We derived expressions for each of the MI methods to examine the compatibility of these MI methods with a LMM that include both random intercepts and slopes. We showed that compatible imputation and analysis models resulted in consistent estimation of both regression parameters and variance components via simulation. We have summarized our results in Table 7.

The results from our theoretical exploration revealed that the relative performance of the MI methods may be expected to vary according to whether the incomplete covariate has fixed or random effects and to the missingnesss in the outcome variable. Specifically, we showed that JM-MVN and FCS-Standard approaches are compatible with the LMM in the context of longitudinal data if measurements occur at the same time-points for all individuals. We also showed that JM-MLMM is compatible with, but that JM-FJ is incompatible with the analysis model of a LMM with random intercepts and slopes. Both the FCSLMM and FCS-LMM-het methods are compatible with a LMM with random intercepts and slopes. Our comparison also revealed that the newly available substantive model compatible joint modeling (JM-SMC) approach holds great promise for the imputation of longitudinal data. Our simulation study supported our theoretical results. We observed, however, that JM-FJ-het provided sub-optimal performance, especially in the case of longitudinal data, which might be due to a small number of individuals per cluster (observation per individual) in our example, as shown in Audigier et al. (2018). We also observed that JM-SMC-het provided better estimates for the regression parameters and coverage than JM-SMC, apparently because subject-specific associations were better estimated under the heteroscedastic covariance matrices.

Our results regarding clustered data were similar to those for longitudinal data with a couple of exceptions. We found JM-MLMM was compatible with a LMM with a random intercepts and slopes analysis model if only the covariate contains missing data. The JM-MLMM, however, became non-compatible with a LMM with random intercepts and slopes if both the outcome and random-slope covariate contained missing data. Along with others (Enders et al., 2016), we noted that fixed effect imputation methods are computationally expensive particularly with a large number of clusters, hence may not be very useful in practice. In general, our findings are consistent with those of (Enders et al., 2016) who showed that JM-FJ and JM-MLMM produce biased estimation of the variance components while the FCS-LMM-het approach provided consistent estimates in the context of clustered data. Some of our theoretical results extend the results obtained by Resche-Rigon and White (Resche-Rigon and White, 2016) who considered a LMM with only a random intercept.

It is always difficult to draw general conclusions from a single simulation study, but we believe this study provided a good setting for a comparison of MI methods with both theoretical and empirical evaluation. The simulations were designed to represent real world data with a moderate amount of missingness under MAR. Undoubtedly, future simulation studies and further exploration of methods will be useful in a number of ways. In this study, we restricted our attention to data that are MAR. Often longitudinal data does not satisfy the MAR assumption. In general, the MAR assumption cannot be tested but various sensitivity analysis methods (e.g., selection models, pattern-mixture model and NARFCS) are proposed in very specialized context and no such analysis methods is currently available for the context when both longitudinal covariates and outcomes are missing. Forexample, pattern-mixture models are available in the context of longitudinal outcomes but not for the context when both longitudinal covariates and outcomes are missing. The NARFCS approach, arising from the pattern-mixture paradigm, has been developed recently to handle multivariable missingness in cross-sectional settings(Tompsett et al., 2018; Moreno-Betancur et al., 2017; Leacy, 2016) and these could in principle be applied for longitudinal data in the wide format or with the cluster-indicator method in the scenarios we explored. However, these methods have not yet been extended to the context of multilevel imputation models for general multivariable missingness in longitudinal unbalanced data or clustered data (linear mixed models). Hence there were no obvious methods to add to our evaluation. In order to simplify the theoretical calculations and avoid mis-specification of the imputation models we restricted our comparisons to models and methods that assume normality. Although there has been some discussion of compatibility for non-normal data in the context of general location models, such models are only available for single level data (Seaman and Hughes, 2018). The study of compatibility
of multilevel models that include non-normal data is beyond the scope of the present paper as Gaussian random effects are usually assumed in the proposed models and in the available software implementation. However, our results for MI involving normal variables might also hold for non-normal data. We had previously shown that both JM-MVN and FCS-standard showed good performance in the context of imputing binary variables (Huque et al., 2018). Quartagno et al. recently showed that the JM-SMC and FCS-standard methods performed equally well in the context of imputing non-normal data (Quartagno and Carpenter, 2019).

In summary, we found that if measurements occur at the same time-points for all individuals in longitudinal studies, the JM-MVN and FCS-Standard approaches may be the best approaches for imputing longitudinal data. We also found that LMM-based approaches (JM-MLMM, JM-SMC-het, FCS-LMM-het, FCS-LMM) can be used if measurement doesn't occur at the same time points or the imputation model struggles to converge due to many repeated measurements. In the clustered data setting, we recommend using the LMM-based approaches JM-SMC, FCS-LMM or FCS-LMM-het to handling missing data as they performed well in the estimation of regression parameters and variance components. Although multilevel imputation models are slightly more complex compared with standard cross-sectional imputation methods and require specialized software, our comparison revealed that they are a reasonable choice for imputing missing covariate and outcome data where the analysis of interest is a linear mixed effect model with random intercepts and slopes.
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| E00\％ 0 | ع00＊0 | 100．0＞ | $200^{\circ} 0$ | 100．0＞ | E00 0 | $100^{\circ}$ | E00\％ | I00．0＞ | $6+0{ }^{\circ}$ |  | （\％）StIq．${ }^{3}{ }^{\text {a }}$ ， |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| セモゼ0 | เ\＆゙か | 9Et「0 | ¢Et0 | $9 \mathrm{Et} \mathrm{T}^{\circ}$ | LEt 0 | 9Et「0 | ャをセ＊0 | 9 ¢t゚0 | カレ゚゙0 | $9 \varepsilon \vdash^{\circ} 0$ |  |
| ［1000 | E100 | 100．0＞ | 0100 | E100 | $\varepsilon 00{ }^{\circ}$ | $800{ }^{\circ}$ | E100 | E00\％ | 0 LI 0 |  |  |
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| $600^{\circ}$ | 0100 | 100．0＞ | 1000 | E000 | 2000 | 100：0＞ | 0100 | 2000 | I 200 |  |  |
| £9\％ 0 | t9E．0 | 098．0 | 098．0 | ［98．0 | 1980 | 098．0 | t98．0 | 19800 | ¢EE＊ | 098．0 | $\begin{array}{r} \text { 1sə } 00 \\ \text { şuәuoduos әวue!ur } \end{array}$ |
| 6 6 60 | $8+6.0$ | IS6．0 | LE60 | £ $26^{\circ} 0$ | £ $¢ 80$ | 9260 | Lt6 0 | $8+60$ | $000{ }^{\circ}$ |  | ขอิอ．วлоว \％ 66 |
| 2000 | 2000 | 2000 | 2000 | 2000 | 2000 | $200{ }^{\circ}$ | 2000 | 2000 | 2000 |  | GS［epu！ |
| $200^{\circ}$ | 2000 | $200^{\circ}$ | 2000 | 2000 | 2000 | $200{ }^{\circ}$ | $200{ }^{\circ}$ | 2000 | $200{ }^{\circ}$ |  | as iəpon |
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| $800^{\circ}$ | 8000 | $800{ }^{\circ}$ | 8000 | 8000 | $800 \cdot 0$ | 8000 | 8000 | $800^{\circ}$ | $800{ }^{\circ}$ |  | as Iəpon |
| 6100 | Iz00 | E000 | ¢100 | L20＇0 | 8900 | 6200 | 0200 | 2000 | 8LO 0 |  | （\％）setqut ${ }^{\text {tg }}$ |
| toz＇0－ | ＋0で0－ | $661^{\circ} 0^{-}$ | L61．0－ | S6100－ | 98100－ | ＋6100－ | ＋02\％${ }^{-}$ | 002＇0－ | ＋81．0－ | 002\％${ }^{-}$ |  |
| ə๖૫－WNT <br> －SOH | WWT | prepurıs <br> －S． | ฉ2ч－つWS | $\begin{aligned} & \text { DWS } \\ & \text {-WI } \end{aligned}$ | $\nexists \varphi-f \mathrm{f}$ | $\mathrm{fH}$ | WWTM －Wr | $\text { N } \wedge \text { W }$ | $\begin{gathered} \text { еұер } \\ \text { əqе!!̣^ی } \end{gathered}$ | әп［ел әnıL | s．əəəшегед uolsso．Iถิวy |


Table 2 Simulation results for the analysis of longitudinal data using simulation scenario (ii), i.e., scenario with data missing in both covariate and

|  |  | $\begin{aligned} & \text { O N N N } \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  |
| :---: | :---: | :---: | :---: |
| $\sum_{i}^{\prime} \sum_{i=1}^{\infty}$ |  |  |  |
|  | $\begin{array}{llll} \infty & \ddots & 0 & 0 \\ \hdashline & 0 & \ddots & 0 \\ 0 & 0 & 0 & 0 \end{array}$ |  |  |
| $\sum \sum_{i}^{i}$ | $\begin{array}{lll} n & n & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array}$ |  |  |
| $\sum_{i}^{1} \sum_{\sim}^{U}$ | $\begin{aligned} & n \\ & \frac{n}{2} \\ & \frac{1}{0} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned} \frac{m}{0}$ |  |  |
| $\sum \frac{\stackrel{\rightharpoonup}{\omega}}{\stackrel{1}{1}}$ | $\begin{array}{llll} \infty & n & 0 & 0 \\ \cdots & \hat{0} & 0 & 0 \\ 0 & 0 & 0 & 0 \end{array}$ | $$ |  |
| $\sum^{1} \text { 玒 }$ | $\begin{array}{lll} \hat{0} & n & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 \end{array}$ |  |  |
| $\sum_{i}^{\sum} \sum_{\sum}^{\sum}$ | $\begin{array}{llll} \infty & 0 & 0 & 0 \\ \hdashline & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \hline \end{array}$ |  |  |
| $\sum_{i}^{\prime} \sum_{\sum}^{Z}$ | $\begin{aligned} & \infty \\ & \frac{0}{0} 0 \\ & 0 \end{aligned} 0$ | $\begin{aligned} & 8 \text { N N N } \\ & \text { O} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  |
|  | $\begin{array}{llll} \infty & \infty & \infty & \infty \\ \cdots & \infty \\ 0 & 0 & 0 & 0 \\ 1 & 0 & n \\ 0 \end{array}$ |  |  |
| $\underset{\sim}{0}$ | $\begin{aligned} & \text { O} \\ & \text { çi } \end{aligned}$ | $\frac{8}{3}$ | $\begin{array}{llll} 0 & N & \underset{0}{0} & 0 \\ \cdots & 0 & 0 & \underset{\sim}{0} \\ 0 & 0 & 0 & 0 \end{array}$ |
|  |  |  |  |


| E00 0 | 100．0 | $100{ }^{\circ}$ | 100．0 | 85000 | 2I0\％ | 100＇0＞ | $850^{\circ}$ |  | （\％）selqa ${ }^{\text {² }}$ O |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| E060 | 0060 | 1060 | 1060 | Lt8\％ | IL60 | 0060 | Lt8．0 | $06^{\circ}$ |  |
| $\dagger \angle 0^{\circ}$ | 9100 | $80^{\circ} 0$ | $680^{\circ} 0$ | て£で0 | ¢zE．0 | †1000 | EZI．0 |  | （\％）sprq．${ }^{\text {IT }}$ 万 |
| S810 | L6100 | 2610 | $265^{\circ} 0$ | 9LI＇0 | s¢ ${ }^{\circ} 0$ | L6I＇0 | ¢LI＇0 | 020 | 1sa IL ， |
| L00＇0 | ［1000 | $200^{\circ}$ | $200{ }^{\circ}$ | ¢ılo | 0100 | ［10\％ | 9 ELO |  |  |
| L6E\％ | 968゙0 | 6680 | $6680^{\circ}$ | $8 \pm \underbrace{\circ} 0$ | t0ヶ 0 | 9680 | $9 \mathrm{t} \varepsilon^{\circ} 0$ | $0 t^{\prime} 0$ |  |
| St60 | £S60 | Lt60 | $9+6{ }^{\circ}$ | $966^{\circ} 0$ | E160 | 8560 | E6L＇0 |  | ขธฺ．əәлоว \％¢6 |
| £zo＇0 | \＆z0＊0 | ヶ20．0 | ＋2000 | I2000 | tて0＊0 | \＆zo＇0 | I20\％ |  | as［epundug |
| \＆z00 | \＆z0\％ | Ez00 | \＆z000 | I2000 | I200 | £z00 | 0200 |  | 日S Iəpon |
| $600^{\circ}$ | 0 OO 0 | 1000 | 1000 | 1000 | LZ0\％ | 6100 | ¢ılo |  | （\％）setqar ${ }^{\text {zu }}$ |
| $861^{\circ} 0^{-}$ | $961^{\circ} 0^{-}$ | 002\％ $0^{-}$ | 002\％ $0^{-}$ | LLI＇0－ | soz＇0－ | $9610^{-}$ | LLI $0^{-}$ | 002\％${ }^{-}$ | 砍！¢ |
| $0 ¢ 6{ }^{\circ}$ | tS60 | $6 \mathrm{t60}$ | Lt60 | 0St＇0 | 0¢60 | tS60 | カセt゚0 |  | ขอิь．алоว \％¢6 |
| 8200 | 82000 | 8200 | 8200 | 8200 | 8200 | 8200 | 8200 |  | GS Iepu！ |
| 6200 | 6800 | 6200 | 6200 | 8200 | 6200 | 6200 | 8200 |  | 日S Iəpon |
| t00．0 | ［1000 | $100{ }^{\circ}$ | $100{ }^{\circ}$ | て£で0 | 100．0＞ | H000 | て¢で0 |  | （\％）serqa |
| 6 6で0 | Lャで0 | 0sで0 | 0¢で0 | 2610 | Oç゙o | Lセで0 | 2610 | 0¢で0 |  |
| ฉฯ－NWT | WWT | ๒甲－วWS | JWS | 124－fy | fi | WWTW | pıep | әп［ел |  |
| －SDH | SOH | －Wr | －Wf | －Wr | －wr | －wf | әчргели | ən．L | uо！ssarวิวy |

Table 3 Simulation results for the analysis of clustered data using simulation scenario（iii），i．e．，scenario with data missing in the covariate only
Table 4 Simulation results for the analysis of clustered data using simulation scenario (iv), i.e., senario with data missing in covariate associated with random slope and outcome

| Regression <br> Parameters | True <br> value | Available <br> data | JM- <br> MLMM | JM- <br> FJ | JM- <br> FJ-het | JM- <br> SMC | JM- <br> SMC-het | FCS- <br> LMM | FCS- <br> LMM-het |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SEIFA, $\widehat{\gamma_{1}}$ | 0.250 | 0.191 | 0.249 | 0.250 | 0.192 | 0.250 | 0.250 | 0.247 | 0.249 |
| $\widehat{\gamma_{1} \text { rbias (\%) }}$ |  | 0.235 | 0.002 | $<0.001$ | 0.232 | $<0.001$ | 0.001 | 0.011 | 0.004 |
| Model SE |  | 0.031 | 0.029 | 0.029 | 0.028 | 0.029 | 0.029 | 0.029 | 0.029 |
| Empirical SE |  | 0.031 | 0.029 | 0.028 | 0.028 | 0.028 | 0.028 | 0.028 | 0.028 |
| $95 \%$ Coverage |  | 0.508 | 0.952 | 0.950 | 0.450 | 0.948 | 0.948 | 0.953 | 0.950 |
|  |  |  |  |  |  |  |  |  |  |
| cbmi, $\widehat{\gamma_{1}}$ | -0.200 | -0.179 | -0.205 | -0.205 | -0.177 | -0.200 | -0.200 | -0.196 | -0.198 |
| $\widehat{\gamma_{2} \text { rbias (\%) }}$ |  | 0.105 | 0.024 | 0.026 | 0.115 | 0.001 | 0.001 | 0.021 | 0.009 |
| Model SE |  | 0.024 | 0.021 | 0.021 | 0.021 | 0.023 | 0.023 | 0.023 | 0.023 |
| Empirical SE |  | 0.024 | 0.024 | 0.024 | 0.021 | 0.024 | 0.024 | 0.023 | 0.023 |
| 95\% Coverage |  | 0.853 | 0.912 | 0.912 | 0.796 | 0.945 | 0.943 | 0.951 | 0.943 |
| Variance components |  |  |  |  |  |  |  |  |  |
| $G_{00}$ est |  |  |  |  |  |  |  |  |  |
| $G_{00}$ rbias (\%) | 0.40 | 0.342 | 0.404 | 0.404 | 0.348 | 0.399 | 0.399 | 0.396 | 0.397 |
| $G_{11}$ est | 0.144 | 0.010 | 0.010 | 0.130 | 0.002 | 0.002 | 0.010 | 0.007 |  |
| $G_{11}$ rbias(\%) | 0.20 | 0.171 | 0.134 | 0.135 | 0.176 | 0.192 | 0.192 | 0.197 | 0.1185 |
| Residual error, $\widehat{\sigma}_{e}$ |  | 0.143 | 0.330 | 0.325 | 0.118 | 0.039 | 0.039 | 0.015 | 0.073 |
| $\widehat{\sigma}_{e}$ rbias (\%) | 0.848 | 0.911 | 0.911 | 0.847 | 0.901 | 0.901 | 0.900 | 0.903 |  |


| S9t＇0 | เとt 0 | 9 ¢tº | LEt＇0 | 8Et゚0 | さをも「0 | 09t＊ 0 | เモt＊0 | 9¢t＊ 0 | セどか | － |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| †000 | S00＇0 | S00．0 | ち000 | †00 0 | t00．0 | $200{ }^{\circ}$ | S00．0 | †00．0 | ヶ00\％ | ${ }^{12}$ |
| $9100^{-}$ | 020 $0^{-}$ | 2z0 $0^{-}$ | LI0 $0^{-}$ | $9100^{-}$ | 910\％${ }^{-}$ | L00＇0－ | 0200－ | I20\％${ }^{-}$ | $9100^{-}$ | 10 |
| しtto 0 | てくt゙0 | Ozs．0 | OSt＇0 | Ettio | てどャ | 6It＊ 0 | $\varepsilon \angle t^{\circ} 0$ | 81500 | LEt＊0 | 00 |
|  |  |  |  |  |  |  |  |  |  | รұшәиодшог әоич！ュе $\Lambda$ |
| （ $+100^{-}$ | （ $\mathrm{LIO} 0^{-}$ | （810\％${ }^{-}$ | （ $\mathrm{LI} 0^{\circ} 0^{-}$ | （LIO ${ }^{-}$ | （91000－ | （S10\％${ }^{-}$ | （ $210{ }^{\circ} 0^{-}$ | （810 ${ }^{-}$ | （910 ${ }^{-}$ |  |
| ＇220＊0－） | ＇sz0＇0－） | ＇920＊0－） | ＇sz0＊0－） | ＇s20＊0－） | ＇t20＇0－） | ＇$\varepsilon$ zo＇0－） | ＇sz0＇0－） | ＇920＊0－） | ＇ャて0＊0－） | ID \％S6 |
| 2000 | 2000 | 2000 | 2000 | 2000 | 2000 | 2000 | 2000 | 2000 | $200^{\circ}$ | ${ }^{\left(\mathrm{zg}_{g}\right)}$ ）s |
| $810 \%{ }^{-}$ | I20＇0－ | 2z0 $0^{-}$ | I20\％ $0^{-}$ | I20＇0－ | 020\％${ }^{-}$ | $6100^{-}$ | I20＇0－ | 2z0 $0^{-}$ | 020\％${ }^{-}$ |  |
| （L20＊0－ | （620＊0－ | （620＊0－ | （620 $0^{-}$ | （970＊0－ | （62000－ | （ $\varepsilon$ E0＊ $0^{-}$ | （970＊0－ | （L20＊0－ | （62000－ |  |
| ＇L9000－） | ＇LS000－） | ${ }^{6} 6500^{-}$） | ＇I9000－） | ＇85000－） | ＇85000－） | ＇19000－） | ${ }^{85} 0^{\circ} 0^{-}$） | ＇85000－） | ＇85000－） | ID \％ 56 |
| 0100 | L00＇0 | $800^{\circ}$ | $800{ }^{\circ}$ | $800^{\circ}$ | $800^{\circ}$ | L00＇0 | $800{ }^{\circ}$ | $800^{\circ}$ | $800{ }^{\circ}$ | （ ${ }^{\text {Ig }}$ ） es |
| Lt0 $0^{-}$ | Et0 $0^{-}$ | toto ${ }^{-}$ | Sto ${ }^{-}$ | 2t00 $0^{-}$ | 2t0 $0^{-}$ | Lto $0^{-}$ | 2t0 0－ | Et0 $0^{-}$ | Et0 $0^{-}$ | ${ }_{\text {Ig d }}$＇${ }^{\text {¢ }}$ |
| ๒Ч－WWT | WWT | prepueqs | ฉ甲－－つWS | DWS | •¢－¢」 | fid | WWTW | N＾N | eqpp |  |
| －SDH | －SDH | －SOH | －Wr | －WI | －Wr | －ws | －Wf | －WI | ว१¢！！рли | บо！9sววอิวบ |




| ON | ON |  | Sə入 | ON | ON |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sə入 | $\mathrm{O}^{\mathrm{N}}$ |  | Sə | ON | ON |  |  <br>  |
| Sə入 | Sə入 |  | Sə入 | Sə入 | Sə入 |  |  <br>  |
| ON | ON | sə入 | Sə入 | ON | ON | Sə入 |  |
| sə入 | sə入 | Sə入 | Sə | S $\mathrm{S}^{\text {人 }}$ | SOX | SOX |  <br>  |
| Sə ${ }^{\text {d }}$ | sə入 | sə入 | sə入 | sə入 | sə入 | sə入 |  <br>  |
| su！ ә．！！nbә』 snonu！̣uos | su！̣puno．． a．！！nber snonu！̣uos | sə <br>  |  |  | $\begin{gathered} \text { ôu!̣puno. } \\ \text { əu!̣bə. } \\ \text { snonu!̣uoə } \end{gathered}$ | 8u！̣puno． a．！！nber snonu！̣uos |  <br>  |
| s）${ }^{\text {d }}$ | s 2 人 | on | Sə ${ }^{\text {d }}$ | sə入 | $\mathrm{S} \partial \mathrm{X}$ | ON | еұер рәэие［еquด |
| $\begin{gathered} 12 \mathrm{Y}-\text { WWT } \\ \text {-SOH } \end{gathered}$ | $\begin{aligned} & \text { WWT } \\ & \text {-SDH } \end{aligned}$ | р．Іериеъя -SOH | OWS <br> －WC | $\begin{gathered} \mathrm{CH} \\ -\mathrm{Wr} \end{gathered}$ | WWTW <br> －WC | N $\Lambda W$ <br> －WC | SəImeə |



## Appendix

## A Compatibility of the methods

## A. 1 JM-MVN

Suppose we are interested in substantive model (1). Now assume that the covariate $\boldsymbol{x}_{i}$ also follows the following LMM

$$
\begin{equation*}
\boldsymbol{x}_{i} \mid \boldsymbol{t}_{i}=\gamma_{0}+\gamma_{1} \boldsymbol{t}_{i}+\boldsymbol{u}_{0 i}+\boldsymbol{u}_{1 i} \boldsymbol{t}_{i}+\boldsymbol{\epsilon}_{i} \tag{11}
\end{equation*}
$$

where $\boldsymbol{\epsilon}_{i} \sim N(\mathbf{0}, \Upsilon)$ and $\boldsymbol{u}_{i}=\left(\boldsymbol{u}_{0 i}, \boldsymbol{u}_{1 i}\right) \sim N(\mathbf{0}, \boldsymbol{D})$. As both the distribution of $\left(\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}\right)$ and $\left(\boldsymbol{x}_{i} \mid \boldsymbol{t}_{i}\right)$ are Gaussian. The joint distribution $\left(\boldsymbol{y}_{i}, \boldsymbol{x}_{i} \mid \boldsymbol{t}_{i}\right)$ can be written as (Gelman et al., 2013)

$$
\left(\left.\begin{array}{c}
\boldsymbol{y}_{i}  \tag{12}\\
\boldsymbol{x}_{i}
\end{array} \right\rvert\, \boldsymbol{t}_{i}\right)=N\left(\binom{\beta_{0}+\beta_{1}\left(\gamma_{0}+\gamma_{1} \boldsymbol{t}_{i}\right)+\beta_{2} \boldsymbol{t}_{i}}{\gamma_{0}+\gamma_{1} \boldsymbol{t}_{i}},\left(\begin{array}{cc}
\beta_{1} \Sigma_{i x} \beta_{1}^{\mathrm{T}}+\Sigma_{i y} & \beta_{1} \Sigma_{i x} \\
\Sigma_{i x} \beta_{1} & \Sigma_{i x}
\end{array}\right)\right)
$$

where $\Sigma_{i x}=\boldsymbol{Z}_{i} \boldsymbol{D} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Upsilon$ and $\Sigma_{i y}=\boldsymbol{Z}_{i} \boldsymbol{G} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Phi$ with $\boldsymbol{Z}_{i}=\left(\mathbf{1}, \boldsymbol{t}_{i}\right)^{\mathrm{T}}$. If data are collected for an equal number of visits and fixed time interval between successive visits for all individuals, then the joint distribution of $(\boldsymbol{y}, \boldsymbol{x} \mid \boldsymbol{t})$ can be written as

$$
\left(\left.\begin{array}{c}
\boldsymbol{y}  \tag{13}\\
\boldsymbol{x}
\end{array} \right\rvert\, \boldsymbol{t}\right)=N\left(\binom{\beta_{0}+\beta_{1}\left(\gamma_{0}+\gamma_{1} \boldsymbol{t}\right)+\beta_{2} \boldsymbol{t}}{\gamma_{0}+\gamma_{1} \boldsymbol{t}},\left(\begin{array}{cc}
\beta_{1} \Sigma_{x} \beta_{1}^{\mathrm{T}}+\Sigma_{y} & \beta_{1} \Sigma_{x} \\
\Sigma_{x} \beta_{1} & \Sigma_{x}
\end{array}\right)\right)
$$

## A. 2 JM-MLMM

scenario i: If only covariates have missing data, the substantive and the imputation models for the $i^{t h}$ subject can be written as

$$
\begin{equation*}
\left(\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}\right) \sim N\left(\beta_{0}+\beta_{1} \boldsymbol{x}_{i}+\beta_{2} \boldsymbol{t}_{i}, \Sigma_{i y}\right) \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\boldsymbol{x}_{i} \mid \boldsymbol{y}_{i}, \boldsymbol{t}_{i}\right) \sim N\left(\beta_{0(x)}+\beta_{1(x)} \boldsymbol{y}_{i}+\beta_{2(x)} \boldsymbol{t}_{i}, \Sigma_{i x \mid y}\right) \tag{15}
\end{equation*}
$$

These two models are compatible if $\beta^{\prime}$ s, $\beta_{(x)}$ 's, $\Sigma_{i y \mid x}$ and $\Sigma_{i x \mid y}$ lie on the subspace of the joint model determined by (12) (under the assumption that covariate $\boldsymbol{x}_{i}$ also follows a LMM (11)).

Therefore the conditional distribution $\left(\boldsymbol{x}_{i} \mid \boldsymbol{y}_{i}, \boldsymbol{t}_{i}\right)$ from the above joint distribution can be written as

$$
\begin{equation*}
\left(\boldsymbol{x}_{i} \mid \boldsymbol{y}_{i}, \boldsymbol{t}_{i}\right)=N\left(\Sigma_{i x \mid y}\left[\beta_{1}^{\mathrm{T}} \Sigma_{i y}^{-1}\left(\boldsymbol{y}_{i}-\left(\beta_{0}+\beta_{2} \boldsymbol{t}_{i}\right)\right)+\Sigma_{i x}^{-1}\left(\gamma_{0}+\gamma_{1} \boldsymbol{t}_{i}\right)\right], \Sigma_{i x \mid y}=\left(\beta_{1}^{\mathrm{T}} \Sigma_{i y}^{-1} \beta_{1}+\Sigma_{i x}^{-1}\right)^{-1}\right) \tag{16}
\end{equation*}
$$

Now equating (15) and (16) we have:

$$
\beta_{1(x)}^{\mathrm{T}} \Sigma_{i x \mid y}^{-1}=\beta_{1}^{\mathrm{T}} \Sigma_{i y}^{-1}
$$

Hence the substantive model will be compatible to the imputation model under JM-MLMM if $\beta_{1(x)}^{\mathrm{T}} \Sigma_{x \mid y}^{-1}=$ $\beta_{1}^{\mathrm{T}} \Sigma_{y}^{-1}$.
scenario ii: Both covariate and outcome have missing data

JM-MLMM assumes following joint distribution when both outcome and covariates have missing data

$$
\begin{aligned}
\left(\left.\begin{array}{c}
\boldsymbol{x}_{i} \\
\boldsymbol{y}_{i}
\end{array} \right\rvert\, \boldsymbol{t}_{i}\right) & =\binom{\beta_{0(x)}+\beta_{1(x)} \boldsymbol{t}_{i}+\boldsymbol{b}_{0(x) i}+\boldsymbol{b}_{1(x) i} \boldsymbol{t}_{i}+\boldsymbol{\varepsilon}_{1 i}}{\beta_{0(y)}+\beta_{1(y)} \boldsymbol{t}_{i}+\boldsymbol{b}_{0(y) i}+\boldsymbol{b}_{1(y) i} \boldsymbol{t}_{i}+\boldsymbol{\varepsilon}_{2 i}} \\
& =\binom{\mu_{i x} \mathbf{1}}{\mu_{i y} \mathbf{1}}+\binom{\boldsymbol{Z}_{i} \boldsymbol{b}_{(x) i}}{\boldsymbol{Z}_{i} \boldsymbol{b}_{(y) i}}+\binom{\boldsymbol{\varepsilon}_{1 i}}{\varepsilon_{2 i}}
\end{aligned}
$$

where $\boldsymbol{Z}_{i}=\left(\mathbf{1}, \boldsymbol{t}_{i}\right)$ and $\binom{\boldsymbol{b}_{(x) i}}{\boldsymbol{b}_{(y) i}} \sim N\left(\binom{0}{0}, \boldsymbol{\psi}=\left(\begin{array}{ll}\psi_{11} & \psi_{12} \\ \psi_{21} & \psi_{22}\end{array}\right)\right)$ and $\binom{\varepsilon_{1 i}}{\varepsilon_{2 i}} \sim N\left(\binom{0}{0}, \boldsymbol{\Sigma}=\left(\begin{array}{ll}\Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22}\end{array}\right)\right)$
Thus the joint distribution of ( $\boldsymbol{y}_{i}$ and $\boldsymbol{x}_{i}$ conditional on $\boldsymbol{t}_{i}$ ) can be written as (Resche-Rigon and White, 2016)

$$
\left(\left.\begin{array}{c}
\boldsymbol{x}_{i} \\
\boldsymbol{y}_{i}
\end{array} \right\rvert\, \boldsymbol{t}_{i}\right) \sim N\left(\binom{\mu_{i x} \mathbf{1}}{\mu_{i y} \mathbf{1}},\left(\begin{array}{ll}
\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{11} \boldsymbol{I} & \boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{12} \boldsymbol{I} \\
\boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{12} \boldsymbol{I} & \boldsymbol{Z}_{i} \psi_{22} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{22} \boldsymbol{I}
\end{array}\right)\right),
$$

where $\mu_{i x}=\beta_{0(x)}+\beta_{1(x)} \boldsymbol{t}_{i}$ and $\mu_{i y}=\beta_{0(y)}+\beta_{1(y)} \boldsymbol{t}_{i}$.
Now the conditional expectation and conditional variance are

$$
\begin{equation*}
E\left[\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}\right]=\mu_{i y} \mathbf{1}+\left(\boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{12} \boldsymbol{I}\right)\left(\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{11} \boldsymbol{I}\right)^{-1}\left(\boldsymbol{x}_{i}-\mu_{i x} \mathbf{1}\right) \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left[\boldsymbol{y}_{1 i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}\right]=\left(\boldsymbol{Z}_{i} \psi_{22} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{22} \boldsymbol{I}\right)-\left(\boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{12} \boldsymbol{I}\right)\left(\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{11} \boldsymbol{I}\right)^{-1}\left(\boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{12} \boldsymbol{I}\right) \tag{18}
\end{equation*}
$$

Now, for simplicity in algebra we omitted notation $I$ associated with variance covariance matrices in the following equations

$$
\begin{aligned}
\left(\boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{12}\right)\left(\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{11}\right)^{-1}= & \left(\boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{12}\right)\left(\Sigma_{11}^{-1}-\Sigma_{11}^{-1} \boldsymbol{Z}_{i} \psi_{11}\left(\boldsymbol{I}+\boldsymbol{Z}_{i}^{\mathrm{T}} \Sigma_{11}^{-1} \boldsymbol{Z}_{i} \psi_{11}\right)^{-1} \boldsymbol{Z}_{i}^{\mathrm{T}} \Sigma_{11}^{-1}\right) \\
= & \left(\boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{12}\right)\left(\Sigma_{11}^{-1}-\Sigma_{11}^{-1} \boldsymbol{Z}_{i}\left(\psi_{11}^{-1}+\boldsymbol{Z}_{i}^{\mathrm{T}} \Sigma_{11}^{-1} \boldsymbol{Z}_{i}\right)^{-1} \boldsymbol{Z}_{i}^{\mathrm{T}} \Sigma_{11}^{-1}\right) \\
= & \left(\boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}}+\Sigma_{12}\right)\left(\Sigma_{11}^{-1}-\Sigma_{11}^{-1} \boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\left(\Sigma_{11}+\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\right)^{-1}\right) \\
= & \boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}} \Sigma_{11}^{-1}-\boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}} \Sigma_{11}^{-1} \boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\left(\Sigma_{11}+\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\right)^{-1}+ \\
& \Sigma_{12} \Sigma_{11}^{-1}-\Sigma_{12} \Sigma_{11}^{-1} \boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\left(\Sigma_{11}+\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\right)^{-1} \\
= & \left(\boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}} \Sigma_{11}^{-1}\left(\Sigma_{11}+\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\right)-\boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}} \Sigma_{11}^{-1} \boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}-\right. \\
& \left.\Sigma_{12} \Sigma_{11}^{-1} \boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\right)\left(\Sigma_{11}+\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\right)^{-1}+\Sigma_{12} \Sigma_{11}^{-1} \\
= & \left(\boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}^{\mathrm{T}}-\Sigma_{12} \Sigma_{11}^{-1} \boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\right)\left(\Sigma_{11}+\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\right)^{-1}+\Sigma_{12} \Sigma_{11}^{-1} \\
= & \left(\boldsymbol{I}-\Sigma_{12} \Sigma_{11}^{-1}\right) \boldsymbol{Z}_{i} \psi_{12} \boldsymbol{Z}_{i}\left(\Sigma_{11}+\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\right)^{-1}+\Sigma_{12} \Sigma_{11}^{-1} \\
= & \left(\Sigma_{11}-\Sigma_{12}\right) \Sigma_{11}^{-1} \boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\left(\Sigma_{11}+\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\right)^{-1}+\beta_{x} \boldsymbol{I}
\end{aligned}
$$

where $\beta_{x}=\Sigma_{12} \Sigma_{11}^{-1}$.
Thus the conditional mean is given as

$$
\begin{aligned}
E\left[\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}\right] & =\mu_{y} \mathbf{1}+\left(\left(\Sigma_{11}-\Sigma_{12}\right) \Sigma_{11}^{-1} \boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\left(\Sigma_{11}+\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\right)^{-1}+\beta_{x} \boldsymbol{I}\right)\left(\boldsymbol{x}_{i}-\mu_{x} \mathbf{1}\right) \\
& =\left(\mu_{y}-\beta_{x} \mu_{x}\right) \mathbf{1}+\beta_{x} \boldsymbol{x}_{i}+\left(\Sigma_{11}-\Sigma_{12}\right) \Sigma_{11}^{-1} \boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\left(\Sigma_{11}+\boldsymbol{Z}_{i} \psi_{11} \boldsymbol{Z}_{i}^{\mathrm{T}}\right)^{-1}\left(\boldsymbol{x}_{i}-\mu_{x} \mathbf{1}\right) \\
& =\left(\mu_{y}-\beta_{x} \mu_{x}\right) \mathbf{1}+\beta_{x} \boldsymbol{x}_{i}+\left(\Sigma_{11}-\Sigma_{12}\right) \Sigma_{11}^{-1} \boldsymbol{Z}_{i} \boldsymbol{b}_{(x) i} \\
& =\left(\beta_{0(x)}+\beta_{1(x)} \boldsymbol{t}_{i}+\beta_{x} \boldsymbol{x}_{i}\right) \mathbf{1}+\left(\Sigma_{11}-\Sigma_{12}\right) \Sigma_{11}^{-1} \boldsymbol{Z}_{i} \boldsymbol{b}_{(x) i}-\beta_{x} \mu_{x},
\end{aligned}
$$

where $\boldsymbol{b}_{(x) i}$ is the estimates of random slope corresponding to the model $\boldsymbol{x}_{i}=\mu_{(i x)}+\boldsymbol{Z}_{i} \boldsymbol{b}_{(x) i}+\varepsilon_{i}$.
Thus the conditional expectation of $\boldsymbol{y}_{i}$ depends on $\boldsymbol{x}_{i}$ and random slopes of $\boldsymbol{t}_{i}$ on $\boldsymbol{x}_{i}$. Now can obtain the the substantive model if $\left(\Sigma_{22}-\Sigma_{12}\right) \Sigma_{22}^{-1}=I$ or $\Sigma_{12}=0$, as we have

$$
E\left[\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}\right]=\left(\beta_{0(y)}+\beta_{1(y)} \boldsymbol{t}_{i}+\beta_{x} \boldsymbol{x}_{i}\right) \mathbf{1}+b_{0(x) i}+b_{1(x) i} \boldsymbol{t}_{i}-\beta_{x} \mu_{x}
$$

Thus the JM-MLMM impute missing values from a joint model which is more general than joint model implied by substantive model. Hence JM-MLMM is compatible with the analysis model.

## A. 3 Joint modelling: FJ

The JM-MLMM-LN approach assumes a multivariate linear random intercept model for the joint distribution of $\boldsymbol{x}, \boldsymbol{y}$ and $\boldsymbol{z}$ where $\boldsymbol{z}$ is a latent normal variable for time $\boldsymbol{t}_{i}$

$$
\begin{aligned}
\left(\begin{array}{c}
\boldsymbol{y}_{i} \\
\boldsymbol{x}_{i} \\
\boldsymbol{t}_{i}
\end{array}\right) & =\left(\begin{array}{c}
\beta_{0(y)}+\boldsymbol{b}_{(y) 0 i}+\boldsymbol{\varepsilon}_{(y) i} \\
\beta_{0(x)}+\boldsymbol{b}_{(x) 0 i}+\boldsymbol{\varepsilon}_{(x) i} \\
\beta_{0(t)}+\boldsymbol{b}_{(t) 0 i}+\boldsymbol{\varepsilon}_{(t) i}
\end{array}\right) \\
& =\left(\begin{array}{c}
\mu_{x} \\
\mu_{y} \\
\mu_{t}
\end{array}\right)+\left(\begin{array}{c}
\boldsymbol{b}_{(x) 0 i} \\
\boldsymbol{b}_{(y) 0 i} \\
\boldsymbol{b}_{(t) 0 i}
\end{array}\right)+\left(\begin{array}{c}
\boldsymbol{\varepsilon}_{(x) i} \\
\boldsymbol{\varepsilon}_{(y) i} \\
\boldsymbol{\varepsilon}_{(t) i}
\end{array}\right)
\end{aligned}
$$

where $\left(\begin{array}{c}\boldsymbol{b}_{(y) 0 i} \\ \boldsymbol{b}_{(x) 0 i} \\ \boldsymbol{b}_{(t) 0 i}\end{array}\right) \sim N\left(\left(\begin{array}{c}0 \\ 0 \\ 0\end{array}\right),\left(\begin{array}{lll}\psi_{11} & \psi_{12} & \psi_{13} \\ \psi_{21} & \psi_{22} & \psi_{23} \\ \psi_{31} & \psi_{32} & \psi_{33}\end{array}\right)\right)$ and $\left(\begin{array}{c}\varepsilon_{(y) i} \\ \boldsymbol{\varepsilon}_{(x) i} \\ \boldsymbol{\varepsilon}_{(t) i}\end{array}\right) \sim N\left(\left(\begin{array}{c}0 \\ 0 \\ 0\end{array}\right),\left(\begin{array}{ccc}\Sigma_{11} & \Sigma_{12} & \Sigma_{13} \\ \Sigma_{21} & \Sigma_{22} & \Sigma_{23} \\ \Sigma_{31} & \Sigma_{32} & \Sigma_{33}\end{array}\right)\right)$
Thus the joint distribution between $\left(\boldsymbol{y}_{i}, \boldsymbol{x}_{i}\right.$ and $\left.\boldsymbol{t}_{i}\right)$ can be written as

$$
\left(\begin{array}{c}
\boldsymbol{y}_{i} \\
\boldsymbol{x}_{i} \\
\boldsymbol{t}_{i}
\end{array}\right) \sim N\left(\left(\begin{array}{c}
\mu_{1} \mathbf{1} \\
\mu_{y} \mathbf{1} \\
\mu_{t} \mathbf{1}
\end{array}\right),\left(\begin{array}{lll}
\psi_{11} \boldsymbol{J}+\Sigma_{11} \boldsymbol{I} & \psi_{12} \boldsymbol{J}+\Sigma_{12} \boldsymbol{I} & \psi_{13} \boldsymbol{J}+\Sigma_{13} \boldsymbol{I} \\
\psi_{12} \boldsymbol{J}+\Sigma_{12} \boldsymbol{I} & \psi_{22} \boldsymbol{J}+\Sigma_{22} \boldsymbol{I} & \psi_{23} \boldsymbol{J}+\Sigma_{23} \boldsymbol{I} \\
\psi_{13} \boldsymbol{J}+\Sigma_{13} \boldsymbol{I} & \psi_{23} \boldsymbol{J}+\Sigma_{23} \boldsymbol{I} & \psi_{33} \boldsymbol{J}+\Sigma_{33} \boldsymbol{I}
\end{array}\right)\right)
$$

To ease in exposition let $\boldsymbol{w}_{i}=\binom{\boldsymbol{x}_{i}}{\boldsymbol{t}_{i}}$ and consequently the joint distribution between $\boldsymbol{y}_{i}$ and $\boldsymbol{w}_{i}$ can be written as

$$
\binom{\boldsymbol{y}_{i}}{\boldsymbol{w}_{i}} \sim N\left(\binom{\mu^{1} \otimes \boldsymbol{1}}{\mu^{2} \otimes \boldsymbol{1}},\left(\begin{array}{cc}
\psi^{11} \otimes \boldsymbol{J}+\Sigma^{11} \otimes \boldsymbol{I} & \psi^{12} \otimes \boldsymbol{J}+\Sigma^{12} \otimes \boldsymbol{I} \\
\psi^{21} \otimes \boldsymbol{J}+\Sigma^{21} \otimes \boldsymbol{I} & \psi^{22} \otimes \boldsymbol{J}+\Sigma^{22} \otimes \boldsymbol{I}
\end{array}\right)\right),
$$

where $\mathbf{1}$ is $n_{i}$-vector of ones, $\boldsymbol{J}$ is a $n_{i} \times n_{i}$ matrix of ones, and $\boldsymbol{I}$ is the identity matrix of size $n_{i}$ and $\mu^{1}=\mu_{y}, \mu^{2}=\binom{\mu_{x}}{\mu_{z}}, \psi^{11}=\psi_{11}, \Sigma^{11}=\Sigma_{11}, \psi^{21}=\left(\psi^{12}\right)^{\mathrm{T}}=\binom{\psi_{21}}{\psi_{31}}, \Sigma^{21}=\left(\Sigma^{12}\right)^{\mathrm{T}}=$ $\binom{\Sigma_{21}}{\Sigma_{31}}$ and
$\quad \psi^{22}=\left(\begin{array}{ll}\psi_{22} & \psi_{23} \\ \psi_{32} & \psi_{33}\end{array}\right), \Sigma^{22}=\left(\begin{array}{ll}\Sigma_{22} & \Sigma_{23} \\ \Sigma_{32} & \Sigma_{33}\end{array}\right)$.

Now the conditional expectation $\boldsymbol{y}_{i}$ given $\boldsymbol{w}_{i}$ is

$$
\begin{equation*}
E\left[\boldsymbol{y}_{i} \mid \boldsymbol{w}_{i}\right]=\mu^{1} \otimes \mathbf{1}+\left(\psi^{12} \otimes \boldsymbol{J}+\Sigma^{12} \otimes \boldsymbol{I}\right)\left(\psi^{22} \otimes \boldsymbol{J}+\Sigma^{22} \otimes \boldsymbol{I}\right)^{-1}\left(\boldsymbol{v}_{i}-\mu^{2} \otimes \mathbf{1}\right) \tag{19}
\end{equation*}
$$

Now

$$
\begin{aligned}
&\left(\psi^{12} \otimes \boldsymbol{J}+\Sigma^{12} \otimes \boldsymbol{I}\right)\left(\psi^{22} \otimes \boldsymbol{J}+\Sigma^{22} \otimes \boldsymbol{I}\right)^{-1}=\left(\psi^{12} \otimes \boldsymbol{J}+\Sigma^{12} \otimes \boldsymbol{I}\right)\left(-\left(n \psi^{22}+\Sigma^{22}\right)^{-1} \psi^{22}\left(\Sigma^{22}\right)^{-1}\right) \otimes \boldsymbol{J} \\
&+\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{I} \\
&-\psi^{12}\left(n \psi^{22}+\Sigma^{22}\right)^{-1} \psi^{22}\left(\Sigma^{22}\right)^{-1} \otimes n \boldsymbol{J}+\Sigma^{12}\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{I} \\
&-\Sigma^{12}\left(n \psi^{22}+\Sigma^{22}\right)^{-1} \psi^{22}\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{J}+\psi^{12}\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{J} \\
&=\left(-n \psi^{12}\left(n \psi^{22}+\Sigma^{22}\right)^{-1} \psi^{22}-\Sigma^{12}\left(n \psi^{22}+\Sigma^{22}\right)^{-1} \psi^{22}\right. \\
&\left.+\psi^{12}\right)\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{J}+\Sigma^{12}\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{I} \\
&=\left(-n \psi^{12}-\Sigma^{12}+\psi^{12}\left(\psi^{22}\right)^{-1}\left(n \psi^{22}+\Sigma^{22}\right)\right) \\
&\left(n \psi^{22}+\Sigma^{22}\right)^{-1} \psi^{22}\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{J}+\Sigma^{12}\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{I} \\
&=\left(-n \psi^{12}-\Sigma^{12}+n \psi^{12}\left(\psi^{22}\right)^{-1} \psi^{22}+\psi^{12}\left(\psi^{22}\right)^{-1} \Sigma^{22}\right) \\
&\left(n \psi^{22}+\Sigma^{22}\right)^{-1} \psi^{22}\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{J}+\Sigma^{12}\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{I} \\
&=\left.\left(\psi^{12}\left(\psi^{22}\right)^{-1} \Sigma^{22}\right)-\Sigma^{12}\right)\left(n \psi^{22}+\Sigma^{22}\right)^{-1} \psi^{22}\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{J} \\
&+\Sigma^{12}\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{I} \\
&=\left(\psi^{12} \Sigma^{22}-\Sigma^{12} \psi^{22}\right)\left(n \psi^{22}+\Sigma^{22}\right)^{-1}\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{J} \\
&+\Sigma^{12}\left(\Sigma^{22}\right)^{-1} \otimes \boldsymbol{I} \\
&=\boldsymbol{\alpha}\left(n_{i}\right) \otimes \boldsymbol{J}+\beta \otimes \boldsymbol{I},
\end{aligned}
$$

where $\beta=\left(\beta_{y}, \beta_{t}\right)=\Sigma^{12}\left(\Sigma^{22}\right)^{-1}$ and $\boldsymbol{\alpha}\left(n_{i}\right)=\left(\psi^{12} \Sigma^{22}-\Sigma^{12} \psi^{22}\right)\left(n \psi^{22}+\Sigma^{22}\right)^{-1}\left(\Sigma^{22}\right)^{-1}$.
Hence,

$$
E\left[\boldsymbol{y}_{i} \mid \boldsymbol{w}_{i}\right]=\mu^{1} \otimes \mathbf{1}+\left(\boldsymbol{\alpha}\left(n_{i}\right) \otimes \boldsymbol{J}+\beta \otimes \boldsymbol{I}\right)\left(\boldsymbol{w}_{i}-\mu^{2} \otimes \mathbf{1}\right)
$$

Now considering the identity and from the fact that $\operatorname{vec}\left(w_{i}\right)=\boldsymbol{w}_{i}$, we can show that

$$
\begin{aligned}
E\left[\boldsymbol{y}_{i} \mid \boldsymbol{w}_{i}\right] & \left.=\mu^{1} \otimes \mathbf{1}+\operatorname{vec}\left(\boldsymbol{J}\left(w_{i}-\mu^{2} \otimes \mathbf{1}\right) \boldsymbol{\alpha}\left(n_{i}\right)^{\mathrm{T}}\right)+\left(w_{i}-\mu^{2} \otimes \mathbf{1}\right) \beta^{\mathrm{T}}\right) \\
& =\mu_{y} \mathbf{1}+n_{i}\left(\bar{w}_{i}-\mu^{2}\right) \otimes \mathbf{1} \boldsymbol{\alpha}\left(n_{i}\right)^{\mathrm{T}}+\left(w_{i}-\mu^{2} \otimes \mathbf{1}\right) \beta^{\mathrm{T}}
\end{aligned}
$$

Thus we have

$$
E\left[\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}, \boldsymbol{t}_{i}\right]=\beta_{0(y)}+n_{i}\left(\overline{\boldsymbol{x}}_{i}-\mu_{x}\right) \boldsymbol{\alpha}\left(n_{i}\right)^{\mathrm{T}}+n_{i}\left(\overline{\boldsymbol{t}}_{i}-\mu_{t}\right) \boldsymbol{\alpha}\left(n_{i}\right)^{\mathrm{T}}+\left(\boldsymbol{x}_{i}-\mu_{x}\right) \beta_{x}+\left(\boldsymbol{t}_{i}-\mu_{t}\right) \beta_{t}
$$

And the conditional variance is

$$
\begin{aligned}
\operatorname{var}\left[\boldsymbol{y}_{i} \mid \boldsymbol{w}_{i}\right] & =\left(\psi^{11} \otimes \boldsymbol{J}+\Sigma^{11} \otimes \boldsymbol{I}\right)-\left(\psi^{12} \otimes \boldsymbol{J}+\Sigma^{12} \otimes \boldsymbol{I}\right)\left(\psi^{22} \otimes \boldsymbol{J}+\Sigma^{22} \otimes \boldsymbol{I}\right)^{-1}\left(\psi^{12} \otimes \boldsymbol{J}+\Sigma^{12} \otimes \boldsymbol{I}\right) \\
& =\eta\left(n_{i}\right) \otimes \boldsymbol{J}+\delta \otimes \boldsymbol{I}
\end{aligned}
$$

where $\eta\left(n_{i}\right)=\psi^{22}-\psi^{12}\left(\Sigma^{11}\right)^{-1} \Sigma^{12}+\left(n_{i} \psi^{21}+\Sigma^{21}\right)\left(n_{i} \psi^{11}+\Sigma^{11}\right)^{-1}\left(\psi^{11}\left(\Sigma^{11}\right)^{-1} \Sigma^{12}-\psi^{12}\right)$ and $\delta=\Sigma^{22}-\Sigma^{12}\left(\Sigma^{11}\right)^{-1} \Sigma^{12}$
As the joint distribution implied by JM-MLMM-LN doesn't contain the conditional substantive model (1) as the corresponding conditional model, hence it would not be compatible.

## A. 4 JM-MLMM for cluster-correlated data

Suppose we are interested in substantive model (2), with slight abuse of notations we can write the substantive model as

$$
\begin{equation*}
\boldsymbol{y}_{i} \mid \boldsymbol{x}_{1 i}, \boldsymbol{x}_{2 i}=\alpha_{0 i}+\alpha_{1} \boldsymbol{x}_{1 i}+\alpha_{2 i} \boldsymbol{x}_{2 i}+\xi_{i} \tag{20}
\end{equation*}
$$

where $\alpha_{0 i}=\alpha_{0}+\boldsymbol{a}_{0 i}, \alpha_{2 i}=\alpha_{2}+\boldsymbol{a}_{2 i}$ and $\xi_{i} \sim N\left(0, \Sigma_{i y}=\sigma_{\xi}^{2} \boldsymbol{I}\right)$. Now suppose that the covariate $\boldsymbol{x}_{2}$ follows the following LMM:

$$
\begin{equation*}
\boldsymbol{x}_{2 i} \mid x_{1 i}=\delta_{0 i}+\delta_{1 i} \boldsymbol{x}_{1 i}+\eta_{i}, \tag{21}
\end{equation*}
$$

where $\eta_{i} \sim N\left(0, \Sigma_{i x_{2}}=\sigma_{\eta_{i}}^{2} \boldsymbol{I}\right)$ As both of the $\left(\boldsymbol{y}_{i} \mid \boldsymbol{x}_{1 i}, \boldsymbol{x}_{2 i}\right)$ and $\left(\boldsymbol{x}_{2 i} \mid x_{1 i}\right)$ are Gaussian, their joint distribution will also be Gaussian and can be written as

$$
\left(\left.\begin{array}{c}
\boldsymbol{y}_{i}  \tag{22}\\
\boldsymbol{x}_{2 i}
\end{array} \right\rvert\, \boldsymbol{x}_{1 i}\right)=N\left(\binom{\alpha_{0 i}+\alpha_{1} \boldsymbol{x}_{1 i}+\alpha_{2 i}\left(\delta_{0 i}+\delta_{1 i} \boldsymbol{x}_{1 i}\right)}{\delta_{0 i}+\delta_{1 i} \boldsymbol{x}_{1 i}},\left(\begin{array}{cc}
\alpha_{2 i} \Sigma_{i x} \alpha_{2 i}^{\mathrm{T}}+\Sigma_{i y} & \alpha_{2 i} \Sigma_{i x} \\
\Sigma_{i x_{2}} \alpha_{2 i} & \Sigma_{i x_{2}}
\end{array}\right)\right)
$$

Now the conditional distribution of $\left(\boldsymbol{x}_{2 i} \mid \boldsymbol{x}_{1 i}, \boldsymbol{y}_{i}\right)$ can be written as

$$
\begin{equation*}
\left(\boldsymbol{x}_{2 i} \mid \boldsymbol{x}_{1 i}, \boldsymbol{y}_{i}\right)=N\left(\Sigma_{i x_{2} \mid y}\left[\alpha_{2 i}^{\mathrm{T}} \Sigma_{i y}^{-1}\left(\boldsymbol{y}_{i}-\left(\alpha_{0 i}+\alpha_{1} \boldsymbol{x}_{1 i}\right)\right)+\Sigma_{i x_{2}}^{-1}\left(\delta_{0 i}+\delta_{1 i} \boldsymbol{x}_{1 i}\right)\right], \Sigma_{i x_{2} \mid y}=\left(\alpha_{2 i}^{\mathrm{T}} \Sigma_{i y}^{-1} \alpha_{2 i}+\Sigma_{i x_{2}}^{-1}\right)^{-1}\right) \tag{23}
\end{equation*}
$$

When only covariates $\boldsymbol{x}_{2}$ contains missing data, the imputation model followed by JM-MLMM is given as

$$
\begin{equation*}
\boldsymbol{x}_{2 i} \mid \boldsymbol{x}_{1 i}, \boldsymbol{y}_{i}=\alpha_{0 i\left(x_{2}\right)}+\alpha_{1\left(x_{2}\right)} \boldsymbol{x}_{1 i}+\alpha_{2 i\left(x_{2}\right)} \boldsymbol{y}_{i}+\xi_{\left(x_{2}\right) i} \tag{24}
\end{equation*}
$$

This imputation model will be compatible to the substantive model if $\Sigma_{i x_{2} \mid y}^{-1} \alpha_{2 i\left(x_{2}\right)}=\Sigma_{i x_{2} \mid y} \alpha_{2 i}^{\mathrm{T}} \Sigma_{i y}^{-1}$

## B Additional Results

| ヶ000 | †0000 | $100^{\circ}$ | t00 0 | 100\％ | 100.0 | 100．0＞ | t0000 | 100\％ | 0¢0．0 |  | （\％）StIq．${ }^{3}{ }^{\text {g }}$ ， |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| セどャ0 | ャEが0 | SEt＇0 | tetio | ¢\＆t 0 | 9とt．0 | SEtio | tetio | ¢¢t 0 | ちけで0 | $9 ¢ t \cdot 0$ |  |
| 8100 | LZOO | 2000 | H000 | 9100 | 9000 | 2000 | 8200 | 100\％ | EャIO |  | （\％）selqaily |
| 0700 | ＋00．0 | ＋00\％ | ＋00．0 | to0＇0 | t00．0 | ＋000 | t000 | t00 0 | E00\％ | t00＇0 | $152 \mathrm{LI}, \mathrm{y}$ |
| St0 0 | $1900^{\circ}$ | $900{ }^{\circ}$ | I20．0 | £E0\％ | sz0．0 | L00＇0 | ＋90．0 | s00＇0 | 0100 |  | （\％）setarion |
| 210\％${ }^{-}$ | ع10\％${ }^{-}$ | 210\％${ }^{-}$ | 210＇0－ | 2100－ | 21000－ | 210＇0－ | ع10\％ $0^{-}$ | 2100－ | 210\％${ }^{-}$ | 210\％ $0^{-}$ | 1s3 ${ }^{10} 0$ |
| SIOO | 6100 | $100^{\circ}$ | 2000 | 9000 | 6000 | 9000 | 6100 | 1000 | ＋90\％ |  | （\％）se！ ¢ $^{100}$ 万 |
| S9E0 | L9E＊ | 098．0 | 198．0 | z9E．0 | £9E0 | 29800 | L98．0 | $09 \varepsilon^{\circ} 0$ | LEE＊ | 098．0 |  |
| tS60 | LS6．0 | IS60 | ZS60 | ZS60 | IE60 | 0¢60 | ES60 | 2560 | $6 ⿰ t^{\circ} 0$ |  | ของ．гллว \％¢6 |
| ヶ000 | t00．0 | t000 | t000 | t00＇0 | t00＇0 | t000 | t000 | t00＇0 | S00＇0 |  | GS［epundug |
| ヶ000 | †0000 | t000 | t000 | t00＇0 | t00 0 | ＋000 | t000 | t00＇0 | S000 |  | as iəpow |
| $100^{\circ}$ | $100{ }^{\circ}$ | E00 0 | t000 | LOO＇0 | $910{ }^{\circ}$ | S000 | $100^{\circ}$ | E00 0 | $860^{\circ}$ |  | （\％）seiq．${ }^{\text {tg }}$ |
| 001\％${ }^{-}$ | 0010－ | 001\％－ | $0010{ }^{-}$ | $\mathrm{IOL}^{\circ} \mathrm{O}^{-}$ | 1010 ${ }^{-}$ | $00 \mathrm{I}^{\circ}{ }^{-}$ | $00{ }^{\circ} 0^{-}$ | $0010^{-}$ | $0600^{-}$ | $0010^{-}$ |  |
| Lt60 | Et60 | $6+6.0$ | $8+60$ | 686.0 | 9060 | tt60 | St60 | 0560 | $6+8.0$ |  |  |
| 0200 | 02000 | 0200 | 6100 | $60^{\circ} 0$ | 6100 | 6100 | 0200 | 0200 | 8100 |  | GS［epu！dug |
| 0200 | 61000 | 0200 | 6100 | $60^{\circ} 0$ | 0200 | 6100 | 0200 | 020＇0 | 8100 |  | as İpow |
| ［100 | $900{ }^{\circ}$ | E100 | $200{ }^{\circ}$ | LIOO | $690{ }^{\circ}$ | 6100 | $900{ }^{\circ}$ | SIO\％ | 6 LO 0 |  | （\％）setqa ${ }^{\text {Ig }}$ d |
| て020－ | 102\％${ }^{-}$ | L6I $0^{-}$ | $66{ }^{\prime} 0^{-}$ | $96 \mathrm{I}^{\circ} 0^{-}$ | 98100－ | $96 \mathrm{I}^{\circ} 0^{-}$ | 102\％ 0 | L610 ${ }^{-}$ | ＋810－ | 0z0＊${ }^{-}$ | ${ }^{\text {Lg ¢ }}$ ¢ ${ }^{\text {muq }}$ |
| ねЧ－NWT －SOH | $\begin{aligned} & \hline \text { WWT } \\ & \text {-SOI } \end{aligned}$ | p．repuexs －SDa | ə૫－วWS －wr | $\begin{aligned} & \hline \text { OWS } \\ & \text {-Wf } \end{aligned}$ | $$ | $\begin{gathered} \text { fur } \\ -\mathrm{Wr} \end{gathered}$ | $\begin{gathered} \text { WWTW } \\ \text {-Wf } \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { NAW } \\ \text {-Wf } \end{gathered}$ |  | әп［ел วn．L | S．əəәшеге uo！ssoroboy |

[^1]Table B2 Simulation results for the analysis of longitudinal data using simulation scenario (ii), i.e., scenario with data missing in both covariate and outcome with 1000 samples observed for 5 time periods

| Regression <br> Parameters | True <br> value | Available <br> data | JM- <br> MVN | JM- <br> MLMM | JM- <br> FJ | JM- <br> FJ-het | JM- <br> SMC | JM- <br> SMC-het | FCS- <br> standard | FCS- <br> LMM | FCS- <br> LMM-het |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| cbmi, $\widehat{\beta_{1}}$ | -0.200 | -0.184 | -0.196 | -0.195 | -0.197 | -0.184 | -0.196 | -0.199 | -0.196 | -0.200 | -0.201 |
| $\widehat{\beta_{1} \text { rbias (\%) }}$ |  | 0.082 | 0.019 | 0.026 | 0.012 | 0.081 | 0.018 | 0.005 | 0.019 | 0.001 | 0.004 |
| Model SE |  | 0.020 | 0.023 | 0.023 | 0.023 | 0.024 | 0.022 | 0.022 | 0.023 | 0.022 | 0.022 |
| Empirical SE |  | 0.020 | 0.023 | 0.023 | 0.023 | 0.021 | 0.022 | 0.022 | 0.023 | 0.022 | 0.022 |
| $95 \%$ Coverage |  | 0.861 | 0.944 | 0.938 | 0.946 | 0.919 | 0.945 | 0.949 | 0.948 | 0.950 | 0.951 |
|  |  |  |  |  |  |  |  |  |  |  |  |
| cage, $\widehat{\beta_{2}}$ | -0.100 | -0.089 | -0.101 | -0.101 | -0.101 | -0.102 | -0.101 | -0.101 | -0.101 | -0.100 | -0.100 |
| $\widehat{\beta_{1} \text { rbias (\%) }}$ |  | -0.111 | 0.006 | 0.009 | 0.007 | 0.019 | 0.009 | 0.007 | 0.006 | 0.003 | 0.001 |
| Model SE |  | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 |
| Empirical SE |  | 0.006 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 |
| $95 \%$ Coverage |  | 0.501 | 0.953 | 0.956 | 0.941 | 0.953 | 0.948 | 0.951 | 0.954 | 0.963 | 0.948 |
|  |  |  |  |  |  |  |  |  |  |  |  |
| Variance components |  |  |  |  |  |  |  |  |  |  |  |
| $G_{00}$ est | 0.360 | 0.333 | 0.355 | 0.397 | 0.345 | 0.426 | 0.343 | 0.341 | 0.356 | 0.406 | 0.400 |
| $G_{00}$ rbias (\%) |  | 0.074 | 0.013 | 0.102 | 0.042 | 0.154 | 0.046 | 0.052 | 0.012 | 0.128 | 0.112 |
| $G_{01}$ est | -0.012 | -0.011 | -0.011 | -0.019 | -0.003 | -0.014 | -0.010 | -0.010 | -0.011 | -0.020 | -0.016 |
| $G_{01}$ rbias (\%) |  | 0.034 | 0.078 | 0.629 | 0.729 | 0.125 | 0.138 | 0.155 | 0.076 | 0.689 | 0.309 |
| $G_{11}$ est | 0.004 | 0.003 | 0.004 | 0.005 | 0.002 | 0.003 | 0.004 | 0.004 | 0.004 | 0.005 | 0.004 |
| $G_{11}$ rbias $(\%)$ |  | 0.162 | 0.006 | 0.372 | 0.465 | 0.162 | 0.035 | 0.041 | 0.004 | 0.385 | 0.109 |
| Residual error, $\widehat{\sigma}_{\varepsilon}^{2}$ | 0.436 | 0.414 | 0.442 | 0.429 | 0.454 | 0.483 | 0.437 | 0.436 | 0.442 | 0.426 | 0.434 |
| $\widehat{\sigma}_{\varepsilon}$ rbias (\%) |  | 0.049 | 0.015 | 0.016 | 0.041 | 0.110 | 0.003 | $<0.001$ | 0.014 | 0.022 | 0.004 |


| Regression <br> Parameters | True value | Available data | $\begin{gathered} \text { JM- } \\ \text { MLMM } \end{gathered}$ | $\begin{gathered} \hline \text { JM- } \\ \text { FJ } \end{gathered}$ | JM-FJ-het | $\begin{aligned} & \hline \text { JM- } \\ & \text { SMC } \end{aligned}$ | $\begin{gathered} \text { JM- } \\ \text { SMC-het } \end{gathered}$ | $\begin{gathered} \hline \text { FCS } \\ \text { LMM } \end{gathered}$ | FCS- LMM-het |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SEIFA, $\widehat{\gamma_{1}}$ | 0.250 | 0.191 | 0.246 | 0.250 | 0.191 | 0.250 | 0.250 | 0.246 | 0.248 |
| $\widehat{\gamma_{2}}$ rbias (\%) |  | 0.235 | 0.016 | 0.001 | 0.235 | $<0.001$ | $<0.001$ | 0.015 | 0.008 |
| Model SE |  | 0.059 | 0.058 | 0.058 | 0.059 | 0.058 | 0.058 | 0.058 | 0.058 |
| Empirical SE |  | 0.061 | 0.059 | 0.060 | 0.061 | 0.060 | 0.060 | 0.059 | 0.060 |
| 95\% Coverage |  | 0.816 | 0.946 | 0.939 | 0.822 | 0.940 | 0.938 | 0.946 | 0.945 |
| cbmi, $\widehat{\gamma_{2}}$ | -0.200 | -0.177 | -0.193 | -0.202 | -0.177 | -0.196 | -0.195 | -0.192 | -0.193 |
| $\widehat{\gamma_{1}} \mathrm{rbias}$ (\%) |  | 0.115 | 0.034 | 0.012 | 0.115 | 0.021 | 0.021 | 0.042 | 0.036 |
| Model SE |  | 0.049 | 0.057 | 0.053 | 0.050 | 0.056 | 0.056 | 0.057 | 0.056 |
| Empirical SE |  | 0.051 | 0.054 | 0.057 | 0.051 | 0.058 | 0.058 | 0.054 | 0.054 |
| 95\% Coverage |  | 0.908 | 0.961 | 0.927 | 0.911 | 0.936 | 0.943 | 0.958 | 0.955 |
| Variance components |  |  |  |  |  |  |  |  |  |
| $G_{00}$ est | 0.400 | 0.331 | 0.388 | 0.402 | 0.340 | 0.392 | 0.392 | 0.388 | 0.390 |
| $G_{\text {o0 }}$ rbias (\%) |  | 0.173 | 0.030 | 0.005 | 0.149 | 0.018 | 0.018 | 0.030 | 0.025 |
| $G_{11}$ est | 0.200 | 0.154 | 0.225 | 0.136 | 0.160 | 0.195 | 0.195 | 0.226 | 0.216 |
| $G_{11} \mathrm{rbias}(\%)$ |  | 0.229 | 0.127 | 0.322 | 0.198 | 0.023 | 0.022 | 0.131 | 0.080 |
| Residual error, $\widehat{\sigma}_{e}$ | 0.900 | 0.846 | 0.890 | 0.908 | 0.846 | 0.897 | 0.898 | 0.890 | 0.892 |
| $\widehat{\sigma}_{e}$ rbias (\%) |  | 0.060 | 0.011 | 0.008 | 0.059 | 0.003 | 0.003 | 0.011 | 0.008 |

Table B4 Simulation results for the analysis of clustered data using simulation scenario (iv), i.e., senario with data missing in covariate associated with random slope and outcome with small samples ( 100 clusters with 2 to 10 observations per cluster)

| Regression Parameters | True value | $\begin{gathered} \text { Available } \\ \text { data } \end{gathered}$ | $\begin{gathered} \text { JM- } \\ \text { MLMM } \end{gathered}$ | $\begin{gathered} \hline \text { JM- } \\ \text { FJ } \end{gathered}$ | $\begin{gathered} \text { JM- } \\ \text { FJ-het } \end{gathered}$ | $\begin{gathered} \hline \text { JM- } \\ \text { SMC } \end{gathered}$ | JM-SMC-het | FCS- <br> LMM | FCS- <br> LMM-het |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SEIFA, $\widehat{\gamma_{1}}$ | 0.250 | 0.191 | 0.250 | 0.249 | 0.191 | 0.250 | 0.251 | 0.247 | 0.250 |
| $\widehat{\gamma_{2}}$ rbias (\%) |  | 0.234 | 0.002 | 0.002 | 0.234 | 0.001 | 0.002 | 0.010 | 0.001 |
| Model SE |  | 0.067 | 0.066 | 0.066 | 0.068 | 0.065 | 0.065 | 0.067 | 0.070 |
| Empirical SE |  | 0.067 | 0.066 | 0.065 | 0.067 | 0.065 | 0.065 | 0.065 | 0.066 |
| 95\% Coverage |  | 0.843 | 0.959 | 0.956 | 0.852 | 0.958 | 0.956 | 0.960 | 0.961 |
| cbmi, $\widehat{\gamma_{2}}$ | -0.200 | -0.181 | -0.205 | -0.203 | -0.181 | -0.194 | -0.194 | -0.188 | -0.190 |
| $\widehat{\gamma_{1}}$ rbias (\%) |  | 0.094 | 0.027 | 0.016 | 0.094 | 0.030 | 0.029 | 0.058 | 0.048 |
| Model SE |  | 0.059 | 0.063 | 0.062 | 0.059 | 0.068 | 0.068 | 0.070 | 0.070 |
| Empirical SE |  | 0.060 | 0.065 | 0.065 | 0.060 | 0.065 | 0.065 | 0.062 | 0.062 |
| 95\% Coverage |  | 0.934 | 0.935 | 0.942 | 0.934 | 0.958 | 0.961 | 0.968 | 0.974 |
| Variance components $G_{00}$ est | 0.400 | 0.317 | 0.416 | 0.408 | 0.330 | 0.383 | 0.384 | 0.396 | 0.420 |
| $G_{00}$ rbias (\%) |  | 0.208 | 0.039 | 0.020 | 0.174 | 0.042 | 0.041 | 0.009 | 0.050 |
| $G_{11}$ est | 0.200 | 0.148 | 0.112 | 0.112 | 0.154 | 0.219 | 0.219 | 0.273 | 0.254 |
| $G_{11} \mathrm{rbias}(\%)$ |  | 0.262 | 0.439 | 0.441 | 0.225 | 0.096 | 0.095 | 0.366 | 0.274 |
| Residual error, $\widehat{\sigma}_{e}$ | 0.900 | 0.844 | 0.909 | 0.912 | 0.845 | 0.896 | 0.896 | 0.884 | 0.898 |
| $\widehat{\sigma}_{e}$ rbias (\%) |  | 0.062 | 0.010 | 0.013 | 0.061 | 0.004 | 0.004 | 0.017 | 0.002 |
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