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Abstract—In this paper, a practical multiple input multiple
output Dirty paper coding (MIMO-DPC) scheme is designed to
cancel the effect of additive interference that is known perfectly
to the transmitter. The proposed system uses a trio of encoders - a
LDPC code, a vector quantizer implemented as a convolutional
decoder and an Orthogonal space time block code (STBC) to
achieve temporal coding gain, interference cancelation and spatial
diversity, respectively. First, we derive the equivalent noise seen
by the receiver using an equivalent lattice based dirty paper code.
Then the optimal value of the power inflation factor, which is one
of the key system parameters used to minimize the equivalent
noise seen by the receiver is derived. Furthermore, we analytically
prove that the equivalent noise seen by the receiver tends to 0

for large number of receive antennas. Performance results in the
case of various number of receiver antennas are presented and
show that significant reduction in bit error probabilities can be
obtained over a system that uses no interference cancelation.

Index Terms—Dirty Paper Coding, Lattice Coding, Orthogonal
Space Time Block Coding .

I. INTRODUCTION

Communicating over side information channels, where the

interference signal is non-causally available to the transmitter

but not to the receiver, has been an active field of research

in recent years. Such interference cancelation schemes at

the transmitter are commonly known as dirty paper cod-

ing (DPC) [1] and are being used in a wide range of ap-

plications such as MIMO channels and fading channels [2]–

[4]. The performance of DPC has been widely studied for the

single input single output (SISO) channel with perfect non-

causal interference [1], faded non-causal interference [5], and

noisy causal interference [6]. These capacity limits have been

extended to MIMO systems such as the broadcast channel [4]

and the cognitive Z-interference channel [7]. Simultaneous to

this theoretical developments, practical DPC techniques have

also been proposed for the SISO additive Gaussian channel [8],

[9], the MIMO broadcast channel [10] and for cognitive radio

channels [11].

In this paper, we consider the generalized multiple input

multiple output channel with interference as defined in [2],

[11]. We develop a practical transceiver structure to leverage

knowledge of interference at the transmitter to improve system

performance. In more details, we consider an O-STBC system

using the DPC to exploit the availability of the non-causal

interference only at the transmitter. In order to exploit this

interference, the system structure at both the transmitter and

the receiver are given. The proposed encoding structure is

a combination of a MIMO dirty paper code (DPC), an low

density parity check code (LDPC) and a space-time block

encoder.

The receiver first employs an space-time combiner followed

by an iterative decoder that passes information between the

LDPC decoder and the interference mitigating channel de-

coder. Consider a system with nT transmit antennas and nR

receive antennas. Let X ∈ CnT be the transmitted signal and

let there be a transmit power constraint Tr(ΣX) ≤ PX . The

multiple input multiple output channel with interference is

given by [2], [11]

Y = HX+GS+ Z (1)

where Y ∈ CnR is the received signal, Z ∈ CnR is the

additive white Gaussian noise vector with zero mean and

covariance ΣZ , and S ∈ CnI is the interference vector.

The number of transmit antennas at the interfering source

equals nI . This interference is assumed to be non-causally

known at the transmitter but not to the receiver. Further S

is assumed to be a zero mean Gaussian distributed random

variable with covariance matrix ΣS and power Q =| ΣS |.
The channels H ∈ CnT×nR and G ∈ CnR are modeled as

quasi static fading matrices from the transmitter and interfering

sources, respectively, to the receiver. We assume that these

channels are known perfectly to both the transmitter and the

receiver [12]. For instance, the receiver could measure both

these channels and use a feedback link to send them to the

transmitter. The transmitted codeword, the interference and the

noise signals are assumed to be independent. Figure 1 shows

the general structure for such a system.

Fig. 1. MIMO Interference channel with interference known at the trans-
mitter.
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The proposed scheme has a scaling parameter which is used

to compensate for interference powers that are significantly

different from the transmit powers. This scaling factor is

typically referred to as the power inflation factor and its choice

critically determines the system performance. In this paper,

we derive the optimal value of this power scaling factor by

considering an equivalent lattice DPC system. In particular, we

covert the MIMO-OSTBC channel into its equivalent modulo

lattice additive noise (MLAN) channel by using lattice based

DPC described in [13]. In more details, we compute at first the

equivalent noise seen by the receiver, then the power inflation

factor that is used to minimize the equivalent is computed.

For comparison we consider a base line transmission

scheme without any DPC that uses a concatenated LDPC

and space-time coders similar to those in [14], [15]. In the

proposed work, we modify this concatenated structure that

also does interference cancelation at the transmitter using a

vector quantizer. Our approach is motivated by the simple DPC

structures used over SISO Gaussian channels in [8], [9]. In

addition to considering a MIMO version of the DPC structure,

we study the effect of having knowledge of the channel at the

transmitter.

Numerical results indicate that even when the power of

the interfering source is comparable to the power of the

transmitted signal, the proposed scheme can reduce the effect

of the interference by an order of magnitude in some cases.

The proposed scheme offers performance within 1 dB of the

performance in an ideal MIMO channel without interference.

The variation of the frame error rate for various number

of receive antennas is also shown. The effect of increasing

the constraint length of the convolutional code that is used

for interference cancelation is also studied. For instance,

increasing the constraint length from K = 7 to K = 9 offers

a nearly 0.2 dB improvement in performance at a frame error

rate of 0.01.

The rest of the paper is organized as follows. In Section II,

we introduce the system model, transmitter and receiver struc-

ture are fully studied. Lattice DPC which is used to derive

both the equivalent noise seen by the receiver and the power

inflation factor which is used to minimize the equivalent noise

seen by the receiver is studied for MIMO-DPC in section III.

System performance and numerical results are presented in

section IV. And finally we conclude our paper in section V.

II. SYSTEM DESCRIPTION

In this section, we present the basic structure of the pro-

posed encoder and decoder.

A. Transmitter Design

The proposed structure at the transmitter contains three main

blocks: i) an LDPC channel encoder that provide temporal

diversity gain, ii) a vector quantizer to compensate for the

non-causally known interference, and iii) a space time encoder

that provides spatial diversity. Consider the transmission of

a k bit information sequence u = (u1, u2, . . . , uk). This

sequence is first encoded using a rate 1/2 LDPC encoder to

Fig. 2. MIMO-DPC transmit system

generate output c = (c1, c2, ..., cn) of length n = 2k. The

encoded bits are then mapped to a QPSK constellation from

the constellation (±∆
8 ± j∆

8 ) to generate d = (d1, d2, . . . dk)
symbols. Parameter ∆ is selected based on the SNR and

interference powers.

The primary objective of the dirty paper coding scheme

is to generate a coded sequence that is close to the inter-

ference signal. This objective is achieved by generating for

each codeword of the LDPC code, a group of equivalent

codewords that are distributed over the entire signal space

using a procedure that is similar to [8], [9], [16]. Then,

the codeword sequence from this group that is closest to

the interference signal is selected and will by design have

a smaller distance than between the original LDPC codeword

and the interfering signal s̃. The group of equivalent symbols

for a given symbol di is formed by shifting the symbol

by another QPSK constellation with values (±∆
4 ± j∆

4 ) and

further considering each value +k∆/2 modulo ∆ in both real

and imaginary domains. Now, to ensure that the receiver can

successfully decode from among these equivalent points, we

use a convolutional code to ensure that the selected sequence

of symbols is a valid codeword. In effect, these symbols

are being processed using a vector quantizer that finds the

sequence that is closest to the modified interference signal.

The sequence of outputs of the vector quantizer form a valid

codeword of the underlying convolutional code. An alternate

view is to think of the selected sequence as a valid codeword

both for the LDPC code and for the convolutional code.

Finally, a STBC is used to achieve spatial diversity gain

over the MIMO channel. For illustration, we focus on the case

of using an Orthogonal-STBC (O-STBC). Specifically, the

Alamouti code [17] for two transmit antennas is considered.

Each pair of signals, (q1 q2), from the output of the vector

quantizer is mapped by the space time encoder to output the

symbols over two successive time-instants as:

(q1 q2) 7→

(

q1 q2
−q2

∗ q1
∗

)

(2)

where the rows of the matrix represents the temporal and the

columns represent the spatial dimension. From the output of

the STBC, the modified interference symbols are subtracted

before transmission.

In order to calculate the modified interference vector, an

interference signal is considered. Furthermore, let s1 and

s2 be the available interference at the transmitter at two

consecutive time symbols. These values are scaled by the
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power inflation factor at the transmitter β and then fed to

a two dimensional modulo operation as depicted in Figure 2.

The modified interference vector is then subtracted from the

quantized symbols at the output of the vector quantizer to

generate the symbols to be transmitted as,

(

q1 − s
′

11 q2 − s
′

22

−q2
∗ + s∗

′

22 q1
∗ − s∗

′

11

)

(3)

where

s
′

ij = βsij mod∆2, i, j = 1, 2 (4)

represents the modified interference symbol that will be com-

pensated by antenna j at time-instant i, s
′

ij will be computed

later.

The optimal value of the power inflation factor β is derived

using Lattice based codes approach similar to [5], [8], [13],

[16], [18].

B. Iterative Receiver Design

The received signal, rtl at time t ∈ {1, 2} and antenna l is

given by,

r11 = h11(q1 − s
′

11) + h21(q2 − s
′

22) + s1 + n1 (5)

r12 = h12(q1 − s
′

11) + h22(q2 − s
′

22) + s1 + n2 (6)

r21 = h11(−q2
∗ + s∗

′

22) + h21(q1
∗ − s∗

′

11) + s2 + n3 (7)

r22 = h12(−q2
∗ + s∗

′

22) + h22(q1
∗ − s∗

′

11) + s2 + n4 (8)

where htj = αtje
iθtj represents the channel gain from

transmit antenna t to receive antenna j.

The receiver structure is shown in Figure 3. The received

signals are combined using knowledge of the channel fading H

to generate an estimate of the signals q1 and q2 as

q̃1 = h∗

11r11 + h∗

12r12 + h21r21
∗ + h22r22

∗

= α2
11(q1 − s

′

11) + h∗

11s1 + h∗

11n1

+α2
12(q1 − s

′

11) + h∗

12s1 + h∗

12n2

+α2
21(q1 − s

′

11) + h21s2
∗ + h21n3

∗

+α2
22(q1 − s

′

11) + h22s2
∗ + h22n4

∗ (9)

q̃2 = h∗

21r11 + h∗

22r12 − h11r21
∗ − h12r22

∗

= α2
21(q2 − s

′

22) + h∗

21s1 + h∗

21n1

+α2
22(q2 − s

′

22) + h∗

22s1 + h∗

22n2

+α2
11(q2 − s

′

22)− h11s2
∗ − h11n3

∗

+α2
12(q2 − s

′

22)− h12s2
∗ − h12n4

∗ (10)

We now derive the values of s11 and s22 to ensure that the

combined signals at the receiver are free of interference. From

(9) and (10), the following are obtained

s11 = ((h∗

11 + h∗

12)s1 + (h21 + h22)s
∗

2)/α2

s22 = ((h∗

21 + h∗

22)s1 − (h11 + h12)s
∗

2)/α2

(11)

where α2 = (α2
11 + α2

12 + α2
21 + α2

22). Substituting these

values in (3), the effective signal in (9) is reduced to

q̃1 = α2
11(q1 − s

′

11) + α2
12(q1 − s

′

11) + α2
21(q1 − s

′

11)

+α2
22(q1 − s

′

11) + α2
11s11 + α2

12s11 + α2
21s11

+α2
22s11 + h∗

11n1 + h∗

12n2 + h21n
∗

3 + h22n
∗

4 (12)

The combined signals are then multiplied by the power

inflation factor β and then processed by a non-linear modulo

operation mod∆2 to ensure that interference free received

signals are obtained. These operations will be more clear in

section III. Finally these signals are fed to an iterative decoder

to obtain the transmitted data sequence u. In the interest of

space, we only provide a brief description of the iterative

decoder; see [8], [15], [19] for additional details. As noted

before, the signal q is a codeword both of the convolutional

code as well as the LDPC code. The iterative decoding works

as follows. First we use the BCJR type MAP decoder for

the convolutional code (BCJR-VQ) [8], [9] that computes

the a-posteriori information of the symbol sequence q
′

i where

i ∈ (1, ..., k) based on the received signal and the a-priori

information provided by the channel.

Then, the soft de-mapper computes the extrinsic information

that are passed to the LDPC decoder as [15], [20]

LLR12(c
j
i ) = ln

∑

cj
i
=1 eLLR0(ci)

∑

cj
i
=0 eLLR0(ci)

(13)

where j ∈ {1, 2} represents the bit position in symbol i.
The LDPC decoder employs the sum product algorithm

(SPA) which gives a-posteriori probabilities about the LDPC

coded bits. In the next iteration, this a-posterior information

is passed as the new a-priori information to the BCJR-

VQ decoder. The iteration stops after the desired stopping

criterion is met, and the LDPC decoder outputs the decoded

codeword and the a-posteriori probabilities of the data bits is

computed [15], [20] by the soft-mapper as

LLR21(ci = c1i c
2
i ) =

2
∏

j=1

ec
j

i
LLR2(c

j

i
)

1 + eLLR2(c
j

i
)

(14)

where LLR2 = LLR1 − LLR12 , LLR1 is extrinsic infor-

mation provided by the SPA algorithm. Essentially, the soft

mapper and de-mapper relate the bit a-priori probabilities with

the symbol a-priori probabilities.

Numerical results that indicate the performance of the

proposed scheme are presented in Section IV. Next, we discuss

a method that is used to determine the optimal value of the

power inflation factors βi.
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III. LATTICE DIRTY PAPER CODING FOR MIMO-STBC

We convert the MIMO-OSTBC into its equivalent modulo

lattice additive noise (MLAN) channel. This MLAN channel

contains only the transmitted quanitized vector q corrupted by

equivalent additive noise seen by the receiver. The equivalent

noise seen by the receiver is computed using lattice based

DPC. After that, we compute the power inflation factors βi

which is used to both the transmitter and receiver to minimize

the effective noise power seen at the receiver. In our derivation,

we follow the approach described in [8], [13] .

We first derive the equivalent noise seen by the receiver and

then the power inflation factor for a 2 × 2 MIMO-STBC in

Section III-A. Generalizations to the case of arbitrary number

of receive antenna is given in Section III-B.

A. Equivalent Noise and Power Inflation Factor for 2 × 2
MIMO-STBC

Consider the transmission of a data sequence of length

n bits. Group these bits into l blocks where each block contains

n/l bits. The entire received signal y contains n/l elements,

i.e., y = (y1, ..., yn/l). In block i, the receiver computes

yi
′

= [βi qi]modΛ , where βi is the power inflation factor at

the transmitter. To model the proposed system using (12), the

estimated value of q̃i is first multiplied by the power inflation

factor and then fed to a non-linear modulo operation. Let

x = q1 − s
′

11, so that (12) can be re-written as

yi
′

= [βiα2x+ βiα2s11 + βih
∗

11n1

+βih
∗

12n2 + βih21n
∗

3 + βih22n
∗

4]modΛ (15)

After substituting the values of s
′

11 and then doing some

simple algebraic manipulations, (15) can be re-written as

yi
′

= [α2q1 − α2x(1− βi) + h∗

11βin1

+h∗

12βin2 + h21βin3
∗ + h22βin4

∗]modΛ (16)

In this derivation, we used the modulo-lattice distributive

property [21]

[(xmodΛ) + y]modΛ = [x+ y]modΛ (17)

The receiver now attempts to get the transmitted codeword

by decoding the sequence y
′

= (y1
′

, ..., yn/l
′

). Equation (16)

contains the transmitted codeword corrupted by additive noise.

The equivalent noise zi
′

at the receiver is given by,

zi
′

=
1

α2
[−α2x(1− βi) + h∗

11βin1

+h∗

12βin2 + h21βin3
∗ + h22βin4

∗]modΛ (18)

Equation (18) contains noise due to quantization at both the

transmitter and the receiver and AWGN. The transmitted sym-

bols xi are assumed to be independent and have equal power

Px on average, the noise corrupting the receiver at different

times is also assumed to be independent and have equal power

Pn. The variance of the effective noise is computed as

Fig. 3. MIMO-DPC receiver system

Pzi
′ =

1

α2
2

[α2
2(1− βi)

2Px + α2β
2
i Pn ] (19)

We now minimize this equivalent noise power given in (19)

over all values of βi . For fixed values of Px and Pn, we set

the first derivative of Pzi
′ with respect to βi equal to 0 to

obtain the power inflation factor as

βi =
α2Px

α2Px + Pn
(20)

With this choice of βi, the equivalent noise in (19) reduces

to

Pzi
′ =

PxPn

α2Px + Pn
(21)

Finally, we note that the formula in (16) can be re-written

as

yi
′

= [qi + zi
′

]modΛ (22)

which is effectively the transmitted signal corrupted by addi-

tive noise with variance Pzi
′ . Clearly, the MIMO channel

described in this paper is fully described by the modulo

channel. We refer the reader to [18] for more details on the

modulo channel.

Finally we note that the power inflation factor formula given

in (20) is valid for arbitrary values of both the interference

power and the number of antennas at the interference source

since it does not depend on both.

B. Power Inflation Factor for 2× nR MIMO-STBC

In this subsection, the equivalent noise seen by the receiver

and the associated power inflation factor are generalized to

the case of two transmit antennas and an arbitrary number of

receive antennas. We start by noting that

αnR
= (α2

11 + . . .+ α2
1nR

+ α2
21 + . . .+ α2

2nR
) (23)

For this setting, the equivalent noise seen by the receiver Pz
′

i

can be easily shown to be

Pz
′

i
=

1

α2
nR

(

α2
nR

(1− βi)
2Px + αnR

β2
i Pn

)

(24)

Then the associated power inflation factor for this setting can

be easily derived by setting the derivative of Pz
′

i
in (24) respect

to βi equal to 0 to obtain the power inflation factor in (25)

βi =
αnR

Px

αnR
Px + Pn

(25)
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Again,with this choice of βi, the equivalent noise in (24)

reduces to

Pzi
′ =

PxPn

αnR
Px + Pn

(26)

IV. RESULTS AND DISCUSSION

We now present numerical results of the proposed system.

The transmitter uses a rate 1/2 LDPC with a generator matrix

of size (252, 504) having 3 ones per row [22] and frame size

of 252 symbols. A rate 1/2 convolutional encoder which is

employed as a vector quantizer by means of Viterbi algorithm

at the transmitter and BCJR at the receiver with constraint

length K = 7 and generator polynomials (171, 133) is used.

These values of the generator polynomials give the best

performance for the given constraint length [23]. Moreover,

our results have been obtained for 3 turbo decoding iterations

and 150 iterations for the LDPC-decoder. For a given pair

of transmit and receive antennas (nT = 2, nR) the power

inflation factor which is used to minimize the equivalent

noise seen by the receiver is first computed using the derived

formulas and then used in our simulations. As noted before,

the Alamouti scheme is used as the space-time code to transmit

the signal. In our results we set the power of the interference

as equal to the power of the transmitted signal. Finally, we

note that the complexity of the iterative decoding techniques

was extensively studied in [24].

Figure 4 shows the frame error rate (FER) for three systems.

First, for comparison we show the FER for a MIMO system

without interference. Second, we show the performance of a

system without any interference cancelation. These two results

act as the lower bound and upper bound on the FER of

any system that employs dirty paper coding. Third, we show

the performance of the proposed MIMO-DPC system. The

results are shown for various number of receive antennas.

Since the interference power is equal to the signal transmit

power, the FER of a system without interference cancellation

does not reduce with increasing SNR. Clearly, the FER of the

proposed MIMO-DPC system reduces as SNR increases. For

instance, in a 2 × 2 system at a FER of 1%, the proposed

scheme is approximately 1.0 dB away from the performance

of the interference free system. Particulary, in Appendix-B, we

analytically prove that the equivalent noise power tends to 0
as the number of receive antennas becomes very large.

Figure 5 shows how the performance of the proposed

MIMO-DPC scheme can be improved when the constraint

length of the convolutional encoder is increased. Specifically,

a convolutional encoder with constraint length K = 9 and

generator polynomials (561, 753) [23] is used. The reduction

in FER is evident for various receive antenna configurations. In

this case, the FER of a 2×2 system is only 1 dB away from the

interference free system. This performance gap can be further

reduced by using a convolutional code with higher constraint

length but at the cost of increased processing complexity at

both transmitter and receiver.

Fig. 4. Comparison between MIMO system without interference and MIMO
system with interference which uses DPC to cancel the interference’s effect

Fig. 5. Performance of MIMO-DPC over different constraint length of the
convolutional encoder

V. CONCLUSIONS

A MIMO-DPC based on STBC is proposed and its per-

formance is shown for various number of receive antennas.

Both the equivalent noise seen by the receiver and the optimal

power inflation factor for such a system are derived. Future

work should consider the case of errors and causal knowledge

of interference at the transmitter as well as non-orthogonal

space-time codes.

VI. APPENDIX A

ASYMPTOTIC RESULT

In this appendix, we evaluate the equivalent noise seen

by the receiver Pz
′

i
asymptotically as the number of receive

antennas becomes large. We prove that as the number of the

receive antenna nR tends to ∞, the equivalent noise seen by

the receiver tends to 0. We start by noting that

α∞ = (α2
11 +α2

12 + . . . α2
1∞ +α2

21 +α2
22 + . . .+α2

2∞) (27)



6

We now evaluate the power inflation factor in (25) as the

number of receive antennas becomes large (nR −→ ∞),

lim
nR−→∞

βi =
α∞Px

α∞Px + Pn

=
Px

Px + 1
α∞

Pn

∼= 1. (28)

Now, the equivalent noise power given in (24) is evaluated by

substituting the value of βi obtained in (28). Clearly, the first

term in (24) vanishes as βi −→ 1 and in the limit nR −→ ∞,

lim
nR−→∞

Pz
′

i
= lim

nR−→∞

1

α∞

Pn

∼= 0 (29)

This is a parallel result to that obtained in [25] where the

error probability tends to 0 for two transmit antenna and large

number of receive antennas.
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