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A novel methodology is presented for determining the velocity 

and location of multiple moving targets using a single stripmap 

synthetic aperture radar (SAR) sensor. The so-called azimuth 

position uncertainty problem is therefore solved. The method 

exploits the structure of the amplitude and phase modulations of 

the returned echo from a moving target in the Fourier domain. A 

crucial step in the whole processing scheme is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa matched filtering, 

depending on the moving target parameters, that simultaneously 

accounts for range migration and compresses two-dimensional 

signatures into one-dimensional ones without losing moving 

target information. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA generalized likelihood ratio test approach 

is adopted to detect moving targets and derive their trajectory 

parameters. The effectiveness of the method is illustrated with 

synthetic and real data covering a wide range of targets velocities 

and signal-to-clutter ratios (SCRs). Even in the case of parallel to 

platform moving target motion, the most unfavorable scenario, the 

proposed method yields good results for, roughly, SCR > 10 dB. 
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Two-way antenna radiation pattern at 
frequency zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAw + zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAwc, 

Slow-time Doppler two-way antenna 
radiation pattern 
Pulse bandwidth 
Speed of light 
Covariance of w(k,,t) at time t 
Cross-range aperture length 

Energy of RJt) 
Energy of p( t )  
Point target refectivity 
Fourier transform operator 
Inverse Fourier transform operator 
Fourier transform of electric field in 
antenna aperture: 
Wavenumber 
Doppler centroid 
Nyquist cross-range frequency 
Slant-range spatial frequency 
Cross-range spatial frequency 
Slow-time Doppler (frequency) domain 
(spatial frequency) 
Likelihood ratio 
Cross-range length of target area 
Normal probability density function of 
mean vector zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp imd covariance matrix C 
Transmitted radar signal 
Probability density function of vector s 
parameterized with f and 0 
Fourier transform of transmitted radar 
pulse 
Probability of detection 
Probability of false alarm 
Radial distance 
Deterministic autocorrelation of p( t )  

Spatial signature of scene 
Fourier transfoim of s(u.t) with respect 
to t 
Fourier transform of s(u.t) with respect 
to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAU and t 
Discrete Fourier transform of s(nAu,w) 
Compressed signature in (ku,t) domain 
Fast-time domain 
Slow-time domain (position of antenna) 
Slant-range velocity of moving target 
Cross-range velocity of moving target 
Velocity magnitude of moving target 
Slant-range domain 
Initial (U = 0) slant-range coordinate of 
moving target 
Motion transformed slant-range 
coordinate 
Center of slant-range interval 
corresponding to swath 
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Cross-range domain 
Initial zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(U zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= 0) cross-range coordinate of 
moving target 
Motion transformed cross-range 
coordinate 
Relative speed of moving target 
Detection threshold 
Aspect angle of target 
Moving target parameter vector 

Wavelength 
Relative slant-range velocity of moving 
target 
Relative cross-range velocity of moving 
target 
Backscattering coefficient 
System noise spectral power 
Longitude of target 
Low-pass equivalent frequency domain 
Carrier frequency 
Phase of scene signature in Fourier 
domain 
Cross-range spatial sampling. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

(P, v, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAY )  

I .  INTRODUCTION 

Fig. 1 shows the slant-plane of a typical stripmap 
synthetic aperture radar (SAR) scenario (coordinate zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx 
denotes slant-range, i.e., broadside distance measured zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
from the radar). A radar travelling at constant 
altitude and constant velocity along the flight path 
(cross-range direction) transmits microwave pulses at 
regular intervals and records the backscattered echoes. 
The illuminated scene might contain static and moving 
targets. High resolution in the slant-range direction is 
achieved by pulse compression techniques, whereas 
high resolution in the cross-range direction is achieved 
by synthesizing a large aperture, exploiting the relative 
motion between the platform and the illuminated 
scene [l]. 

The need for detecting moving targets and 
estimating their trajectories appears in many SAR 
applications [2-71. For example, properly moving 
target focusing and locating requires the knowledge 
of the respective velocity vector (i.e., cross-range and 
slant-range velocity components) [7, ch. 6.71. If the 
moving target returns are processed in the same way 
as the static returns, the resulting SAR image shows 
the former defocused and/or at wrong positions, 
depending on the motion direction [2, 81. Roughly, 
a moving target in the cross-range direction appears 
blurred, whereas a moving target in the slant-range 
direction appears misplaced. 

focus moving targets using a single antenna. Most 
of them are based on the cross-range phase history 
originated by moving targets (e.g., [3-5, 9, 10, ch. 

Several methods have been proposed to detect and 

........................... zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
1, radar 
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U-3 + I ........................... 

P 
swath 

Fig. 1. Typical stripmap S A R  scenario. 

5,  11, 121). However, the cross-range phase history 
originated by a point moving target with constant 
velocity is characterized only by two parameters 
[2]: the Doppler shift and the Doppler rate. The 
latter gives the velocity magnitude and is required 
for correct focusing, whereas the former depends 
on @e projection of the relative velocity along the 
radar-target line of sight [4, 10, ch. 41. Therefore, 
from the cross-range phase history of a moving target 
it is not possible to infer the exact direction of its 
velocity vector, making it impossible to correctly 
locate the moving target image. This limitation is 
termed azimuth position uncertainty [4] or blind angle 
ambiguity [5, 71. Both Soumekh in [lo, ch. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA51 and 
Barbarossa in [4] state that unless stereo measures are 
available, it is not possible to determine the complete 
velocity vector. 

In [13] Kirscht proposed an approach to the 
moving target detection and velocity estimation 
based on a sequence of single-look SAR images 
generated from conventional single-channel SAR. 
These images are processed using different look 
center frequencies, therefore showing the ground at 
different look angles and at different ranges. The 
cross-range velocity component is obtained from 
the moving target displacements estimated between 
successive single-look SAR images. The slant-range 
velocity component is estimated by evaluating the 
variation of the signal amplitude during the sequence. 
This approach relies on thorough measurements 
of the moving target position and amplitude. This 
requirement is hard to fulfill, as moving targets appear 
defocused and/or split when focused with wrong 
velocity parameters. 

Besides the blind angle ambiguity, the detection 
and parameter estimation of slowly moving targets 
or targets with velocity parallel to the radar velocity 
is another difficulty for single-antenna based 
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I zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
systems. The reason is the total, or almost total, 
overlapping between the moving target spectra and 
the clutter spectrum. The utilization of more than 
one receiving antenna exploiting multichannel and 
space-time-frequency processing schemes (see 
[ 14-16] for an introduction to space-time processing 
in radar) have been proposed as a way to overcome 
the limitation of single-antenna based methods. 
Examples are the multichannel SAR zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[ti, 171, the 
linear antenna array or velocity SAR (VSAR) [ 181, 
the dual-speed SAR [19], and the multifrequency 
antenna array SAR (MF-SAR) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[20]. Each one of these 
methods yields better results than th 
approaches at the expense of higher complexity in the 
respective hardware and software. 

This article, which elaborates on ideas presented 
in [21], has two main goals. Our first goal consists 
in showing that, in stripmap SAR, it is possible 
to infer the complete parameter vector of constant 
velocity targets using a single sensor; therefore, the 
azimuth position uncertainty is solved with just a 
single sensor. The second goal is the derivation of 
a detector and an estimator for the moving target 
parameters (i.e., initial coordinates, velocity, and 
reflectivity). Basically, we exploit the structure of 
the amplitude and phase modulations of the returned 
echo from a moving target in the Fourier domain. 
The echo amplitude is a scaled and shifted replica of 
the antenna radiation pattern; the scale and shift are 
functions of slant-range and cross-range velocities, 
respectively. The echo phase is a function of the 
moving target velocity magnitude and the target 
coordinates. A generalized likelihood ratio test is then 
derived to detect moving targets and to estimate their 
trajectory parameters. 

A crucial step in the detectiodestimation scheme 
is a matched filtering operation, depending on the 
moving target parameters, that simultaneously copes 
with range migration and compresses two-dimensional 
signatures into one-dimensional ones without 
degrading the slant-range resolution. This matched 
filtering operation introduces, therefore, a huge 
simplification on the detectorlestimator structure. 

for very low signal-to-clutter ratios (SCRs), whenever 
the moving target spectra are not totally overlapped 
with the clutter spectrum. Otherwise, the detector 
and the estimator still work provided that, roughly, 
SCR > 10 dB. 

The proposed technique yields good results, even 

The article is organized as follows. In Section I1 
aspects of SAR signals are reviewed, the 2D Fourier 
transform of the echo from point moving targets’is 
derived, the compressed signals using approximate 
moving target parameters are characterized, aspects 
of cross-range sampling are addressed, and, finally, 
the background and noise statistics are derived. 
In Section 111, a generalized likelihood ratio test 
is derived to detect moving targets and estimate 

x - slant range axis 
x,- antenna radiation axis 

\ 

%‘\ AY,= r sin  cos I$I 

I \  

Fig. 2. Antenna aperture in plane zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAxa = 0, at cross-range y = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAU, 

moving at constant altitude in cross-range direction, and 
illuminating a moving &get with slant-plane coordinates 

( x  = 2, y := y’). 

their trajectory parameters. The detectiodestimation 
problem is formalized as one of detection and 
parameter estimation of deterministic signals 
immersed in Gaussian noise. Still in Section zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA111, 
an efficient scheme to compute the generalized 
likelihood ratio test is proposed. Section IV presents 
results illustrating the effectiveness of the proposed 
methodology. 

I I .  BACKGROUND 

Fig. 2 shows a SAR antenna at cross-range 
position y = v,t = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAU ,  travelling at speed v, in the 
cross-range direction and operating at frequency 
wo. The antenna illuminates a single moving target 
with constant velocity (-vx, --vy) in the slant-plane,’ 
complex reflectivity f , and slant-plane coordinates zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

x’ = xo - V Z t  = xo - p u  

y’=y0-v zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAY t = y o - b u  

where (p ,b )  5 (vx/v,,vy/v,) is the target relative 
velocity vector. It is assumed that the moving target 
and the background, made of static targets, have been 
spotlighted (see, e.g., [5]) such that the target region is 
confined to (x,y) E [xm,xM] x [ ~ , ~ ; y ~ ] ,  as illustrated in 
Fig. 1. 

The auxiliary coordinate system (xa, ya, z,) and 
the associated spherical coordinates (Y, e,$) are used 
to describe the antenna radiation pattern produced 
by an aperture travelling in the plane xa = 0 at 
constant cross-range velocity and constant altitude. 
The reflectivity of the moving target is taken to be 

‘The minus sign has been adopted as it introduces symmetry in the 
formalism. 
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independent of the aspect angle2 and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa(B,d,w) is 
denoted as the two-way antenna radiation pattern at 
frequency w zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA+ wo. 

When the radar is positioned at coordinate zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAy = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAU, 

the distance between the target and the radar is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Y zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAf zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(xO - p ~ ) ~  + zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[yo - ( 1  + b ) ~ ] ’ .  4 1) 

Since the system is linear, the output to the pulse p( t )  
transmitted when the radar is at y = U is, in complex 
envelope notation, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

+cQ 

s(u, t )  = J- / u(@,o, w>p(w)fe-l’kr elw‘dw zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(2) 
2.rr -cQ - 

s(u,w) 

where P(w)  is the Fourier transform of the complex 
envelope of p( t ) ,  k = 2n /A  = (w + wo)/c  is the 
wavenumber (A is the wavelength at frequency 
w + wo), and s(u,w) (see footnote3) is the Fourier 
transform of s(u, t )  with respect to t. Herein, we follow 
Soumekh’s terminology (see [7, ch. 6.7]), according 
to which, coordinates U and t are termed slow-time 
domain and fast-time domain, respectively. This 
terminology stems from the fact that the motion of 
the radar platform is much slower than the speed of 
light at which the transmitted and backscattered pulses 
propagate. 

Distance Y can be written in a more compact form. 
Expanding the square-root arguments of (1) and 
denoting v = 1 + b, we conclude that 

where 
Y = l/x2 + (Y - au)2 

x 2 + y * = x ; + y ;  (4) 

a = d m .  (6) 

( 3 )  

a Y  = ,Uo + vyo (5 )  

Still following Soumekh’s terminology (see [7, ch. 
6.7]), ( X ,  Y )  are the motion-transformed coordinates, 

cross-range, and a is the relative speed. Solving 
equations (4), (3, and (6) with respect to &,yo), we 

is the radial range, a Y  is the squint 

The motion-transformed coordinates ( X ,  Y )  are 
a rotation of coordinates (xo,yo) by the angle 
arctan(p/ v). 

The mapping from (xo,yo,p,v) to ( X , Y , a )  is not 
one to one; therefore, assuming that vector ( X , Y , a )  
is known, we cannot determine the complete moving 

2Most man-made targets exhibit reflectivity depending on the aspect 
angle. However, this assumption greatly simplifies the formulation 
and yet leads to good results, as shown in Section IV. 
3Although this notation is not strictly correct, since we are defining 
a function based on its arguments, we have adopted it for better 
clarity. 

target vector (xo,yo, p, v). The blind angle ambiguity 
refers to the fact that (4); (3, and (6) do not allow 
us to determine the directions of vectors ( p p )  and 
(xo,yo), but only their norm ((4) and (6), respectively) 
and the angle between them; notice that aY given by 
( 5 )  is the inner product between (p,v) and (xo,yo). 

The received echo from a moving target can now 
be written in the (X ,Y,a)  domain as 

s(u,w) = a(0, @,w)P(w)fe-j’‘l/X’+(Y-au)*. 

Let 
S(k,,w) f J=(; , ) [s(~,w) l  (7) 

be the slow-time Fourier transform of s(u,w) .  To 
compute (7) we use the stationary phase method (see, 
e.g., [22 ] ) ,  noting that a[0(u),@(u),w] is a smooth 
function of U compared with term e-2jkr(u). Under 
these circumstances we get 

S(k,, w )  = A(k,, w)P(w)fe- j@(ku3w) (8) 

A(k,,w) K 40(u>,@(u) ,w> (9) 

$(k,,w) = 2 k ~ ( u )  + k,U (10) 

where 

both (9) and (10) computed at U = u(k,) such that 
d$/du = 0, leading to 

( 1  1 )  
d$ 2 k ( Y - a ~ ) a  
du 

k, = -2k- = 
4x2 + (Y - au)2‘ 

In classical SAR jargon, k, is termed slow-time 
Doppler domain. 

we get 
By solving ( 1 1 )  with respect to U (see, e.g., [ l o ] ) ,  

$(k, ,w) = J4k2 - ( b ) 2 X  + (2)  Y (12 )  

valid for k , / a  E [ -2k ,2k ] .  According to (12) ,  phase 
$ varies linearly with X and Y .  This characteristic is 
the key element in the Fourier type approach to SAR 
imaging. 

A. Antenna Radiation Pattern 

Let us now concentrate on the antenna radiation 
pattern A(k,,w). Soumekh in [7, ch. 6.71, based on the 
Fourier decomposition of a spherical wave, derives a 
formula for A(k,, w )  valid for static targets. Herein we 
present a different approach to compute A(k,, w )  valid 
for constant velocity moving targets. 

The two-way antenna radiation pattern from a 
planar aperture illuminated with constant polarization 
is [23 ]  

u(O,@, w) K g2(k sin0 cos@, k sin0 sin@) 

where g(kYa,k,) is the Fourier transform of the 
electrical field in the antenna aperture. When the 

(13 )  
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polarization over the aperture varies, the relation (13) 
still holds, but zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAg is more complex. 

From Fig. 2 we see that 

(14) 
kya zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= ksinBcos4 = k- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAYa - - k- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAYo - zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAv u  

r r zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Az, - ~ 0 - p u - X  

k, = ksinOsinq5 = k- - k tanp. 
r r 

(15) 
On the other hand, replacing aY and a2, given 
respectively by ( 5 )  and (6), into (1 1) we obtain, after 
some manipulation, 

From (1) and (14) ,  we have 

Introducing (17)  and (14)  into (16), we obtain 

2 

k, = 2 k p d l -  (%) + 2uky0. (18) 

Equation (1  8) can be converted into a 2nd order 
polynomial and solved with respect to ky,. We note 
however that 1 - (k /k)2 N 1 - (s in8~os4)~/2.  If 
the antenna beamwidth is smaller than, say, lo”, then 
(s inB~os4)~/2 < 4 x lop3. Therefore 1 - (k /k)2 N 

1 is a good approximation for most SAR applications. 
We then have zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAc 

r 
(19) 

(20) 

1 
kY, 25 z [ k u  - 2kpl 

k, z k  ( 1--  ;) tanp 

where r’ denotes the range corresponding to the 
middle of the integration interval. The expression for 
k, was obtained by replacing (17) into (15) and again 
noting that 4- 2 1. 

wavenumber k and on the target range r’. If xM -xm, 
the length of the target area in slant-range, is much 
smaller than zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAX, then X/r’ N 1 and we have 

The spatial frequency kG depends on the 

1 
A(k,,w) 0: g2 [ G‘k, - 2kP),O] (21) 

i.e., the range dependence of A(k,,w) can be 
neglected. If zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx, -x, is not much smaller than zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAi ,  
then the antenna radiation pattern becomes dependent 
on the range r’. However, this dependency can 
be removed by introducing a proper slant-range 
dependent gain. From now on we assume that the 
antenna radiation pattern does not depend on r‘. 

In deriving A(k,,w), we have assumed that the 
antenna has broadside geometry, i.e., the antenna 
radiation axis is orthogonal to the azimuthal direction. 

However, there are situations, for example due to 
wind drift, in which the antenna displays squinted 
geometries. In order to include general geometries 
in the echo amplitude A(k,,w)!, let us assume that the 
antenna aperture shown in Fig. 2 has been rotated 
by an angle Bo with respect to axis z, such that the 
rotated radiation axis has coordinates 8 = Bo and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA4 = 

0. Notice that the antenna radiation pattern A(k,,w) 
given by (21) is parameterized only by the relative 
velocity vector (p,u) measured in the slant-plane 
defined by the coordinates ya  and x,. Therefore, the 
antenna radiation pattern for a squinted geometry is 
given by 

where (ps, U,) is the relative velocity vector (p,  U) 

expressed in the coordinates ya and x, rotated by Bo; 
i.e., 

The shift k,,, = 2kp, is commonly termed the Doppler 
centroid. 

Concluding, the illumination function in the 
slow-time Doppler domain k, takes the shape of the 
antenna radiation pattern with respect to ky,. The 
shape becomes expanded by factor 2u, and shifted 
by 2kp,. For broadside antenna geometry (i.e., 8, = 0) 
the expansion is given by 2ku (i.e., depends only on 
the cross-range relative velocity) and the shift is given 
by 2kp (i.e., depends only on the slant-range relative 
velocity). 

The remainder of the paper is devoted to building 
a detector of moving targets and an estimator of their 
parameters (ps, u,,X,Y), both based on the structure 
of the received signal S(k,,w) = A(k,,w)P(w)e-~(ku.w). 
Notice that the phase $(k,,w) is informative with 
respect to a, X ,  and Y ,  whereas A(k,,w) is informative 
with respect to I-L, and us. Once these parameters 
have been inferred, we solve (4)-(6) to determine the 
moving target parameters (p,, u,,xo,yo). The azimuth 
ambiguity is therefore solved using a single sensor. 

targets without internal motion yields the Doppler 
centroid of these targets. This parameter is of prime 
importance in SAR imaging. Furthermore, and given 
that the relative velocity vector (p,  U) of a background 
target is known beforehand, the squint angle Bo can 
be obtained from the vector (Ips, U,) of a background 
target using 8, = angle@, U) -- angle&, U,). Hence, we 
assume from now on that 8, = 0. 

background targets are static (i.e., p = 0 and U = 1). 
This scenario applies to airbome SAR. However, 
the concepts and ideas apply to constant velocity 
moving background targets, as occurs, for example, 
in spacebome SAR, due to the Earth rotation. 

The proposed method when applied to background 

In the remainder of the paper we assume that the 
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B. Compression zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof Moving zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBATarget Echo 

Let us consider a single moving target with 
parameters zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA( p , v , X , Y , f )  and echo zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAS, immersed in 
background echo So. The total returned echo is given 
by 

S(k,,w) = S,(k,,w) + So(k,,u) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(23) 

with 
< zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAi 

S,(k,,w) = P(w)A(ku)fe-’@(ku@) (24) 

So(k,,w) = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAP(w)A&,) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA)-‘fne-j@n(ku,w) (25) 
n 

where the dependency of A on w has been omitted, 
vector Ao(k,) denotes the amplitude echo of a static 
target (i.e., zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp = 0, v = l), and phases zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA$(k,,w) and 
+,(k,,w) are given by (12)  for the moving target 
parameters ( a , X , Y )  and ( l , X n , x ) ,  respectively. 

According to (24), the moving target echo is 
spread over the two-dimensional domain (k,,w) E 
SPA, the support4 of P(w)A(k,),  thus introducing 
complexity in any moving target detectiodestimation 
scheme. To compress the moving target echo into a 
one-dimensional domain, let us define the signal 

s, (k, , t )  E FG; [S(k, , w )P* ( ~ ) e ~ @ ’ ( ~ ~ ~ ” ) ]  (26) 

where $’(ku,w) is given by (12) for moving target 
parameters (a’,X’,O) close to (a,X,O).  In Appendix A, 
we show that if p << c/(BD,), where c is the speed of 
light, B the pulse bandwidth, and D,, the cross-range 
aperture width, and IX/cr4 -X’/CY’~( << (647rk:)/lkul&m, 
then 

s,(k,,t) = fR , [ t  - ~ ( k , ) ] A ( k , ) e - ’ ~ ( ~ ~ )  +w(k, , t )  

%IC 

with 

where RJt) is the deterministic autocorrelation of the 
transmitted pulse p( t ) ,  cp = 2k0(X - X’), and w(k,, t )  is 
the term due to the background echo. 

The energy of autocorrelation Rp(t)  is highly 
concentrated about t = 0. Therefore, the energy of 
s,,(k,,t) is highly concentrated about t = T(k,). For 
d 2 X  = a2X’,  the delay 7(ku)  does not depend on k,, 
meaning that the energy of s,,(k,,t) is clustered along 
the cross-range direction. By exploiting this fact, we 
derive, in the next section, a moving target detector 
and parameter estimator that simultaneously copes 
with range migration and straightens the moving target 
signatures in the (k, , t )  domain along coordinate k, 

4By support off ,  we mean the set of ( k p )  points where f ( k u , w )  
# 0. 

without degrading the slant-range resolution. For a 
given X’, the estimator scans the set a E [a~n,amax]  
and detects moving targets with coordinate X in an 
interval such that IX /a4  - X’/& << (647rk~)/1kU1~,.  

C. Noise Statistics 

The moving target echo is contaminated by the 
system noise and by the background echo. In order to 
formulate the moving target detection and estimation 
problems we are addressing, we need to determine the 
statistics of both sources. 

In Appendix B we show that if the number of 
background scatterers per resolution cell is large, none 
is predominant, they are mutually independent, and 
each one has a phase independent of its amplitude, 
then the random field w(k,, t )  is zero-mean complex 
Gaussian circular. Assuming that backscattering 
coefficient go is constant within the target area, then 
the covariance of w(k,, t )  at time t ,  Cw(kul ,kuz) 
E [s,(k,, ,t)s;(k,,, t)]. satisfies 

(30) 
where 1 is an integer, ,O zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA3 uoLERp, L is the target area 
cross-range length (see Fig. l), and ERp is the energy 
of the autocorrelation of the transmitted pulse. 

In deriving (30) we have assumed that the 
background targets have constant velocity and do 
not display internal motion, such as leaves moving 
in the wind, or waves in water bodies. We should say, 
however, that if there is internal motion in the SAR 
scene, the best approach to determine the covariance 
CW(kul ,kUz) is probably to estimate it directly from 
data, for it depends on the internal motion statistics, 
which are normally unknown. 

Concerning the system noise n(u,t), we assume 
that it is zero-mean complex Gaussian circular and 
white. A reasoning similar to that of Appendix B 
leads to the conclusion that 

where 1 is an integer and y 3 unLEp, with un being the 
noise spectral power and Ep the energy of p( t ) .  Note 
that y is proportional to Ep,  whereas ,O is proportional 
to ER,. The reason is that w(u,t) is filtered by the filter 
IP(w)I2, whereas n(u,t) is filtered with filter P*(w). 

Under the assumption of constant reflectivity U’ 

along the cross-range dimension, the background 
noise plus the system noise satisfies 
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Observaticn zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

D. Cross-Range Sampling zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Au S zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(kuAu,m) 

Interva! zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

From (13) and (21), and noting that the aperture 
radiated field is confined to 101 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 0, CK 1 and 141 CK 1, 
we conclude that the support of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAs,,(k,,t) with respect 
to k, is k, E [ -2vk0, + k,,,2vkeM + k,,]. The 
antenna beamwidth 20, depends on the aperture 
illumination. Using the indicative value 0, = X/ (2Dy)  
(Dy denotes the cross-range aperture width), we have 
k, E [-2v7r/Dy + kDc,2vX/Dy + k,,]. The bandwidth 
of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAs,,(u,t) with respect to U is therefore 47rv/Dy. 
As the SAR system is sampled with respect to the 
cross-range, then, according to the Nyquist theorem, 
the cross-range sampling interval must satisfy A, 5 

Let zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAS(R,w) be the discrete Fourier transform 
(DFT) of sequence s(nA,,w) with respect to the 
integer variable n. The function A,S(k,Au,w) is a 
periodic extension of S(k,,w) of period k, = 27r/A,. 
Since the sampling frequency k, is above the Nyquist 
rate, the successive replicas of S(k,,w) do not overlap. 
Thij is illustrated in Fig. 3 ,  which shows spectra 
A,S(k,Au,w) and S(k,,w). 

we should then compute 

Dy / ( 2 v ) .  

To obtain the compressed moving target echo (26) 

s,(k,, t )  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA.FG; [ A,s(k ,  A,, w)P* ( ~ ) e J @ ' ( ~ ~ 7 " ) ]  (3  3 )  

for k, E [k,, - k,/2,kDC + k, /2 [ .  In practice, the DFT zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
s(C2,w) is computed by the fast Fourier transform 
(FFT) algorithm at a set of equispaced discrete 
frequencies k, E [ - ks /2 ,ks /2 [  (observation interval 
in Fig. 3) .  These frequencies should be mapped onto 
the interval [k,, - ks/2,kD, + k , /2 ] ,  as it is indicated 
by an arrow in Fig. 3 linking kl, to k,. Note that, for 
a given Doppler centroid kDc, the couple (k,,k;) is 
unique and satisfies 

k, = qk, + k:, k, E [k,, - kS/2,k,c + k,/21 

(34 )  
where q is an integer. The Doppler centroid 
dependent mapping (34) between k, and k; plays an 
important role in the algorithms presented in the 
next section. 

I l l .  DETECTION/ESTIMATION PROBLEM 

Suppose that we have identified a pair (X' ,a ' )  
such that the. quadratic phase term in expression 
(28 )  is neglegible in comparison with the fast-time 
range resolution. In this case, the signal s,,(k,,t) 
lhas been straightened along T := (2 / c ) (X  - X ' ) .  
Furthermore, assuming that we measure T ,  then the 
motion transformed coordinate X and the relative 
'speed a are a proximately given by X N X' + ( c /2 )7  
andaNaf&. 

Define 
T s = [s-,' . . . , so,. * - , s,- 11 
T (35 )  

a [a-,, . . .a,, . . . ,a,-l] 
where 

si = s,(kUl, T)d(k:z /4kO)(X ' / f f '2 )  

ai = A(ku,)&k~, /4kO)(x/ff2),-J(ku, Y / f f )  

with k ,  = kUo + (27ri)/L for i =I - N , .  . . ,O,. . . ,N - 1, 
N = [LkS/(4.rr)l ([XI denotes the smallest integer larger 
than or equal to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx ) ,  and k,, the multiple of (27r)lL 
closest to kDc. Since the FFT is used to compute the 
discrete time Fourier transform, then using 2N points 
in the k, domain implies using 2N points in the U 

domain to sample the cross-range length L. Therefore, 
with this setting, the cross-range sampling interval is 
A, = L / ( 2 N )  5 (27r)/k,, thus satisfying the Nyquist 
limit. 

For a given moving target parameters vector 
8 = ( p ,  v , X ,  Y )  and reflectivity f ,  the density of vector 
s is 

P(S I f ,  0) - JJ(Cl,, C,) (36 )  

where the mean p, _= E [ s ]  and the covariance C, iz 
E [ @  - p,)(s - p J H ]  are, according to (27 )  and (32 )  
and assuming that R,(O) = 1, given by 

Ps = f a (@> 

C, = diag(P I io(k,,)12 + y), i = -N ,..., N - 1 

where the operator h(k,) denotes a k,-periodic 
extension of h(k,). 

The problem at hand is a binary test: under the 
hypothesis No, the received signal is the background I 

echo; under the alternative hypothesis 'Ft,, the received 
signal is the background echo plus the moving target 
echo, i.e., 

X o :  s = w  
(37 )  

7 l 1  : s = fa(8) + w 

where W F  [ w - , ~ . ~ w , ~ ~ ~ w , - ~ ] ~ ,  with w, = W ( ~ , , , T ) ,  
f o r i = - N  ,..., 0 ,..., N-1.  

to our detection problem, which, in the present case, 
amounts to computing the test 

We adopt the generalized likelihood ratio test [24] 
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with zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAq being the detection threshold'and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
(39) 

where the maximum likelihood estimates zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(j,6) are 
given by 

c3-,6 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= argm/y{-[s - f a(mIHC;'Cs - fa(8)l) 

(40) 
and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp(s I f = 0) is the density of noise zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAw. 

inner product (x,y) 

norm ( ( ~ 1 ) '  
complex set) and c, = [C,],,. 

Noting that the distance 11s -fall is minimized 
when (s -fa, a) = 0 (i.e., the error s -fa is 
orthogonal to a) and after some algebra we obtain 

To achieve a compact notation, we introduce the 
C f v l ~ x i c ; ' y :  and the induced 

(x,x), where x,y E C2N (C denotes the 

.. ( S , i )  
f = -  

l l i1I2 

(43) 

where i = a(6). 

between vectors a and s, the maximum likelihood 
estimator of 0 seeks the estimate & with highest 
angular proximity to observed data s.  Moreover, 
the inner products present in (42) implement noise 
plus clutter suppression by attenuating vectors a(8) 
and s proportionally to noise plus clutter power 

Since @,a) = ((a(( llsllcosaas, where zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAam is the angle 

Plio(ku,>12 + 7. 
We adopt the Neyman-Pearson approach to signal 

detection. Therefore, the threshold q that maximizes 
the probability of detection PD = {s : Z(s) > q zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA13.1,) 
is found from the false alarm probability PFA = {S : 

Z(s) > q 1 'FI,}. Explicit expressions for densities 
p(1 I KO)  and p(1 I 'HI) are not available because i is 
an unknown nonlinear function of random vector s. In 
order to obtain approximate values of q and to derive 
bounds for the detector performance, we assume 
for a while that the detector has-perfect knowledge 
of the parameter a (this is the so-called clairvoyant 
detector [24]). In this case, the probability of @,a) is 
N(0, lla1I2) under hypothesis H, and N(f lla1I2, lla112) 
under hypothesis HI. Thus, the density of 21 is 

under 'FI, 
21 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAN { x; 

x~;(1f1211a112) l"lr XI 

where x$ denotes the chi-squared density with 2 
degrees of freedom and &(A) denotes the noncentral 
chi-squared density with 2 degrees of freedom and 
noncentrality parameter A. Since density xg is the 

Probabilty of Detection, P, 
1 -  I zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

, / I  , PFA= 10-1 I 
0.8 
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Fig. 4. Detection performance of Neyman-Pearson detector, 
assuming perfect knowledge of moving target parameters. 

exponential density of mean 2, the threshold zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA77 is then 
given by 

q = - h P F A .  

The detector performance depends only on the 
noncentrality parameter 

-k$ I f  12E;1i(k,)12 

-'.I dk,. 
2r  -ks/2 D ~ E R $ O ( ~ , ) ) ~  + @E, 

(4.4) 
The expression on the right-hand side of (44) is the 
best signal-to-clutter-plus-noise ratio (SCNR,,,) that it 
is possible to attain, which is achieved by compressing 
the signal plus clutter noise signature (27) with the 
matched filter A*(k,)/(aoERp l~o(k,)12 + a"E,,) (see, 
e.g., [25] for the derivation of the matched filter). 

For a given backscattering coefficient go and 
noise spectral power on, the SCNROP, depends on the 
antenna radiation pattern A@,) through the relative 
velocities p and v. Assuming a large clutter-to-noise 
ratio (CNR), then the function I / ( ~ ' E ~ ~  I ;io(ku)12 + 
d E p )  exhibits a high-pass shape with cut-band 
roughly corresponding to the support of A&& 
Therefore, the lowest values of SCNR,,, correspond 
to antenna radiation patterns A(k,) whose support 
are totally contained in the support of A,,&). If the 
support of A@,) becomes a little displaced with 
respect to the support of A,(k,), then part of A(k,) 
is amplified by the high-pass filter and the SCNR,, 
becomes large, thus increasing the probability of 
detection. As a conclusion, the targets most hard to 
detect are those with cross-range velocity parallel 
to the platform motion (i.e., v 5 1) and slant-range 
relative velocities multiple of k,/(2k0). 

Fig. 4 plots the detection performance of 
the Neyman-Pearson detector, assuming perfect 
knowledge of the moving target parameters (p, v, X ,  Y ) .  
As an indication of the detector performance, we 
have PD > 0.8 for SCNRoptZ 10 and PFA = lop2. The 
detection probability of the realizable detector is, of 
course, below the bounds plotted in Fig. 4. 

DIAS & MARQUES: MULTIPLE MOVING TARGET DETECTION AND TRAJECTORY ESTIMATION 61 1 



I zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
According to the rationale just presented, the 

SCNR,,, is the most important figure concerning 
detection performance in SAR. Nevertheless, most 
authors when referring to SCNR do not have SCNROp, 
in mind. This is a source of confusion, as the SCNR 
depends on the compression filter. In this paper and 
for comparison purposes, when referring to SCNR, we 
are assuming a flat compression filter. We then have 

1 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA( f m f ; n E p  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAJ-;;p(k,)dk, 1 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
SCNR2.- . zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAI- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

2 

(45) 
The SCNR, as given by (45), does not depend on 

the slant-range relative velocity zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp. The same is not 
true concerning SCNR,,,, as we have discussed above. 
Assuming a high CNR, even a small zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp leads to a high 
SCNR,,,. 

A. Moving Target Parameters Estimation Algorithm 

Computing the maximum likelihood estimate (42) 
amounts to a multidimensional nonlinear optimization 
of the unknown parameters (p,v,X,Y) E It4, with 
unbearable computational burden. Herein, instead 
of computing the exact maximizer of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAZ(s,O) = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
I(~,a(8))1~/1Ia(8)11~, we adopt a suboptimal approach 
that iteratively maximizes l (s ,8)  on given subsets of 
R4. First we assume that there are available rough 
estimates of X ,  a, and kDc; the first two estimates 
allow getting vector s from the compressed signal 
s,(k,,t) and the former estimate determines the interval 
[kDc - k , /2 ,  k,, + k, /2 [  containing the support of 
S,(k,,w), with respect to k,. At the end of this section 
we present an algorithm to compute these estimates. 

A 

Let us denote 

Z(s,p,v) 3 argmaxl(s,p,v,Y). (46) 

Parameter X has been omitted as we are assuming that 
it is known. The dependency of l (s ,8)  on Y is only 
through the term 1 (a,s) 1, which can be expanded as 

1 N-1 I 

(47) 

where b. = A(k ) 2 k 2 , X / ( 4 k O a 2 )  ci -1 s: and R 27rY/(La). 
1 - U, 

Notice that, by using the FFT, I(a,s)l can be computed 
efficiently at Ri A= (n /N) i ,  for i = -N,  . . . ,0, . . . , N  - 1. 
The frequency fl =, Ri coqesponding to the maximum 
of I(a,s)l leads to Y = aLR/(2n) .  The absolute 
error of 2 due to the discrete nature of the FFT is 
aLI(4N) rv aA,/2. 

AGO" 1 Determines moving target parameters 
(p, U, Y) of a single moving target and solves azimuth 
position uncertainty. 

Input: i , & ( O ) ,  iDc, S(k,,w) 

Set: t,, 
1: s := ~(&(~ ) ,%, i ,~ )  {Expressions (33) and (35)) 
2: for t := 1 to t := t,, do 
3: ( f i ( t ) , W )  := arg max Z ( s , ~ , v )  

4: ~ ( t )  := argmaxZ(s,fi('),v) 

Output: ;,e,?, .;o, $o 

p,,. p2 + .Z = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(x- 1) ;I2 

5:  &(t) := d m  
6: end for 

8: ?o := (e? +;:)I& 
9: j o  := (CY - b X ) / &  {Solve azimuth ambiguity} 

(b, C, f )  and to solve the azimuth position uncertainty. 
Step 1 implements the fast-time compression (33) 
and selects vector s given by (35). Steps 3 and 
4 implement one-dimensional searches and were 
designed to minimize the parameter search space: 
step 3 maximizes l(s,p,v) over the circle p2 + v 2  = 

(G(1-1))2; step 4 maximizes Z(s, p, v) over the line 
p = jp. 

7: F := GLy(27.Q 

Algorithm 1 shows the pseudocode to determine 

Algorithm 2 implements step 3 of Algorithm 1 by 
means of a discrete search with 2M,, + 1 equi-spaced 
points in the interval p E [pc  -- Apmax,pc - Ap,,], 
keeping Q = G(lP1). Relative velocities p, and Apma 
correspond to the Doppler frequency k,, and to half 
of sampling frequency k,, respectively. 

AGORITHM 2 Searchesfor ( p , v )  over a circle (step 3 of 
Algorithm 1). 

Input: s, &, k,, 
output: b, fi 
Initialization: Apmm := k,/(4kO), pc  := kD,/(2kO) 
Set: M, 
1: for i := -Mu,...,Mu do 

A 

2: p( i )  := pLc + ( i /Mp)Apma 

3: v(i) := &@-1))2 - p q i )  
4: 
5: end for 
6:  i := index (max(2)) 

2 ( i )  := l (s, j~( i ) ,v( i ) )  {Expression (43)) 

7. pf) := p(i),  p := 

Algorithm 3 implements step 4 of Algorithm 1 by 
means of a discrete search with 2M, + 1 equi-spaced 
points in the interval v E [G(') - AV,,, G@) + AV,,], 
keeping p = ;@). 

AGORITHM 3 Searches for  ( p , v )  over a line (step 4 of 
Algorithm 1). 

Input: s, i,, 
output: e, R 
Set: Au-, M, 
1: for i := -M,,. . . ,Mv do 
2: 
3: 
4: end for 

v(i) := i7') + (i/M,,)Avmm 
2( i )  := Z(~,f i(~),v( i>) {Expression (43)) 
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17: & := zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1(2,n),,/= zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
18: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAk,, := l(3,n) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Algorithm zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA4 finds the stronger moving target in 
the target area. To detect all moving targets, lines 
15 to 1: shoulc be replaced in order to find all sets 

-:(&(?I), kDc(n), X(n)) ,  for n = l,.. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA.,hi’,, such that the 
likelihood ratio l( 1, n) exceeds a given predefined 
threshold 11. This scheme might, however, produce 
false alarms, since, when the signature of a given 
moving target has been vertically aligned (i.e., 
straightened along the slow-time Doppler direction), 
the signatures of some of the remaining moving 
targets might be skewed because their parameters 
a and k,, are different from those of the former 
moving target; therefore, off-vertical moving targets 
signatures with strong reflectivities might mask the 
vertical signatures of moving targets with weaker 
reflectivities. This problem can be solved by removing 
the strongest moving target signature from observed 
data once it has been detected. Algorithm 5 shows 
the pseudocode for this procedure. Step 8 produces a 
focused image of the moving target, which has motion 
transformed coordinates zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(2, ?). Step 9 removes the 
moving target by multiplying the focused image f ( u , t )  
with a mask centered at moving target coordinates 
(2, f). 
AGORITHM 5 Detect multiple moving targets. 

Input: S(k,,w), 5, k, 
Set: 71 := -log(P,) {Set test threshold} 

2: {Ntxt 2oving target candidate} 
3: 
4: {Estimate moving target paramettrs} 
5: (G,G,Y,Z) := Algorithm l(&,kDc,X) 
6: 
7: {Moving target detected} 
8: 

9: 

1: loop 

(& ,kx ,X )  := Algorithm 4[s(k,,w), zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAX, k,] 

if zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1 > 71 then zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
f (u , t )  := F&[sc(ku,t)] {Focusing moving target} 
f (u , t )  := f ( u , t )  mask (i,?) {Delete moving target 
signature} 

10: S(k,,W) := F(u,t)[f(u,t)l 
11: end if 
12: endloop 

5: i := index (max(l)) 
4;) 6: := 

7: fi := R(i) 

The unidimensional discrete searches of 
Algorithms 2 and 3 were designed in a multigrid 
fashion using ten points per resolution level and three 
depth levels. This procedure works very well and 
speeds up the execution time of these algorithms by 
orders of magnitude. 

To determine the input parameters (2, &(O),  iDc) 
for Algorithm 1, we exploit, in Algorithm 4, the fact 
that any triplet X’,a‘,kLc satisfying x/a2 = ~ ’ / a ’ ~  
and Ik,, - kbc\ 5 k, - (4nv/Dy) (recall that 47ru/Dy 
is the Doppler bandwidth) set to zero the quadratic 
term of expressions (28) and (29). Hence, we set 
X’ = X and scan the parameters a’ and k&. To test 
if the quadratic terms of expressions (28) and (29) 
are close to zero we use the likelihood ratio test 
applied to each range. The compressed signature (26) 
is computed (step 5)  for each point of the discrete 
set x {kDc,}zl. The sampling interval of the 
relative speed a is small enough to assure that there 
is an at in the set that straightens the moving target 
signature along the k, coordinate in the compressed 
image s,(k,,t). 

For each image s,(k,,t) compressed with the FFT 
algorithm using parameters a j  and kDc,, we compute 
the likelihood ratio test &s,pi,vj), with pi = kDcl/(2k0) 
and uj = ,/-, for each slant-range X(n) (i.e., 
s := s(aJ,X(n),kD,), for n = 1,. . . ,Mx). Step 17 
corrects the estimate of a using the fact that x/a2 N 

X ’ / d 2  when the quadratic terms of expressions (28) 
and (29) become zero. 

AGORITHM 4 Determines parameters i ,  6, and iDc of 
the of the strongest moving target. 

Input: S(k,,w), i, k, 

.I 

A A  

output: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx, &, kDC, I(s) 
Set: Mk? { a ~ } ~ ~ ?  {kDC,}ZI 

Initialization: l(1:3, l :Mx)  = 0 

1: for i := 1 : Mk do 
2: 
3: 

4: 
5: 
6: 

7: 

8: 
9: 

10: 
11: end if 
12: end for 
13: end for 
14: end for 
15: n, :=index (max(l(1,:))) 
16: X := X(n) 

kDc(i) : = kDc, ; p(i) : = kDc(i)/(2k0) 
for j := 1 :Mm do 

ao’) := a,; u(i) = d-) 
s, := s,[a~),kDc(i),X] {comp. signature (26)) 
for n := 1 :Mx do 

s := s(a(j),X(n),k,,( i))  {Expressions (33) and (35)) 
obj := l ( s ,p ( i ) , v ( j ) )  {Expression (43)) 
if obj > l(1,n) then 

l (1 ,n)  := obj, l (2,n) := (yo’), l(3,n) := k,(i) 

IV. RESULTS 

The methodology developed in the previous 
section is now applied to synthetic and real data. 
The former contains point targets and an extended 
target, all in homogeneous background. The latter 
deals with real targets with simulated motion in a real 
background. 

A. Synthetic Data 

In this subsection we present results based on. 
synthetic data aiming at the evaluation of the proposed 
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TABLE I 
Mission Parameters Used in Simulation 

Target 

1 
2 
3 
4 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
5 
6 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
7 
8 
9 

Parameter Value 

Initial coord. Velocity zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
4 3  Yo zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAP zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAU 

-95 -80 0.00 1.0 
-35 -80 0.01 1.0 
25 -80 0.01 0.9 
85 -80 0.01 0.8 

-85 80 0.00 1.2 
-25 80 0.06 1.0 
35 80 0.11 1.1 
95 80 0.15 1.2 
0 0 0.01 1.0 

Carrier frequency 
Chirp bandwidth 

Swath central slant-range 
Platform velocity 

Antenna azimuthal length 
Antenna radiation pattern 

Cross-range sampling interval 
Cross-range resolution 

Slant-range sampling interval 
Slant-range resolution 

2.5 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAGHz 
50 MHz 
10 km 

600 km/h 
4 m  

Raised cosine 
l m  
2 m  
1.5 m 
3 m  

TABLE I1 L 

Moving Target Parameters 

MT coord. 

X Y 

-95.0 -80.0 
-34.7 19.6 
25.2 31.4 
85.2 46.1 

-85.0 80 
-41.7 677.3 
-22.8 1078.0 
7.1 1331.5 

-0.5 100 

Note: Targets 1 to 8 are point-like whereas target 9 is extended zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
[6 m (range)x2 m (cross-range)]. Coordinates are in meters. 

technique. Tables I and I1 display the SAR mission 
parameters and the trajectory parameters of nine 
moving targets, respectively. Targets 1 to 8 are 
point-like, whereas target 9 is extended having 6 m 
in slant-range by 2 m in cross-range. The extended 
target was simulated with 15 point scatterers, all with 
the same reflectivity except for the central scatterer, 
which has reflectivity 10 times higher. 

Fig. 5 illustrates the moving target positions at 
U zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= 0 and their velocities. Vertical and horizontal 
axes represent cross-range and slant-range recentered 
at the central range zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAX = 10000 m, respectively. The 
velocity direction of each target is represented by 
the respective arrow direction, while the velocity 
magnitude is written close to the respective arrow 
in km/h. The target area is rectangular centered at 
( X , Y )  = (X,O) and with cross-range and slant-range 
lengths of 512 m and 384 m, respectively. Cross-range 
gating can be obtained by digital spotlighting [5].  
The shadowed area represents the antenna footprint 
at U = 0, whose synthetic array length is 256 m, for 
the parameters given in Table I. 

The antenna radiation pattern is A,(k,) = 1 + 
cos(27rkJ for lk,l 5 7r/2 and A,(k,) = 0 for lk,l > ~ / 2 .  
Since the cross-range sampling interval is 1 m, the 
sampling frequency is k, = 27r and thus the 

A Y (n’> 

Antenna Footprint (u=O) (IY1,127) 

t 

c 

x-X (m) 

Fig. 5. Illustration of moving target positions at U = 0 and their 
velocities. Vertical and horizontal axes represent cross-range and 

slant-range recentered at the central range X = 10000 m, 
respectively. Velocity direction of each target represented by 

respective arrow direction, while velocity magnitude is written 
close to respective arrow in km/h. 

bandwidth of a static target is half the sampling 
frequency k,. 

Fig. 6 displays the target area image focused 
for targets with relative speed a = 1.0 and Doppler 
centroid kDc = 0. The SCR and the CNR are both 
20 dB. Targets 1, 2, and 9 are focused. All other 
targets are defocused as their relative speeds or 
Doppler centroids are different from those used by 
the imaging algorithm. The cross-range coordinate 
at which the defocused &gets are displayed exhibits 
errors with respect to those shown in Table 11. These 
errors increase with the error in the Doppler centroid. 
For displaying purposes, the cross-range motion 
transformed coordinates of targets 6 ,  7 ,  and 8 have 
been wrapped into the interval [-256,2561 m. 

Fig. 7(a) displays the compressed signal in the 
(k,,t = 2X/c )  domain given by (26), corresponding to 
the target area shown in Fig. 6 and using the moving 
target parameters a’ = 1.0, X’ = X, and K& = 0. 
SCR and CNR are both 20 dU, as in Fig. 6.  For 
better perception, Fig. 7(b) shows the moving target 
signatures without ground clutter and system noise. 
For displaying purposes, the slow-time Doppler 
frequency coordinates of targets 6 , 7 ,  and 8 have been 
wrapped into the interval [-7r,7r] rad/m. 

We see from Fig. 7 that, at least visually, only 
targets 6 ,  7, and 8 produce off-vertical aligned 
signatures. This was to be expected as ~ ( k , )  given by 
(28) is proportional to k,” and targets 6,  7, and 8 have 
the larger Doppler centroids among all targets. 

Fig. 8 shows the likelihood ratio test computed 
by Algorithm 4. For illustration purposes, an 
omnidirectional antenna was assumed. In fact, if 
the true antenna A,(k,,w) has been used, then the 
stronger signatures would have totally masked the 
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-150 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA-100 -50 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0- 50 100 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA150 
X-x (m) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Fig. 6. Imaging of target area focused with relative speed zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBACY zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= 1.0 
and Doppler centroid k,, = 0. SCR and CNR both 20 dB. Targets 

1, 2, 9 are focused. All other targets are defocused as their 
relative speeds or Doppler centroids are different from that used 

by imaging algorithm. For displaying purposes, cross-range 
motion transformed coordinates of targets 6, 7, 8 have been 

wrapped into interval [-256,2561 m. 

weaker ones. The algorithm was parameterized with 

kDcMk = 3,  leading to sampling intervals of the relative 
velocity and of the Doppler centroid of 0.02 and 0.25, 
respectively. All moving targets originated spikes 
at correct moving target slant-range coordinates. 
Notice, however, the presence of two spurious spikes 
at slant-ranges -17 and -6. These spikes do not 
produce false alarms because Algorithm zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 selects only 
the moving target with the highest likelihood ratio in 
each iteration. It is worth noting that targets 1,  5 ,  and 
8, although not discernable among the ground clutter 
in Fig. 7, yield a large likelihood ratio, as we can read 
from Fig. 8. 

Fig. 9 shows the likelihood ratio test computed by 
Algorithm 4 after deleting the signature of target 9 
(step 8 of Algorithm 5).  All the remaining targets 1 to 
8 produced spikes at correct moving target slant-range 
coordinates. The spurious spikes present in Fig. 8 at 
slant-ranges -17 and -6 have been removed. 

Table I11 presents the estimation errors of 
parameters (xo,yo,p,v) for the nine moving targets 
present in the target area. Parameters tmax, MF, and 
M, of Algorithms 1, 2, and 3 were set to 2, 10, and 
10, respectively. Algorithms 2 and 3 were applied 
in multigrid fashion using three depth levels. The 
last column of Table I11 shows, for each target, the 
logarithm of the likelihood ratio logZ. The higher 
values of logl correspond to targets with the higher 
SCNR, t, or, equivalently, to targets with small 
spectra{ overlapping with the background spectrum. 
Using the Neyman-Pearson threshold zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA7 = - logP, 
derived in the previous section, the upper bound for 
the probability of false alarm pF allowing the detection 
of all moving targets is PF = 1.5 x lop2. 

Ma = 30, aI = 0.7, “Ma = 1.3, Mk = 24, kDc, = -3, and 

3 1  , i 
-150 -100 -50 0 50 100 150 

X- X (m) 

(4 

3 

2 

3 
9 
3 0  

1 

2 

3 
-150 -100 -50 0 50 100 150 

X- Z (m) 

(b) 

Fig. 7. Compressed signal in ( k , ,X )  domain given by (26), 
corresponding to target area shown in Fig. 6 and using moving 
target parameters CY’ = 1.0, X’ = 2, and KAc = 0. SCR = 20 dB, 

CNR = 20 dB, respectively, as in Fig. 6. (a) Moving target 
signatures plus clutter noise plus system noise. @) Moving target 

signatures. 

Likelihood ratio (omnidirectional antenna) 
9.5 

3 
1 

00 

Fig. 8. Likelihood ratio test computed by Algorithm 4. For 
illustration purposes, an omnidirectional antenna is assumed. All 

moving targets originated spikes at correct moving target 
slant-range coordinates. Presence of two spurious spikes at 

slant-ranges -17 and -6 will not produce false alarms because 
Algorithm 5 selects only moving target with highest likelihood 

ratio in each iteration. 

DIAS & MARQUES: MULTIPLE MOVING TARGET DETECTION AND TRAJECTORY ESTIMATION 615 



9 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBALikelihood ratio (omnidirectional antenna) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
8 5 -  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
8 -  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

7 5  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
7 -  

6 5  

- 

- 

-$do -150 -I00 -so 0 i o  IO0 I50 ZL zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
X-Z (m) 

Fig. 9. Likelihood ratio test computed by Algorithm 4, using 
omnidirectional antenna, after deleting signature of target 9 (step 8 
of Algorithm 5). All remaining targets 1 to 8 originated spikes at 

correct moving target slant-range coordinates. Spurious spikes 
present in Fig. 8 at slant-ranges -17 and -6 have been removed. 

TABLE 111 
Estimation Results for SCR = 20 dB and CNR = 20 dB 

I Initial coord. I Velocity (x103) I GLR 

~~ 

0.5 -1.8 
0.2 0.4 
0.2 0.5 
0.3 -1.0 

-0.5 0.4 
-0.5 1 .o 
-1.6 0. I 
0.1 -1.1 
0.5 4.0 

~ 

0.12 7.9 
0.03 3.2 

-0.06 3.8 
0.03 2.4 
0.03 3.2 

-0.09 4.1 
-0.02 3.5 
0.1 3.4 

-0.4 4.6 

4.17 
8.71 
8.70 
8.62 
5.08 
8.68 
8.70 
5.07 
9.04 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Note: Coordinates are in meters. 

Roughly, the errors in xo and in zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAyo are of the order 
of 0.5 m and 1 m, respectively, being lower than the 
slant-range and cross-range resolutions. The errors 
in /I and v are of the order of 
respectively. The proposed approach yields good 
results even for targets with spectrum totally or almost 
totally superimposed on the background noise, which 
is the case for targets 1, 5, and 8. Extended target 9 
exhibits the largest initial cross-range error. This is 
due to model mismatch, as we assume the targets 
to be point-like. Nevertheless, the estimated moving 
target parameters are still good for many purposes. 

Table IV presents results similar to Table I1 for 
SCR = 14 dB and CNR = 20 dB. The estimates 
are similar to those presented in Table I11 with a 
little degradation mainly for targets 1 and 9. The 
logarithm of the likelihood ratio log1, compared with 
the previous example, decreases by, roughly, 0.5. 

Table V shows the sample root mean square error 
(RMSE) of the moving target velocity estimates zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
( io ,yo , f i ,C)  as a function of the slant-range velocity 
p, for v = 1.2, SCR = 10 dB, and CNR = 20 dB. 

and 4 x 

TABLE I V  
Estimation Results for SCR = 14 dB and CNR = 20 dB zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

I Initial coord. 1 'velocity (xi031 1 GLR 

Target i o - x 0  -* 
0.3 

bt: I -0.5 
"6 -0.5 

-0.06 

-0.09 
-0.2 

-4.8 0.6 
5.1 -0.5 

7.94 
4.41 

4.1 8.01 
8.01 

3.4 4.48 
4.6 8.35 

_ _ _ _ _  

Note: Coordinates are in meters. 

TABLE V 
Sample Root Mean Square Error of (i,,,&,;,G,) as Function of p, 

for v = 1.2, SCR = 10 dB, and CNR = 20 dB 

p RMSE(jZo) RMSEG,,) RMSE(;) RMSE(G) 

0.005 0.64 5.6 6.9 x 10-4 9.4 x 10-3 
0.01 0.66 3.1 3.6 x 10-4 4.4 x 10-3 
0.015 0.22 1.9 2.1 10-4 3.7 10-3 
0.02 0.38 2.0 2.2 10-4 3.2 x 10-3 
0.025 0.33 1.3 1.6 x 10-4 2.9 x 10-3 

Values shown were obtained from 64 Monte Carlo 
simulations per point. Parameter p determines the 
percentage of superposition between background 
and moving target spectra. The selected values of 
p = 0.005, 0.01, 0.015, 0.02, 0.05 corresponds to 
spectral superpositions of 84%, 68%, 51%, 36%, 20%, 
respectively. As expected, estimates improve when 
the spectral superposition becomes lower. For SCR = 
0 dB and CNR = 20 dB the RMSE of s1, is very close 
to the values shown in Table V, whereas the RMSE of 
$o, F ,  and C is higher by a factor ranging between 2 
and 3. 

Often, in real applications., the antenna radiation 
pattern, the clutter power, and the noise power are 
not known exactly. To illustrate the robustness of 
the proposed scheme to model mismatches, we have 
applied the proposed estimation scheme to simulated 
data generated with the mission parameters shown 
in Table I and SCR = 20 dB and CNR= 20 dB, but 
using, in the estimation algorithm and compared with 
the true values, an antenna radiation pattern 10% 
broader, a backscattering coefficient 10% higher, and 
a noise spectral power 10% lower. Table VI displays 
the moving target estimates obtained. In spite of 
model mismatches considered, the results exhibit only 
a little degradation, when compared with those of 
Table I11 computed in a model matched scenario. 

B. Real Data 

In this section, images from MSTAR data public 
collection (see [26]) collected by Sandia National 
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TABLE VI 
Estimation Results with Model Mismatch 

Target 

Initial coord. Velocity zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
~ o - x o  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAFo-yo (c-p)103 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(;-V)IO~ zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

I I 

1 
2 
3 
4 
5 
6 
7 

9 
8 

0.5 -1.0 0.05 3.8 
0.2 -2.5 0.22 2.8 
0.2 -2.2 0.18 3.8 
0.3 -2.1 0.11 2.4 ~ 

-0.5 -0.7 -0.16 3.2 
-0.1 -1.6 0.17 2.4 
-2.6 -1.2 0.15 2.5 

0.5 1.9 -0.20 4.6 
-0.1 1 .o -0.21 -2.5 

Parameter Value 

Carrier frequency 
Chirp bandwidth 

Swath central range 
Depression angle 
Platfonn velocity 

Cross-range sampling interval 
Cross-range resolution 

Slant-range sampling interval 
Slant-range resolution 

9.6 GHz 
591 MHz 
4.5 km 

15" 
220 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAkm/h 
0.203 m 
0.304 m 
0.202 m 
0.305 m 

Laboratory using STARLOS sensor were used. Main 
mission parameters are given in Table VII. Fig. 10 
shows a visible (top) and two X-band (middle and 
bottom) images of the BTR 60 transport vehicle. 
The aspect angles zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof the middle and of the bottom 
images are nearly 0" and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA90°, respectively. Fig. 1 l(a) 
shows an X-band SAR image of ground plus six 
moving targets (transport vehicles BTR 60) focused 
with the wavefront reconstruction algorithm [ 101 (see 
Appendix C) parameterized for static target (i.e., p = 0 
and a = 1). The true vehicle positions, at U = 0, are 
indicated with numbered white circles. For better 
perception, Fig. 1 l(b) shows (as a negative) only the 
image of moving vehicles. Notice.that only vehicle 
1 is correctly focused and located. The remaining 
vehicles are blurred or wrongly located or both, as the 
image was focused using static target parameters, i.e., 
p = 0 and Y = 1. The shape of the blurring depends 
on the moving target velocity mismatch. Target 2 is 
blurred along cross-range, due to a relative velocity 
mismatch; targets 3 and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA4 are split due to a fractional 
Doppler centroid mismatch; finally, targets 5 and 6 are 
blurred in both directions, due to relative velocity and 
Doppler centroid mismatches. 

The clutter signature in the &,U) domain was 
computed by reversing the wavefront reconstruction 

Fig. 10. 
BTR 60 transport vehicle (data from MSTAR data public 

collection). Aspect angles of middle and bottom images nearly 00 
and go", respectively. 

Visible (top) and X-band (middle and bottom) images of 

steps described in Appendix C. First, we compute 
expression S(k,,k,) [see (78)] and then interpolate 
this function to obtain zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAS,(k,,w) in a rectangular grid 
according to (75) and (76) for Q: = 1. The nth moving 
targets signature was generated, according to (S), by 
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c zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA-100 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA-80 -60 -40 -20 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA20 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA40 60 80 100 

X-f (m) 

(a) 

-U2 ku zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(radh) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA14/2 

Estimated magnitude of antenna pattern zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAo(ku). Fig. 12. 

-100 -80 -60 -40 -20 0 20 40 60 80 100 
X-X (m) 

(4 

Fig. 11. Real scene focused using parameters ( p  = 0,v = 1). 
(a) X-band image containing moving targets (transport vehicles 
BTR 60) over ground clutter. True vehicle positions, at U = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0, 
indicated with numbered white circles. (b) Same as (a), but 

displays only moving targets in negative and focused with static 
targets parameters (i.e., p = 0 and v = 1). Both data (moving 

targets and ground clutter) built using data from MSTAR data 
public collection. 

computing 

I 

(48) 
where indexes i and n denote the ith pixel of the nth 
moving target. 

be'measured or estimated from a point target. In the 
present data set, although there are strong targets, we 
are not sure if they are point-like. For this reason we 
resort to power spectrum estimation tools to determine 
the shape of the antenna radiation pattern lAo(ku,w)l, 
the variance PIA&,)12 + zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAy of the clutter plus noise 
signature w(k,,t), and the pulse P(w).  Concerning the 
variance PIAo(k,)12 + y. an homogeneous rectangular 
region (north-east and south-west coordinates 

In a real scenario, the antenna radiation pattern can 

(100, -60) and (5,20), respectively, in Fig. 11) was 
selected, then computed the sample mean of Iw(k,,t)12 
along t coordinates and finally applied smoothing 
along k, coordinate. The magnitude of pulse function 
IP(w)l was determined using a similar procedure. 

Fig. 12 shows the estimated magnitude of the 
antenna radiation pattern. Notice that the cross-range 
sampling frequency k, is only marginally above the 
Nyquist frequency, thus placing stringent performance 
requirements on the moving target detector, as these 
target signatures will always overlap, at least partially, 
the clutter signature, regardless of the slant-range 
velocity. 

In simulating the moving targets signatures, the 
estimated magnitude of Ao(ku) and P(w) have been 
used. One notes that, although lA0(kJ and IP(w)I 
might be different from A&,) and P(w),  this has 
no impact on the results, as the performance of the 
detection and estimation schemes proposed in the 
previous section depends only on the magnitudes of 
those functions. 

Table VI11 shows the parameters of the six vehicles 
moving in the target area. The SCR with respect to the 
strongest moving scatterer is 30 dB for target 1 and 
20 dB for targets 2 to 6 .  Initial positions no and yo are 
relative to the strongest moving scatter. The Doppler 
centroids normalized to the Nyquist frequency of 
targets 1-2, 3-4, 5 and 6 are 0.0, 0.5, 1.75 and -1.75, 
respectively. 

the initial cross-range position yo of targets 5 and 
6, all estimates are very accurate. The error of the 
initial position xo and of the motion transformed 
coordinates X and Y are less than 1 m; the error of 
the slant-range velocity p and of the cross-range 
velocity estimates are less 0.4% and I%, respectively. 
Concerning the initial cross-range position yo, targets 
5 and 6 present the larger errors, the reason being the 
extended nature of the targets. In fact, a thorough 
inspection of the vertical tank shown in Fig. 10 
reveals that the most predominant scatterers are very 

Table IX presents the estimation errors. Excepting 
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TABLE VI11 
Moving Target Parameters of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBASix Tanks Spotted in Fig. 1 1  

I Initial coord. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAI Rel. vel. 1 Vel. (km/h) 

40 -40 0.0 '1.1 
0.0385 1.0 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Note: Coordinates are in meters. 

TABLEIX . . 

Estimation Results For Six Extended Targets Shown in Fig. 11 

1 Initial coord. MT coord. . I  Rel. vel. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA( x  lo2) 

0.00 -2.2 
-0.18 -0.86 
0.00 -2.03 
0.01 -1.3 

~ -0.36 -8.36 
-0.11 5.01 

0.0 0.0 
-0.18 0.0 
-0.08 -0.02 
0.09 0.2 
-0.01 -1.15 
0.12 1.00 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

0.05 0.01 
0.02 0.02 
0.04 -0.004 
0.03 -0.073 
-0.15 0.021 
-0.20 -1.00 

~~ - 

Note: Coordinates are in meters. 

close in reflectivity and aligned along the cross-range 
coordinate. Theses two targets interfere generating 
an equivalent Doppler domain dependent reflectivity 
f ( k u )  that distorts the antenna radiation pattem 
A&), leading to errors on the relative slant-range 
velocity. This phenomenon is equivalent to having 
targets with reflectivities dependent on the aspect 
angle. Surprisingly, the errors induced by these 
model mismatches are perfectly acceptable with 
respect to the slant-range velocity itself, the same 
not being true for the initial position yo. While we 
obtained errors smaller than 2 m for those targets 
exhibiting a clearly predominant scatterer, this was 
not the case with targets 5 and 6, for which we 
obtained errors of the initial cross-range positions 
of 5.01 ,m an$ -8.36 m, respectively. Recall that 
&, = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(bX + GY)/& and that X N 4500 m; therefore, 
to have errors less than, say, 1 m in jo ,  the relative 
slant-range estimate 
error smaller than 2.2 x lop4. This is not achieved 
for targets 5 and 6 ,  where the errors of the relative 
slant-range velocities are -1.5 x and -2.2 x 

must exhibit an absolute 

respectively. 

C. Limitations of Proposed Method 

The proposed method was developed under two 
main assumptions: 1) targets are point-like and 2) the 
slant-range velocity satisfies zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp << c/(BD,). The first 
assumption is violated when the target is extended 
and does not have any predominant scatterer; the 
second assumption is more restrictive in SAR systems 

with high resolution in the slant-range direction 
(large pulse bandwidth B )  and low resolution in the 
cross-range direction (large cross-range length D,), 
not a very common scenario. 

random variable s,, introduced in ( 3 9 ,  is not valid 
in the case of an extended target. A solution to this 
problem is modelling extended targets as arrays of 
discrete point targets, each one with reflectivity & and 
distance di to a reference point. The mean value of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
s, would then be given by E[s,] = ai Cnfne-j(k"ldn'a), 

The determination of and d,, for i = 1,. . . is out 
of the scope of this paper. Anyway, as most natural 
and man-made extended targets have predominant 
scatterers exhibiting nearly point-like behavior, the 
proposed approach applies largely to these 
targets. 

Concerning limitation 2, it can be overcome by 
partitioning the fast-time frequency interval into N 
subsets of equal length such that the condition p << 
(cN) / (BD,)  becomes true, and apply the proposed 
method to one of the resulting data sets. If the 
accuracy of the estimates is poor, one may compute 
the sample mean of the moving target parameter 
estimates from all the data sets. 

Concerning limitation 1, the mean E[si]  = f a i  of 

V. CONCLUSIONS 

The paper presents a novel methodology to detect 
multiple moving targets in stripmap SAR and to 
estimate their trajectory parameters using a single 
sensor. By taking into account the antenna radiation 
pattem, the proposed algorithm determines, for each 
moving target (assumed to have constant velocity), not 
only the target location in the slant-plane, but also the 
two components of the velocity vector (cross-range 
and slant-range velocities). Therefore, the so-called 
azimuth position uncertainty inherent to single sensor 
based systems is solved. 

Whatever the domain (i.e., space, frequency, 
or mixed) adopted to detect the moving targets 
and estimate their parameters, their signatures are 
spread over a two-dimensional set, thus introducing 
complexity in any processing scheme. To reduce this 
complexity, a step was introduced that compresses 
moving target signatures along the slow-time Doppler 
domain for a given fast-time. Besides compressing 
moving targets signatures, this step yields, for each 
moving target candidate, the slant-range motion 
transformed estimate and an approximate estimate of 
the relative speed. 

A generalized likelihood ratio test approach 
was then adopted to detect moving targets and 
derive their trajectory parameters. Determining the 
maximum likelihood estimate necessary to compute 
the generalized likelihood ratio test would amount 
to a multidimensional nonlinear optimization of the 
unknown parameters, with unbearable computational 
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burden. Instead of computing the exact maximum 
likelihood estimate, a suboptimal approach was 
adopted that iteratively maximizes the likelihood 
function on given subsets of the search space. 
The detection threshold was set according to the 
Neyman-Pearson criterion. Is was found that in the 
ideal case of perfect knowledge of density parameters 
(clairvoyant detector), the detector performance 
depends only on optimal SCNR,,, obtained with 
the matched filter (filter matched to the signal 
signature immersed in clutter plus system noise). As 
an indication of the detector performance, for a false 
probability of 
greater that 0.8 for SCNR,,, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2 10. 

The effectiveness of the proposed method was 
illustrated with synthetic and real data. In the 
former case we simulated an S-band image with 8 
point moving targets and an extended target with 
a predominant scatterer. For SCR zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= 20 dB and 
CNR = 20 dB we obtained estimates of the relative 
slant-range and cross-range velocities within an error 
of, approximately, 0.01% and of 0.4%, respectively. 
The initial position coordinates displayed errors less 
than the slant-range and cross-range resolutions. These 
values only degrade slightly for SCR = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA14 dB and 
CNR = 20 dB. 

Real data results were obtained from X-band 
images of the MSTAR public data collection collected 
by Sandia National Laboratory using STARLOS 
sensor. The ground clutter and moving target 
signatures (transport vehicles BTR zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA60)  were obtained 
by resynthesizing the respective reflectivities using an 
inverse wavefront reconstruction algorithm. The SCR 
of all moving targets, measured with respect to the 
strongest moving scatter was less than 20 dB. With 
the exception of the initial cross-range position, all 
estimates were very accurate. The errors of the initial 
position zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAxo and of the motion transformed coordinates zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
X and Y are less than 1 m; the error of the slant-range 
velocity p and of the cross-range velocity estimates 
are less 0.4% and 1%, respectively. Concerning 
the initial cross-range positions, we obtained errors 
smaller than 2 m for those targets exhibiting a clearly 
predominant scatterer. This was not the case for 
targets 5 and 6 that had two predominant targets with 
similar reflectivity at the same cross-range motion 
transformed coordinate. For these targets the error of 
the initial cross-range position is 5.01 m for target 5 
and -8.36 for target 6 .  

The major limitations of the proposed method 
are the assumptions of 1) independence of the 
antenna radiation pattern with respect to the fast-time 
frequency, and 2) of point-like moving targets. The 
first limitation can be circumvented by partitioning 
the fast-time frequency into small subsets and 
applying the proposed technique to the resulting 
data bases. The solution for the second limitation 

we have a detection probability 

is modelling extended targets a s  arrays of discrete 
point targets, each one with a given reflectivity and 
distance to a reference point. This approach is to be 
exploited in future work. Anyway, as most natural 
and man-made extended targets have predominant 
scatterers exhibiting nearly point-like behavior, the 
proposed approach applies generally to these targets. 

APPENDIX A. FAST-TIME COMPRESSED SIGNAL 
i 

We wish to compute the fast-time compressed 
signal zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

smc(k,,t) = F G ~  [~~(k,,w)~*(w)ej~'(~~.")] (49) 

where Sm(k,,w) is given by (24) and $'(k,,w) is 
given by (12) for moving target parameters (a' ,X',O). 
Introducing Sm(ku,w) and $'(k,,w) into (49), we 
obtain 

(k  t )  = ~ - 1 [ l p ( ~ ) 1 2 A ( k  ) f e - j ~ ( k . . ~ ) e - j k u ( Y l c u ) ~  
mc U ?  (4 

(50) 
with 

(5 1) 
Expanding < in Taylor series about k, = 0, we get 

Assuming that 

64nk3 l$-#<E 
then, phase A in (52) satisfies lAl K n, thus being 
negligible. 

By the same token we have 

( 5 3 )  

with Ak = k - k,. 

and the resulting expression for <(k,,w) into (50), we 
obtain 

smc(k,,t) = FGf [IP(w)12A(k,)fe-ju.r(ku)e-h(ku))] 

Noting that k = k, + w/c,  inserting (53) into (52) 

(54) 
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where zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
r(k,) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAE 

c 

with zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcp = 2k0(X - X' ) .  
Assume that the variations of A(k,,w) are 

neglegible within the frequency support of P(w). 
According to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(21), this is true if 2pAk << Ak,, where 
Ak, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAN (47rlDy) and A k  = 27rB/c (B  is the pulse 
bandwidth) are the bandwidths of Ao(k,) and P(kc), 
respectively. The inequality above can then be the 
rewritten as zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp << zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAc/(BD,). 

Under these conditions the inverse Fourier 
transform (54) yields 

Smc(k,,t) = f R J t  - ~(k, ) ]A(k, )e- jv(~~) .  

where RJt)  is the autocorrelation of the transmitted 
pulse p( t ) .  

APPENDIX B. BACKGROUND STATISTICS 

According to (26) and(30), the static ground term 
w is 

w(k,,t) = FGt [~o(k,,w)P*(w)e~'(k~w)] (58) 

where phase +'(k,,w) is given by (12). Introducing 
S,(k,,w) [see (25)] into (58) yields 

n 1 ~ ~ ( w ) l ~ b ( k , >  C f n e - J b ( k ~ , w ) e - J k ~ ~  

(59) 
with 

(60) 
Proceeding as in Appendix A, we conclude that 

w(k,,t) = &(k,)Cf,R,[t - tn(ku)]e-jvn(ku) 
n 

where 

Let us assume that the number of scatterers per 
resolution cell is large, none is predominant, the 
echo amplitudes zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAf,, n = 0,1,. . .,N - 1 are mutually 
independent and have phase uniformly distributed in a 
27r interval independent of its amplitude. Under these 
conditions w(k,, t )  has complex Gaussian density [27], 

and the random complex amplitude zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAf, has mean value zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
and variance 

(63) 

E [ f f ; I  = amno;> (64) 

E[~,I = E [ I P ~ I I ~  = 0 
=O 

where am, is the Kronecker symbol, and ai is the nth 
scatterer radar cross-section. This statistic implies that 
E[w(k,,t)] = 0 and that the covariance Cw(kul,kUz) 
E[w(kUl ,t)w*(kUz,t)] be given by 

Cw(k,, ,kUJ = AO(kul ,k,2)CPa~Rne-j[~n(kui)-nl(knZ)1 
n 

(65) 
where 

According to expression (62) it follows that 

= Xnk, + Y,k, + 5 
Thus, 

CW(kUl ,kUJ = A,(kUl &)e-jt (70) 

. , (71) x a,ORne-jkoxne-jkb% 
n 

Function RP[t - t,(k,)] has its energy highly 
concentrated about t,(k,) = t ,  or, according to (61), 
about 

c t + 2 +  (q2 2a'k0 

* +  (&)2 . 

x, = x' 

Assuming that lk,/(2a'ko)12 << 1 ,  then R(Xn,kul,kUz) E 

R,, has its energy clustered about X ,  = X'  + (c/2)t.  
Having in mind that the backscattering coefficient 

a"(X,Y) at ( X , Y )  is given by 

Cr"(X,Y)=A-' a; 

{n:(X,,Y,)E&X,Y)} 

where A ( X , Y )  is a small rectangle of area A centered 
at (X ,Y) ,  then expression (70) can be approximated by 
the integral 

x ao(X, Y)e-Jkaxe-jkbydXdY. (72) 
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The high resolution of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAR ( X ,  ku,, kuz),  with respect to X 
allows writing 

CW(kUl A,) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
= zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAo(kul,ku,)e-JE 

R ( X ,  kU l ,  ku2)e-jkaxdX 

S(ku1 A,) Oo(x"kb) 

with X" = X' + ( c / 2 ) t .  
Function S(kul ,kuz) is the Fourier transform of 

R ( X ,  ku l ,  kuz) with respect to X computed at k, = (k:, - 
k:, ) / (4kO) and a"(X,kb)  is the Fourier transform of of 
O ' ( X , Y ) Z ~ ~ , ~ , ( Y )  with respect to Y ,  where ZlF,51(Y) is 
the indicator function of set [Y l ,  Y2]. 

Assuming that a" (X ,Y)  is constant with respect to 
Y E [&,%I, i.e., a " ( X , Y )  = a " ( X )  for Y E [Y,,Y2], then 
a"(X",kb) = e-kbYLao(X")Sa(kbL/2), with 
/ 2 ,  L = % - 5, and Sa(x) = sin(x)/x. Moreover, if 
kb = ku, - ku, = 217r/L, with zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1 E Z, then 

= (Yl + zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAq) 

CW(kUl , k,) = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa"LE,, IAo<ku>12al ( 7 3 )  

where a" a"(X) ,  ER S(ku,ku) denotes the energy 

of I R , , [ c X / ~ ] ~ ~ ,  and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA6, denotes the unitary impulse. 
If a o ( X , Y )  is not constant with respect to Y ,  

then function a o ( X ,  ku, - k,,) becomes more broad. 
However, since lk,l << 1, it is still reasonable to 
assume in most situations that S(kul ,kUz)  is much 
more smooth than ao(X,ku l  - kuz).  In this case we 
have 

Cw(kul ,kuz)  = e-j5ERpAO(kul , kuz )~o (X" , ku2  - kul ). 

( 7 4 )  

APPENDIX C. WAVEFRONT RECONSTRUCTION 
ALGORITHM 

This appendix summarizes the matched filtering 

Let k, and k, be defined as 
approach to SAR imaging. 

2 

kx = /4k2 - (5) (75) 

for (w,k,) E SPA, where SPA is the frequency support 
of P(w)A(k, ,w).  The received signal (8) can thus be 
written as 

S(ku,w) = P(w)A(ku,w)fe-jkxXe-jkyY. (77 )  

We assume that 4k2 - 
This condition, always satisfied in any application of 
interest, implies that k, is always real. 

> 0 for (w,k,)  E SPA. 

In the case of an extended moving target with 
'all its elementary scatterers having the same relative 
speed a, the returned signal is 

S(k,, k,) = P(w)A(k, ,  U )  J'(x,y)e-JkxXe-Jky ' d  x d y  . zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
L / 

F(kx zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA, k y )  

J's 
( 7 8 )  

Estimating f ( X ,  Y )  is therefore an inverse problem 
that can be addressed under the regularization [28 ] ,  
the Bayesian [ 2 9 ] ,  or the matched filtering [ 7 ,  ch. 21 
frameworks. The matched filtering approach is the 
most frequently used in SAR applications, as it is 
lighter, from the computational point of view, and 
robust to model mismatches. 

Matched filtering is performed both in fast-time 
and in slow-time. It amounts tu compute the inverse 
Fourier transform 

h x ,  y ,  a)  = F&y, [P*(w)A* (k, 9 

x f (w)A(k, ,w)F(kx,ky) l .  (79) 

In summary, the matched filtering approach to 

1) It computes the two-dimensional Fourier 

2 )  It implements the change of variables ( 7 5 )  and 

3 )  It computes the two-dimensional inverse 

This imaging scheme belongs to a class of 

SAR imaging implements the following steps. 

transform of data s(u.t). 

(76). 

Fourier transform (79) .  

algorithms often referred to as wavenumber domain 
or w - k processors, or wave front reconstruction in 
Soumekh's terminology [lo, 51. The roots of this 
imaging scheme can be traced back to seismic signal 
processing for imaging the substrata of the Earth 
[30 ,  311. These ideas were later applied to imaging 
of SAR data (see, e.g., [32-341). 
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