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MULTIPLE ORTHOGONAL POLYNOMIALS
FOR CLASSICAL WEIGHTS

A. I. APTEKAREV, A. BRANQUINHO, AND W. VAN ASSCHE

Abstract. A new set of special functions, which has a wide range of appli-
cations from number theory to integrability of nonlinear dynamical systems,
is described. We study multiple orthogonal polynomials with respect to p > 1
weights satisfying Pearson’s equation. In particular, we give a classification
of multiple orthogonal polynomials with respect to classical weights, which is
based on properties of the corresponding Rodrigues operators. We show that
the multiple orthogonal polynomials in our classification satisfy a linear differ-
ential equation of order p+ 1. We also obtain explicit formulas and recurrence
relations for these polynomials.

1. Introduction

In this work we consider properties of multiple orthogonal polynomials Q~n of
vector index ~n = (n1, n2, . . . , np). These are polynomials of one variable with
degQ~n = |~n| :=

∑p
j=1 nj , which satisfy the following orthogonality conditions with

respect to p weights wj supported on contours γj (j = 1, . . . , p):∫
γj

Q~n(z)zνwj(z) dz = 0 , ν = 0, . . . , nj − 1 , j = 1, . . . , p.(1.1)

Our attention goes to classical weights, by which we mean that each of these weight
functions is a solution of Pearson’s differential equation

(φ(z)w(z))′ + ψ(z)w(z) = 0 ,(1.2)

with polynomial coefficients φ and ψ. These multiple orthogonal polynomials ap-
pear as common denominators in Hermite-Padé rational approximation (of type II)
to p functions near infinity, in the same way as ordinary orthogonal polynomials
arise in Padé approximation to a function near infinity (see, e.g., [12, Chapter 4],
where these polynomials are called polyorthogonal polynomials). Many of these
polynomials have already been studied and applied to diophantine number theory,
rational approximation in the complex plane, spectral and scattering problems for
higher-order difference equations and corresponding dynamical systems (see the
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survey papers [1], [4], [12], [13], [16], [18]). In [4] a classification was given of mul-
tiple orthogonal polynomials with respect to semiclassical weights of class s ≥ 1,
where s = max{degφ−2 , degψ−1}, and the weights for the orthogonality relation
in (1.1) are the same, but restricted to different contours γj for which

∆γjφ(z)zν = 0 , ν = 0, 1, . . . , j = 1, 2, . . . , p ,(1.3)

where ∆γf(z) indicates the difference of f at the endpoints of γ. A remarkable
feature of such semiclassical multiple orthogonal polynomials is the fact that the
polynomials with diagonal indices (n, n, . . . , n) can be represented with the help of
a Rodrigues formula:

Q~n(z) = w−1(z)
dn

dzn
(w(z)φn(z)) .

In this work we will focus on the cases for which the weight functions wj in the
orthogonality relations (1.1) satisfy a Pearson equation of the form

(φ(z)w(z))′ + ψj(z)w(z) = 0,

and since the polynomial φ is now the same for each weight function, all the wj for
s = 0 are defined on the same contour γ.

In Section 2 we give a classification of multiple orthogonal polynomials which can
be represented by means of a product of Rodrigues operators. The commutativity
of these operators is a sufficient condition for the orthogonality relations (1.1) (see
Theorem 1). We investigate the cases when these Rodrigues operators commute,
and as a result we obtain a variety of semiclassical (s > 0) and classical (s = 0)
multiple orthogonal polynomials. In particular, for the classical weights we obtain
the following classification (Rodrigues formulas):

(1.4) Q~n(z) =
(
w−1
p (z)

dnp

dznp
wp(z)znp

)
· · ·
(
w−1

2 (z)
dn2

dzn2
w2(z)zn2

)(
w−1

1 (z)
dn1

dzn1
w1(z)zn1

)[
φ(z)
z

]|~n|
,

where φ and the weights {wk} are taken from Table 1,

Table 1.

φ {wk}pk=1 Case
z2 zαk exp(γ/z) Bessel

z(z − 1) zαk(z − 1)α Jacobi-Piñeiro
z zαk exp(βz) Laguerre I

and

(1.5) Q~n(z) =
(
w−1
p (z)

dnp

dznp
wp(z)

)
· · ·
(
w−1

2 (z)
dn2

dzn2
w2(z)

)(
w−1

1 (z)
dn1

dzn1
w1(z)

)
φ|~n|(z),

where φ and the weights {wk} are taken from Table 2.
Some special cases of classical multiple orthogonal polynomials have already

been considered by others. For example, the case of Jacobi-Piñeiro polynomials
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MULTIPLE ORTHOGONAL POLYNOMIALS 3889

Table 2.

φ {wk}pk=1 Case
z zα exp(βkz) Laguerre II
1 exp(δ/2z2 + βkz) Hermite

given in Table 1 was studied by L. Piñeiro (cf. [11]) and in [3], [18]; the case
of Laguerre I polynomials was considered by V. N. Sorokin in [14] and in [18];
Laguerre II polynomials appeared in [12] and [18]; multiple Hermite polynomials
were mentioned in [18]. Most of the examples above first appeared in the context of
simultaneous rational approximation (Hermite-Padé approximation) for a system
of analytic functions with common singularities. Polynomials obtained by means of
a product of Rodrigues operators appear for instance in irrationality proofs, such
as the irrationality of π2 and ζ(3). See, for instance, [6, Appendix 2] and [5] where
such polynomials are disguised by several integrations by part, and [15], [16].

In Section 3 we present explicit formulas for the polynomials from Tables 1 and 2
and for the recurrence coefficients of the four-term recurrence relation when p = 2.
Multiple orthogonal polynomials possess different types of recurrence relations. For
example, from the Rodrigues formulas (1.4)–(1.5) it follows that

p+1∑
ν=0

tν,k(z)Q(n1,...,nk−1,nk+ν,nk+1,...,np)(z) = 0

for any k = 1, . . . , p with polynomial coefficients

deg[tν,k] ≤ 1, ν = 0, . . . , p+ 1, k = 1, . . . , p.

However, we are interested in the recurrence relations that connect the polynomials
Q~n along the step line in the multidimensional table

(n1, n2, . . . , np)→ (n1 + 1, n2, . . . , np)→ (n1 + 1, n2 + 1, . . . , np)→ · · · .

This type of recurrence relation is connected with the spectral theory of non-
symmetric difference operators and the corresponding nonlinear dynamical systems,
like the higher-order non-symmetric generalization of the Toda lattice, known as
the Bogoyavlenskii lattice ([2], [9], [17]). The existence of such a type of recur-
rence relation for general multiple orthogonal polynomials in the diagonal case
(n1 = n2 = · · · = np) was proven in [9], [10].

In Section 4 we prove our main result (Theorems 2 and 3) that these systems
of multiple orthogonal polynomials satisfy an ordinary linear differential equation
of order p + 1 with polynomial coefficients and give a recursive representation for
the coefficients of this equation. For p = 2 we present explicit expressions for the
coefficients of this differential equation.

In Section 5 we obtain more detailed information about multiple Hermite poly-
nomials. For example, it is known that for the usual Hermite polynomials (p = 1)
the following differential equation holds:

Q′′n(z) + (δz + β)Q′n(z)− δnQn(z) = 0 , n = 0, 1, . . . .(1.6)
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For the case p = 2 we have

(1.7)
Q′′′(n1,n2)(z)+(2δz+β1+β2)Q′′(n1,n2)(z)+[(δz+β1)(δz+β2)−δ(n1+n2−1)]Q′(n1,n2)(z)

− δ[n1(δz + β2) + n2(δz + β1)]Q(n1,n2)(z) = 0.

The recurrence relation for the usual Hermite polynomials (p = 1) is

Qn+1(z) = (δz + β)Qn(z) + δnQn−1(z),

and for multiple Hermite polynomials with p = 2 it becomes

Q(n1+1,n2)(z) = (δz + β1)Q(n1,n2)(z) + δ(n1 + n2)Q(n1,n2−1)(z)

+ δn1(β2 − β1)Q(n1−1,n2−1)(z).

We also give explicit expressions for the coefficients of the differential equation and
for the recurrence coefficients for these multiple Hermite polynomials for arbitrary
p (see Theorems 4 and 5).

In order to have a more complete understanding for the background of these
results, it may be helpful to look at the section “Open problems” in [18].

2. Properties of Rodrigues operators and multiple orthogonality

2.1. General properties. We start with some properties of Rodrigues operators

D[f ] = w−1(z)
dn

dzn
[w(z)φn(z)f(z)] ,(2.1)

where w is a solution of the Pearson equation

(φw)′ + ψw = 0 , or
w′

w
= −ψ + φ′

φ
,(2.2)

with polynomial coefficients φ and ψ, and we define the class s by setting s =
max{degφ− 2 , degψ − 1}.

Proposition 1. Let φ be a polynomial given as a product of its polynomial factors

φ(z) = q1(z)q2(z) . . . q`(z),(2.3)

and let T be an arbitrary polynomial with deg T = N . Then for an arbitrary vector
index ~r = (r1, . . . , r`) ∈ Z`+ we have

D[qr11 q
r2
2 . . . qr`` T ] = qr11 q

r2
2 . . . qr`` T̃ ,(2.4)

where T̃ is some polynomial with deg T̃ ≤ (s+ 1)n+N .

Proof. From (2.2) it follows that

w(m)(z) =
Bm(z)
φm(z)

w(z),

where Bm(z) is a polynomial, degBm ≤ m(s+ 1). Now applying the Leibniz rule
to the left-hand side of (2.4), we have

D[qr11 q
r2
2 . . . qr`` T ] =

n∑
ν=0

(
n

ν

)
Bn−ν
φn−ν

(
φn
∏̀
i=1

qrii T

)(ν)

.
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Applying the Leibniz rule again to the ν-th derivatives on the right-hand side, we
obtain (

φn
∏̀
i=1

qrii T

)(ν)

=
ν∑
η=0

(
ν

η

)
(φn)(ν−η)

(∏̀
i=1

qrii T

)(η)

.

Notice that (φn)(ν−η) has the factor φn−ν+η and the polynomial φη
(∏`

i=1 q
ri
i T
)(η)

has the factor
∏`
i=1 q

ri
i ; hence, the left-hand side of (2.4) is a polynomial and this

polynomial has the factor
∏`
i=1 q

ri
i . The proposition is proved. �

As a consequence of this proposition we introduce the weighted Rodrigues oper-
ator

D̃~r[f ] = D

∏̀
j=1

q
−rj
j f

 ,(2.5)

where D is the operator defined in (2.1) and φ is given by (2.3). Now we will
deduce some properties for the family of weighted Rodrigues operators {D̃k,~rk}

p
k=1,

with ~rk = (r1,k, . . . , r`,k) and

D̃k,~rk [f ](z) = w−1
k (z)

dnk

dznk

wk(z)φnk(z)
l∏

j=1

q
−rj,k
j (z)f(z)

 ,(2.6)

where {wk} is a family of solutions of Pearson’s equation with a fixed polynomial
φ and a family of polynomials {ψk}, i.e.,

(φwk)′ + ψkwk = 0, k = 1, . . . , p.

Our goal is to study the polynomials defined by products of Rodrigues operators.
Proposition 1 immediately gives:

Proposition 2. The function Q~n, defined as

Q~n(z) =

(
p∏
k=1

D̃k,~rk

) p∏
k=1

∏̀
j=1

q
rj,k
j (z)

 ,(2.7)

is a polynomial of degree at most (s+ 1)|~n|.

2.2. Commutativity and multiple orthogonality. Before stating the main re-
sult of this section, we recall some notions concerning moment-generating semiclas-
sical functionals of class s. In [4] the authors showed that the solutions of a Pearson
equation of class s together with the family of homotopically independent contours
of integration Γ = {γj}s+1

j=1, such that ∆γjφ(z)w(z)zν = 0 for j = 1, . . . , s + 1,
ν = 0, 1, . . ., form a family of integral functionals

f 7→
∫
γj

f(z)w(z) dz , j = 1, . . . , s+ 1 ,

where the system of contours Γ depends only on the position of the zeros of the
polynomial φ. So if we take ψ from the family {ψk}pk=1, we will have the family of
integral functionals

f 7→
∫
γj

f(z)wk(z) dz , j = 1, . . . , s+ 1 , k = 1, . . . , p .(2.8)
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The following theorem shows that if the family of weighted Rodrigues operators
that defines the polynomial Q~n, consists of commuting operators, then (2.7) gives
a multiple orthogonal polynomial.

Theorem 1. Let {wk}pk=1 be a family of weights satisfying a Pearson equation

(φ(z)wk(z))′ + ψk(z)wk(z) = 0, k = 1, 2, . . . , p ,

which, when restricted to the same system of contours Γ, form p(s+1) semiclassical
functionals as in (2.8). If for some {nk, ~rk}pk=1 the Rodrigues operators {D̃k,~rk}

p
k=1

defined by (2.6) commute, i.e.,

D̃k,~rk ◦ D̃m,~rm = D̃m,~rm ◦ D̃k,~rk , k,m ∈ {1, 2, . . . , p} ,

then the polynomials {Q~n} defined by (2.7) are multiple orthogonal polynomials of
index

(n1, . . . , n1︸ ︷︷ ︸
s+1

, n2, . . . , n2︸ ︷︷ ︸
s+1

, . . . , np, . . . , np︸ ︷︷ ︸
s+1

)

with respect to the family of integral functionals (2.8), i.e.,∫
γj

Q~n(z)zνwk(z)dz = 0 , ν = 0, 1, . . . , nk − 1 ,(2.9)

for j = 1, . . . , s+ 1 and k = 1, . . . , p.

Proof. Because of the commutativity of the operators it is sufficient just to check
(using integration by parts) the first group of orthogonality relations in (2.9), i.e.,
the case k = 1 in (2.9) (see [4] for details, where the theorem was proved for
p = 1). �

For a better understanding of the above theorem, we present an example of how
this can be applied.

Example. The polynomial

Q(z) = w−1
2

dn2

dzn2

[
w2z

n2w−1
1

dn1

dzn1

[
w1z

n1(1 − z)n1+n2
]]
,

of degree 2(n1 + n2), with

(2.10) wk(z) = zαk(1 − z)αeβz, k = 1, 2, β < 0, α1 − α2 /∈ Z,

satisfies 2(n1 + n2) orthogonality relations∫ 1

0

Q(z)zνwk(z) dz = 0, ν = 0, . . . , nk − 1, k = 1, 2,∫ ∞
1

Q(z)zνwk(z) dz = 0, ν = 0, . . . , nk − 1, k = 1, 2.

This follows from Theorem 1 and from the fact (see Proposition 3 below) that
the Rodrigues operators corresponding with the weights w1 and w2 from (2.10)
commute.
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2.3. Classification by commutativity. Now we will clarify which weighted Ro-
drigues operators commute. This commutativity gives us families of multiple or-
thogonal polynomials with respect to solutions of the corresponding Pearson equa-
tion.

Proposition 3. Let {wk}pk=1 be a set of solutions of Pearson’s equation with coef-
ficients {φ , ψk}, such that

wk(z) = qαk(z)f(z) , k = 1, . . . , p,

where q is one of the polynomial factors of φ of degree 1. Then the weighted Ro-
drigues operators, defined by

D̃k := w−1
k (z)

dnk

dznk
wk(z)qnk(z), k = 1, . . . , p,

commute.

Proof. It is sufficient to consider the case q(z) = z and p = 2. Let us consider the
result of applying the product of the operators to an arbitrary function h,

D̃1 ◦ D̃2[h(z)] = f−1(z)z−α1
dn1

dzn1

[
zα1+n1−α2

dn2

dzn2

[
zα2+n2f(z)h(z)

]]
.

Taking the formal power series (Laurent) expansion

f(z)h(z) =
∞∑

ν=−∞
cνz

ν ,

we have

D̃1 ◦ D̃2[h(z)] = f−1(z)
∞∑

ν=−∞
cνz
−α1

dn1

dzn1
zα1+n1−α2

dn2

dzn2
zα2+n2+ν

= f−1(z)
∞∑

ν=−∞
cνz
−α1

dn1

dzn1
zα1+n1+ν(α2 + ν + 1)n2

= f−1(z)
∞∑

ν=−∞
cν(α1 + ν + 1)n1(α2 + ν + 1)n2z

ν

= D̃2 ◦ D̃1[h(z)] .

This proves the proposition. �

Proposition 4. Let {wk}pk=1 be a set of weights such that

wk(z) = eβkzf(z) , k = 1, . . . , p .

Then the weighted Rodrigues operators

D̃k := w−1
k (z)

dnk

dznk
wk(z) , k = 1, . . . , p,

commute.
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Proof. We have to check that D̃1◦D̃2[h(z)] = D̃2 ◦D̃1[h(z)]. Take the formal power
series expansion f(z)h(z) =

∑∞
ν=−∞ cνz

ν; then we have

D̃1 ◦ D̃2[h(z)] = f−1(z)
∞∑

ν=−∞
cνe
−β1z

dn1

dzn1
e(β1−β2)z d

n2

dzn2
eβ2zzν

= f−1(z)
∞∑

ν=−∞
cνe
−β1z

dn1

dzn1
eβ1z

n2∑
m=0

(
n2

m

)
βn2−m

2 (−1)m(−ν)mzν−m

= f−1(z)
∞∑

ν=−∞
cν

n1∑
l=0

(
n1

l

)
βn1−l

1

n2∑
m=0

(
n2

m

)
βn2−m

2 (−1)m+l(−ν)m+lz
ν−m−l.

Thus

D̃1 ◦ D̃2[h(z)]

= f−1(z)
∞∑

ν=−∞
cν

n2∑
m=0

n1∑
l=0

(
n1

l

)(
n2

m

)
βn2−m

2 βn1−l
1 (−1)m+l(−ν)m+lz

ν−(m+l) ,

and so D̃1 ◦ D̃2[h(z)] = D̃2 ◦ D̃1[h(z)]. �

The Propositions 3 and 4 give us families of multiple orthogonal polynomials with
respect to classical (s = 0) and semiclassical (s ≥ 1) weight functions. For example,
we can classify multiple orthogonal polynomials for classical (s = 0) weights (Jacobi,
Laguerre, Hermite, and Bessel weights). In fact, these polynomials are

(2.11) Q~n(z) =
(
w−1
p (z)

dnp

dznp
wp(z)znp

)
· · ·
(
w−1

2 (z)
dn2

dzn2
w2(z)zn2

)(
w−1

1 (z)
dn1

dzn1
w1(z)zn1

)[
φ(z)
z

]|~n|
,

where φ and {wk}pk=1 are taken from Table 1, and

(2.12) Q~n(z) =
(
w−1
p (z)

dnp

dznp
wp(z)

)
· · ·
(
w−1

2 (z)
dn2

dzn2
w2(z)

)(
w−1

1 (z)
dn1

dzn1
w1(z)

)
φ|~n|(z),

where φ and {wk}pk=1 are taken from Table 2. These polynomials satisfy the mul-
tiple orthogonality relations∫

Γ

Q~n(z)zνwk(z)dz = 0, ν = 0, . . . , nk − 1, k = 1, . . . , p,

with respect to the corresponding classical weights from the above-mentioned tables
and the classical paths of integration, i.e., the interval [0, 1] for Jacobi-Piñeiro
polynomials, the interval [0,∞) for multiple Laguerre (I and II) polynomials, the
interval (−∞,+∞) for multiple Hermite polynomials, and a circle around the origin
for multiple Bessel polynomials.
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3. Explicit expressions and recurrence relations

In this section we present formulas for all cases of multiple orthogonal polynomi-
als from our classification and for the coefficients of their recurrence relations. We
restrict ourselves to the simplest case of multiple orthogonality, i.e., when p = 2. As
a matter of fact, to get formulas for arbitrary p, and particularly to present them in
a compact way, is very difficult, and perhaps this may be impossible for some cases.
Later, in Section 5, we will deal with arbitrary p for the case of multiple Hermite
polynomials. Observe that we impose some restrictions on the parameters for these
families: these restrictions are only needed for the orthogonality relations and en-
sure the integrability of the functions. The polynomials, the differential equation
(see Section 4.3) and the recurrence relations are also valid when we drop these re-
strictions on the parameters. Most of these formulas can be found in [18] (and see
the references there), except for multiple Bessel polynomials. Moreover, in [18] only
the diagonal cases (n+1, n)→ (n, n)→ (n, n−1)→ (n−1, n−1) and (n+1, n+1)→
(n+1, n)→ (n, n)→ (n, n−1) were considered. The first case can be obtained from
the general case (n1 + 1, n2)→ (n1, n2)→ (n1, n2−1)→ (n1−1, n2−1) by setting
n1 = n2 = n; the second case by setting n1 = n and n2 = n+1 and by interchanging
the weights w1 and w2, since Q(n1,n2)(z;w1, w2) = Q(n2,n1)(z;w2, w1).

3.1. Multiple Laguerre polynomials II.

• System of weights and orthogonality relations

wk(z) = zα exp(βkz),

where α > −1, β1, β2 < 0, and β1 6= β2,∫ ∞
0

Q(n1,n2)(z)zν+αeβkz dz = 0, ν = 0, 1, . . . , nk − 1, k = 1, 2.

• Rodrigues formula

Q(n1,n2)(z) = z−αe−β2z
dn2

dzn2
e(β2−β1)z d

n1

dzn1
eβ1zzn1+n2+α.

• Explicit formula

Q(n1,n2)(z) = n1!n2!
n1∑
k=0

n2∑
j=0

(
α+ n1 + n2

n1 − k

)(
α+ n2 + k

n2 − j

)
βk1β

j
2

zk+j

k!j!
.

• Recurrence relations for the monic polynomials P(n1,n2) = Q(n1,n2)/β
n1
1 βn2

2 :

zP(n1,n2)(z) = P(n1+1,n2)(z) + bn1,n2P(n1,n2)(z)

+ cn1,n2P(n1,n2−1)(z) + dn1,n2P(n1−1,n2−1)(z),

with

bn1,n2 = −β2 + n2(β1 + β2) + β2α+ 2n1β2

β1β2
,

cn1,n2 =
(n1β

2
2 + n2β

2
1)(n1 + n2 + α)

(β1β2)2
,

dn1,n2 =
n1(β1 − β2)(n1 + n2 + α)(n1 + n2 + α− 1)

β3
1β2

.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



3896 A. I. APTEKAREV, A. BRANQUINHO, AND W. VAN ASSCHE

3.2. Multiple Laguerre polynomials I.

• System of weights and orthogonality relations

wk(z) = zαk exp(βz),

where β < 0, α1, α2 > −1, and α1 − α2 /∈ Z,∫ ∞
0

Q(n1,n2)(z)zν+αkeβz dz = 0, ν = 0, 1, . . . , nk − 1, k = 1, 2.

• Rodrigues formula

Q(n1,n2)(z) = z−α2e−βz
dn2

dzn2
zn2+α2−α1

dn1

dzn1
zn1+α1eβz.

• Explicit formula

Q(n1,n2)(z) = n1!n2!
n1∑
k=0

n2∑
j=0

(
n1 + α1

k

)(
n1 + n2 + α2 − k

j

)
(βz)n1+n2−k−j

(n1 − k)!(n2 − j)!
.

• Recurrence relation for the monic polynomials P(n1,n2) = Q(n1,n2)/β
n1+n2 :

zP(n1,n2)(z) = P(n1+1,n2)(z)− 2n1 + n2 + α1 + 1
β

P(n1,n2)(z)

+
n2

1 + n2
2 + n1n2 + n1α1 + n2α2

β2
P(n1,n2−1)(z)

− n1(n1 + α1)(n1 + α1 − α2)
β3

P(n1−1,n2−1)(z).

3.3. Jacobi-Piñeiro polynomials.

• System of weights and orthogonality relations

wk(z) = zαk(1− z)α,

where α, α1, α2 > −1 and α1 − α2 /∈ Z,∫ 1

0

Q(n1,n2)(z)zν+αk(1− z)α dz = 0, ν = 0, 1, . . . , nk − 1, k = 1, 2.

• Rodrigues formula

Q(n1,n2)(z) = z−α2(1− z)−α
dn2

dzn2
zn2+α2−α1

dn1

dzn1
zn1+α1(1− z)α+n1+n2 .

• Explicit formula

Q(n1,n2)(z) = (−1)n1+n2n1!n2!
n1∑
k=0

n2∑
j=0

(
α1 + n1

k

)(
α+ n1 + n2

n1 − k

)
(
α2 + n1 + n2 − k

j

)(
α+ k + n2

n2 − j

)
zn1+n2−k−j(z − 1)k+j .

• Recurrence relation for the monic polynomials P(n1,n2):

zP(n1,n2)(z) = P(n1+1,n2)(z) + bn1,n2P(n1,n2)(z)

+ cn1,n2P(n1,n2−1)(z) + dn1,n2P(n1−1,n2−1)(z),
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with

bn1,n2 = A(n1, n2, α1, α2) +A(n2, n1, α2, α1 + 1) + C(n1 + 1, n2 + 1, α1, α2),
cn1,n2 = A(n1, n2, α1, α2)C(n2, n1 + 1, α2, α1)

+ A(n2, n1, α2, α1 + 1)C(n2, n1 + 1, α2, α1)
+ A(n1, n2, α1, α2)B(n1, n2, α1, α2),

dn1,n2 = A(n1, n2, α1, α2)B(n1, n2, α1, α2)C(n1, n2, α1, α2),

and

A(n1, n2, α1, α2)

=
n1(n1 + n2 + α+ α2)(n1 + n2 + α)

(n1 + 2n2 + α+ α2)(2n1 + n2 + α+ α1)(2n1 + n2 + α+ α1 + 1)
,

B(n1, n2, α1, α2)

=
(n1 + α1 − α2)(n1 + n2 + α+ α1)(n1 + n2 + α− 1)

(n1 + 2n2 + α+ α2 − 1)(2n1 + n2 + α+ α1)(2n1 + n2 + α+ α1 − 1)
,

C(n1, n2, α1, α2)

=
(n1 + α1)(n1 + n2 + α+ α1 − 1)(n1 + n2 + α+ α2 − 1)

(n1 + 2n2 + α+ α2 − 2)(2n1 + n2 + α+ α1 − 2)(2n1 + n2 + α+ α1 − 1)
.

The recurrence coefficients were already given in [18] for the diagonal cases, but the
formulas there are rather unwieldy. The representation using the functions A,B,C
is suggested by the formulas and the analysis in [3, Example on pp. 518–519].

3.4. Multiple Bessel polynomials.

• System of weights and orthogonality relations

wk(z) = zαk exp(γ/z),

where α1 − α2 /∈ Z,∫
T
Q(n1,n2)(z)zν+αkeγ/z dz = 0, ν = 0, 1, . . . , nk − 1, k = 1, 2,

with T = {z ∈ C : |z| = 1}.
• Rodrigues formula

Q(n1,n2)(z) = z−α2e−γ/z
dn2

dzn2
zn2+α2−α1

dn1

dzn1
z2n1+n2+α1eγ/z.

• Explicit formula

Q(n1,n2)(z) =
n1∑
k=0

n2∑
j=0

(
n1

k

)(
n2

j

)
× (n1 + n2 + α1 + 1)k(n2 + α2 + k + 1)j(−γ)n1+n2−k−jzk+j .

• Recurrence relation for the monic polynomials P(n1,n2):

zP(n1,n2)(z) = P(n1+1,n2)(z) + bn1,n2P(n1,n2)(z)

+ cn1,n2P(n1,n2−1)(z) + dn1,n2P(n1−1,n2−1)(z),
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with

bn1,n2 = A(n1, n2, α1, α2) +A(n2, n1, α2, α1 + 1) + C(n1 + 1, n2 + 1, α1, α2),
cn1,n2 = A(n1, n2, α1, α2)C(n2, n1 + 1, α2, α1)

+ A(n2, n1, α2, α1 + 1)C(n2, n1 + 1, α2, α1)
+ A(n1, n2, α1, α2)B(n1, n2, α1, α2),

dn1,n2 = A(n1, n2, α1, α2)B(n1, n2, α1, α2)C(n1, n2, α1, α2),

and

A(n1, n2, α1, α2)

=
−γ n1(n1 + n2 + α2)

(n1 + 2n2 + α2)(2n1 + n2 + α1)(2n1 + n2 + α1 + 1)
,

B(n1, n2, α1, α2)

=
−γ(n1 + α1 − α2)(n1 + n2 + α1)

(n1 + 2n2 + α2 − 1)(2n1 + n2 + α1)(2n1 + n2 + α1 − 1)
,

C(n1, n2, α1, α2)

=
γ(n1 + n2 + α1 − 1)(n1 + n2 + α2 − 1)

(n1 + 2n2 + α2 − 2)(2n1 + n2 + α1 − 2)(2n1 + n2 + α1 − 1)
.

Observe that the multiple Laguerre polynomials (I and II) and the multiple
Bessel polynomials are limiting cases of the Jacobi-Piñeiro polynomials. Indeed, if
wk(z) = zαk(1−z)α are the weights for Jacobi-Piñeiro polynomials, then the limits

lim
α→∞

wk(−βz/α)/(−β/α)αk

are the weights for multiple Laguerre I polynomials; for αk = −βka the limits

lim
a→∞

aαwk(1− z/a)

give the weights for multiple Laguerre II polynomials; and for αk = βk − α the
limits

lim
α→∞

wk(−αz/γ)/(α/γ)βk

are the weights for multiple Bessel polynomials. One can verify that the corre-
sponding limits for the recurrence coefficients indeed give the correct expressions.

4. Differential equation for multiple orthogonal polynomials

for classical weights

In this section we prove that the multiple orthogonal polynomialsQ~n of index ~n =
(n1, . . . , np) with respect to classical weights satisfy an ordinary linear differential
equation of order p + 1 with polynomial coefficients. We also obtain recurrence
formulas to determine these coefficients. Then we use the obtained formulas to
derive explicit expressions for the coefficients of the differential equations for all
multiple orthogonal polynomials in our classification for p = 2.
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4.1. Differential equations for Table 2. First we consider the polynomials de-
fined by (1.5), i.e.,

(4.1) Q~n(z) =
(
w−1
p (z)

dnp

dznp
wp(z)

)
· · ·
(
w−1

2 (z)
dn2

dzn2
w2(z)

)(
w−1

1 (z)
dn1

dzn1
w1(z)

)
φ|~n|(z).

The information that will be used is that {ws} are solutions of the Pearson equation

w′s(z) =
Bs(z)
φ(z)

ws(z) , s = 1, . . . , p,(4.2)

with the data given in Table 2 (multiple Hermite and Laguerre II polynomials).
This data implies that the quantity

Bs(z)
φ(z)

− Bk(z)
φ(z)

= βs − βk , s, k = 1, . . . , p ,(4.3)

does not depend on z. This identity will play an important role for the derivation of
the differential equation. We start with the polynomial R1(z) = φN (z), where N is
an arbitrary nonnegative integer. Observe that R1 satisfies a first-order differential
equation

r0,1(z)R′1(z) + r1,1(z)R1(z) = 0 ,

with

r0,1(z) = φ(z) , r1,1(z) = −Nφ′(z) .(4.4)

Then we define the polynomial

Rs+1(z) = w−1
s (z)

dns

dzns
ws(z)Rs(z) , s = 1, . . . , p .(4.5)

We assume that the polynomial Rs satisfies the differential equation of order s,

r0,sR
(s)
s (z) + r1,sR

(s−1)
s (z) + · · ·+ rs,sRs(z) = 0 ,(4.6)

and we will prove that the polynomial Rs+1 satisfies a differential equation of order
s+ 1 and determine the coefficients of that equation.

Theorem 2. Let {ws} be a set of solutions of the Pearson equation (4.2) with
coefficients satisfying (4.3). Then the polynomial Rs+1 defined by (4.5) satisfies
the following differential equation:

r0,s+1R
(s+1)
s+1 (z) + r1,s+1R

(s)
s+1(z) + · · ·+ rs+1,s+1Rs+1(z) = 0 ,

where the coefficients {r`,s+1} are defined by

(4.7) r`,s+1 = r`,s +
Bs
φ
r`−1,s + (ns + 1)r′`−1,s

− ns

`−1∑
k=1

(
s+ 1− `+ k

k

)(
Bs
φ

)(k)

r`−1−k,s ,

for ` = 0, . . . , s+ 1 and the initial data given in (4.4).

In the formula (4.7) we use the convention that r`,s = 0 for ` < 0 or ` > s. For
N = |~n| we see that Rp+1 = Q~n; hence we have the following corollary.
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Corollary 1. The polynomials Q~n defined by (4.1), (4.2), and (4.3) satisfy a dif-
ferential equation of order p+ 1,

q0,p+1Q
(p+1)
~n + · · ·+ qp+1,p+1Q~n = 0,

where the coefficients {q`,p+1, ` = 0, . . . , p + 1} are given by q`,p+1 = r`,p+1, and
{r`,p+1} are recursively defined in (4.7), with initial data r0,1 = φ and r1,1 = −|~n|φ′.

We proceed with the proof of this result, splitting it into several propositions.

Proposition 5. Suppose Rs satisfies (4.6) for some s ∈ {1, . . . , p} and Ys(z) :=
ws(z)Rs(z) with ws defined by (4.2). Then Ys satisfies the differential equation

y0,sY
(s)
s (z) + y1,sY

(s−1)
s (z) + · · ·+ ys,sYs(z) = 0 ,(4.8)

with the coefficients y`,s given by

y`,s(z) =
∑̀
j=0

(−1)j
(
s− ` + j

j

)
aj(z)r`−j,s(z),(4.9)

where

aj(z) =
Bs(z)
φ(z)

aj−1(z)− a′j−1(z) , a0 ≡ 1.(4.10)

Proof. First we prove that from the definition of Ys it follows that

wsR
(k)
s =

k∑
ν=0

(−1)ν
(
k

ν

)
aνY

(k−ν)
s , k = 0, . . . , s.(4.11)

We proceed by induction. The base k = 0 is true by the definition of Ys. Suppose
(4.11) holds for k − 1. From the Pearson equation (4.2) we have

wsR
(k)
s =

(
wsR

(k−1)
s

)′
− Bs

φ
wsR

(k−1)
s .

Substituting in the right-hand side of this expression the formula (4.11) for k − 1,
we have

wsR
(k)
s =

k−1∑
ν=0

(−1)ν
(
k − 1
ν

)
aνY

(k−ν)
s

+
k∑
ν=1

(−1)ν−1

(
k − 1
ν − 1

)
a′ν−1Y

(k−ν)
s +

Bs
φ

k∑
ν=1

(−1)ν
(
k − 1
ν − 1

)
aν−1Y

(k−ν)
s ,

and therefore

wsR
(k)
s = a0Y

(k)
s − (−1)k(a′k−1 − a1ak−1)Ys

+
k−1∑
ν=1

(−1)ν
[(
k − 1
ν

)
aν −

(
k − 1
ν − 1

)
(a′ν−1 − a1aν−1)

]
Y (k−ν)
s .

Now because of the Pascal triangle identity(
k − 1
ν

)
+
(
k − 1
ν − 1

)
=
(
k

ν

)
and (4.10), we arrive at (4.11).
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To finish the proof of the proposition, we multiply (4.6) by ws(z) and use (4.11).
Collecting the terms with the same order of derivative of Ys, we arrive at (4.9).
The proposition is proved. �

Proposition 6. Suppose Ys satisfies (4.8) with polynomial coefficients yj,s such
that

deg yj,s ≤ 1, j = 0, . . . , s.(4.12)

Then, Vs(z) = Y
(ns)
s (z) satisfies the differential equation

v0,sV
(s+1)
s (z) + v1,sV

(s)
s (z) + · · ·+ vs+1,sVs(z) = 0,(4.13)

with coefficients

v0,s = y0,s,

vj,s = (ns + 1)y′j−1,s + yj,s,(4.14)

vs+1,s = (ns + 1)y′s,s.

Proof. Because the polynomials yj,s have degree less than or equal to one, the
validity of (4.13) and (4.14) immediately follows after differentiating (4.8) ns + 1
times. �

Proposition 7. Suppose Vs satisfies (4.13) for some s = 1, . . . , p and Rs+1 is
defined as follows:

Rs+1(z) :=
Vs(z)
ws(z)

,

where ws satisfies (4.2). Then Rs+1 satisfies the differential equation

r0,s+1R
(s+1)
s+1 (z) + r1,s+1R

(s)
s+1(z) + · · ·+ rs+1,s+1Rs+1(z) = 0,(4.15)

with the coefficients

r`,s+1(z) =
∑̀
ν=0

(
s+ 1− `+ ν

ν

)
bν(z)v`−ν,s(z),(4.16)

where

bν(z) =
Bs(z)
φ(z)

bν−1(z) + b′ν−1(z), b0 ≡ 1.(4.17)

Proof. The proof of the proposition is along the same lines as for Proposition 5. It
is based on the identity

V
(k)
s (z)
ws(z)

=
k∑
ν=0

(
k

ν

)
bν(z)R(k−ν)

s+1 (z) .

�
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Proof of Theorem 2. Under the conditions of Propositions 5–7, substituting (4.9)
in (4.14) and then in (4.16) we obtain:

r`,s+1 =
∑̀
ν=0

(
s+ 1− ` + ν

ν

)
bνv`−ν,s

=
∑̀
ν=0

(
s+ 1− `+ ν

ν

)
bν
{

(ns + 1)y′`−ν−1,s + y`−ν,s
}

=
∑̀
ν=0

(
s+ 1− `+ ν

ν

)
bν


`−ν∑
j=0

(−1)j
(
s− `+ ν + j

j

)
ajr`−ν−j,s

+ (ns + 1)
`−ν−1∑
j=0

(−1)j
(
s− `+ ν + 1 + j

j

)
(a′jr`−ν−1−j,s + ajr

′
`−ν−1−j,s)

 .

Rearranging the terms in the last formula, we have

(4.18) r`,s+1 =
∑̀
k=0

r`−k,s

k∑
m=0

(−1)k−m
(
s+ 1− `+m

m

)(
s− `+ k

k −m

)
bmak−m

+ (ns + 1)

{
`−1∑
k=0

r`−1−k,s

k−1∑
m=0

(−1)k−m
(
s+ 1− `+m

m

)(
s+ 1− `+ k

k −m

)
bma

′
k−m

+ r′`−1−k,s

k∑
m=0

(−1)k−m
(
s+ 1− `+m

m

)(
s+ 1− `+ k

k −m

)
bmak−m

}
,

for ` = 0, . . . , s + 1. The internal summations simplify significantly. Indeed, the
following proposition holds:

Proposition 8. If {aν , bν} are defined as in (4.10) and (4.17), then the following
identities hold for k = 1, 2, 3, . . . :

(a)
k∑

m=0

(−1)k−m
(
s+ 1− `+m

m

)(
s− `+ k

k −m

)
bmak−m

=
(
Bs
φ

)(k−1) (
s− `+ k

k − 1

)
,

(b)
k−1∑
m=0

(−1)k−m
(
s+ 1− `+m

m

)(
s+ 1− `+ k

k −m

)
bma

′
k−m

= −
(
Bs
φ

)(k) (
s− ` + k + 1

k

)
,

(c)
k∑

m=0

(−1)k−m
(
s+ 1− `+m

m

)(
s+ 1− `+ k

k −m

)
bmak−m = 0,
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(d)
k∑

m=0

(−1)m
(
s+ 1− `+m

m

)(
s+ 1− `+ k

k −m

)
bk−m,2am,1

=
(
s+ 1− `+ k

k

)
Ak .

For the identity (d) we use the notation

aν,1(z) =
Bs1(z)
φ(z)

aν−1,1(z)− a′ν−1,1(z), a0,1 ≡ 1,

bν,2(z) =
Bs2(z)
φ(z)

bν−1,2(z) + b′ν−1,2(z), b0,2 ≡ 1,

and

Aν(z) =
Bs2(z)−Bs1(z)

φ(z)
Aν−1(z) +A′ν−1(z), A0 ≡ 1.(4.19)

Proof. We only give the proof of identity (d). The other identities are corollaries
of this one or can be proved in the same way. We have

k∑
m=0

(−1)m
(s+ 1− `+m)!(s+ 1− `+ k)!

m!(s+ 1− `)!(k −m)!(s+ 1− `+m)!
am,1bk−m,2

=
(
s+ 1− `+ k

k

) k∑
m=0

(−1)m
(
k

m

)
am,1bk−m,2 .

Now, suppose that

Ak−1 =
k−1∑
m=0

(−1)m
(
k − 1
m

)
am,1bk−m−1,2

is true. Then

Ak = (b1,2 − a1,1)Ak−1 +A′k−1

= (b1,2 − a1,1)
k−1∑
m=0

(−1)m
(
k − 1
m

)
am,1bk−1−m,2

+
k−1∑
m=0

(−1)m
(
k − 1
m

)
a′m,1bk−1−m,2 +

k−1∑
m=0

(−1)m
(
k − 1
m

)
am,1b

′
k−1−m,2

= −
k−1∑
ν=0

(−1)ν
(
k − 1
ν

)
aν+1,1bk−1−ν,2 +

k−1∑
ν=0

(−1)ν
(
k − 1
ν

)
aν,1bk−ν,2 .

Increasing the summation index in the first sum and using the Pascal triangle
identity, we obtain

Ak =
k∑

m=0

(−1)m
(
k

m

)
am,1bk−m,2.

The proposition is proved. �
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We continue with the proof of the theorem. Separating in (4.18) the terms for
k = 0 and using the identities (a)–(c) from Proposition 8 we obtain

r`,s+1 = r`,s +
∑̀
k=1

r`−k,s

(
s− `+ k

k − 1

)(
Bs
φ

)(k−1)

+ (ns + 1)

[
r′`−1,s −

`−1∑
k=1

r`−1−k,s

(
s− `+ k + 1

k

)(
Bs
φ

)(k)
]
.

Finally, after cancellation of identical terms, we obtain the recurrence formula of
the statement of the theorem:

r`,s+1 = r`,s + r`−1,s
Bs
φ

+ r′`−1,s(ns + 1)

− ns

`−1∑
k=1

r`−1−k,s

(
s− ` + k + 1

k

)(
Bs
φ

)(k)

.

To complete the proof of the theorem, we have to show that the y`,s (obtained
by (4.9)) are polynomials of degree less than or equal to one. We can do this by
induction. Suppose that (4.12) is true for some s. Therefore, by (4.14) for the
coefficients of (4.13) we also have

deg v`,s ≤ 1, ` = 0, . . . , s+ 1.(4.20)

Then, substituting (4.16) in (4.9) we have

y`,s+1 =
∑̀
ν=0

(−1)ν
(
s+ 1− `+ ν

ν

)
aν,s+1r`−ν,s+1

=
∑̀
ν=0

(−1)ν
(
s+ 1− `+ ν

ν

)
aν,s+1

`−ν∑
j=0

(
s+ 1− `+ ν + j

j

)
bj,sv`−ν−j,s .

Now collecting the terms with the same index (ν + j) we find

y`,s+1 =
∑̀
k=0

v`−k,s

k∑
m=0

(−1)m
(
s+ 1− `+m

m

)(
s+ 1− `+ k

k −m

)
am,s+1bk−m,s.

Finally applying the identity (d) from Proposition 8 and taking into account (4.20)
and (4.3), we obtain that the internal sum is a constant and

deg y`,s+1 ≤ 1, ` = 0, . . . , s+ 1.

This proves the theorem. �

4.2. Differential equations for Table 1. Now we proceed with the more difficult
case of polynomials defined by (1.4), i.e.,

(4.21) Q~n(z) =
(
w−1
p (z)

dnp

dznp
wp(z)znp

)
· · ·
(
w−1

2 (z)
dn2

dzn2
w2(z)zn2

)(
w−1

1 (z)
dn1

dzn1
w1(z)zn1

)[
φ(z)
z

]|~n|
,
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where the classical weights {ws} are taken from Table 1 (i.e., Jacobi-Piñeiro, multi-
ple Laguerre I and multiple Bessel polynomials). All these weights are characterized
by the relation

(4.22)
Bs(z)−Bk(z)

φ(z)
=
αs − αk

z
, s, k = 1, 2, . . . , p.

If we denote

(4.23) ws,~n := z
∑s
ν=1 nνws, s = 1, . . . , p,

then {ws,~n} remains in the same class as {ws} and formula (4.21) for the polyno-
mials Q~n can be rewritten in the form of (1.5),

(4.24)
Q~n(z)
z|~n|

=
(
w−1
p,~n(z)

dnp

dznp
wp,~n(z)

)
· · ·
(
w−1

2,~n(z)
dn2

dzn2
w2,~n(z)

)(
w−1

1,~n(z)
dn1

dzn1
w1,~n(z)

)[
φ(z)
z

]|~n|
.

However, we cannot apply Theorem 2 directly to get the differential equation for
Q~n/z

|~n|, because the set {ws,~n}ps=1 does not satisfy condition (4.3). Nevertheless
condition (4.22), which we have instead of (4.3), guarantees the existence of a
differential equation of order s+ 1 for Q~n/z|~n|, and therefore for Q~n.

Theorem 3. Let {ws} be a set of solutions of the Pearson equation (4.2) with
coefficients satisfying (4.22). Then the polynomial Rs+1, defined by (4.5) with
R1(z) = (φ(z)/z)N , satisfies the following differential equation:

r0,s+1R
(s+1)
s+1 (z) + r1,s+1R

(s)
s+1(z) + · · ·+ rs+1,s+1Rs+1(z) = 0 ,

where the coefficients {r`,s+1} are defined by

(4.25) r`,s+1 =
∑̀
ν=0

(
s+ 1− `+ ν

ν

)
bν,s

×
`−ν∑
k=0

(
ns + 1
k

)
dk

dzk

z `−ν−k∑
j=0

(−1)j
(
s− `+ ν + k + j

j

)
aj,sr`−ν−k−j,s

 ,

for ` = 0, . . . , s+ 1, with initial data

(4.26) r0,1(z) =
φ(z)
z

, r1,1(z) = −N
(
φ(z)
z

)′
,

and functions {aν,s} and {bν,s} defined by (4.10) and (4.17), i.e.,

aν,s =
Bs
φ
aν−1,s − a′ν−1,s, a0,s = 1,

bν,s =
Bs
φ
bν−1,s + b′ν−1,s, b0,s = 1.

Using identities connecting the summations of bν,s, aν,s and binomial coefficients
(as in Proposition 8) it is possible to reduce the number of sums in (4.25) and
to cancel aν,s and bν,s (like we did in Theorem 2). However, it seems that this
procedure does not give an expression for r`,s+1 in a more compact form than
(4.25). Observe that for N = |~n| we have that Rp+1(z) = Q~n(z)/z|~n|; hence we
have the following corollary.
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Corollary 2. The polynomials Q~n defined by (4.21), (4.2), and (4.22) satisfy a
differential equation of order p+ 1,

q0,p+1Q
(p+1)
~n + · · ·+ qp+1,p+1Q~n = 0,

where the coefficients {q`,p+1, ` = 0, . . . , p+ 1} are given by

q`,p+1 =
∑̀
ν=0

(
p+ 1− ν
`− ν

)
rν,p+1

d`−ν

dz`−ν
z−|~n|,

and {rν,p+1} are recursively defined in (4.25), with initial conditions (4.26).

Proof of Theorem 3. We proceed along the same lines as in the inductive derivation
of formula (4.7). Using the same notation

Rs+1 = w−1
s

dns

dzns
Ys = w−1

s Vs,

we have by Proposition 5 that Ys satisfies differential equation (4.8) of order s,

y0,sY
(s)
s (z) + y1,sY

(s−1)
s (z) + · · ·+ ys,sYs(z) = 0 ,

with the coefficients y`,s given by (4.9),

y`,s(z) =
∑̀
j=0

(−1)j
(
s− `+ j

j

)
aj,s(z)r`−j,s(z).

However, now we cannot assume that condition (4.12),

deg yj,s ≤ 1, j = 0, . . . , s,

holds. It will not be valid because instead of (4.3) we have (4.22). Nevertheless we
assume that condition

(4.27) deg zy`,s ≤ s− `+ 1, ` = 0, . . . , s,

is valid. This condition can be verified later by induction using (4.22) like we did
in the proof of Theorem 2. Under this assumption, the function Ys satisfies the
differential equation

zy0,sY
(s)
s + · · ·+ zys,sYs = 0,

with polynomial coefficients of degree restricted by (4.27). Thus, differentiating the
last equation ns + 1 times, we arrive at the differential equation of order s+ 1 for
the function Vs,

v0,sV
(s+1)
s + · · ·+ vs+1,sVs = 0,

where the coefficients now have a more general representation than in (4.14), namely

(4.28) v`,s =
∑̀
k=0

(
ns + 1
`− k

)
d`−k

dz`−k
(zyk,s) , ` = 0, . . . , s+ 1.

Finally, applying Proposition 7 we have the representation (4.16),

r`,s+1(z) =
∑̀
ν=0

(
s+ 1− `+ ν

ν

)
bν,s(z)v`−ν,s(z),

for the coefficients of the differential equation for Rs+1. Plugging formulas (4.28)
and (4.9) into the last expression, we arrive at (4.25). �
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4.3. Explicit expressions for p = 2. Here we apply Theorems 2 and 3 to obtain
explicit expressions for the coefficients {q`,3, ` = 0, . . . , 3} of the differential equation

(4.29) q0,3Q
(3)
(n1,n2) + q1,3Q

(2)
(n1,n2) + q2,3Q

′
(n1,n2) + q3,3Q(n1,n2) = 0,

for various multiple orthogonal polynomials Q(n1,n2) from our classification (see
Tables 1 and 2).

Multiple Laguerre II polynomials For the weight functions

wj(z) = zα exp(βjz), j = 1, 2, z ∈ [0,∞),

the corresponding multiple orthogonal polynomial Q(n1,n2) satisfies the differential
equation (4.29) with the coefficients

q0,3(z) = z2,

q1,3(z) = z2(β1 + β2) + 2z(α+ 1),

q2,3(z) = z2β1β2 + z [(β1 + β2)(α + 1)− n1β1 − n2β2] + α(α+ 1),
q3,3(z) = −zβ1β2(n1 + n2)− α(n1β1 + n2β2).

Multiple Laguerre I polynomials For the weight functions

wj(z) = zαj exp(βz), j = 1, 2, z ∈ [0,∞),

the corresponding multiple orthogonal polynomial Q(n1,n2) satisfies the differential
equation (4.29) with the coefficients

q0,3(z) = z2,

q1,3(z) = 2βz2 + (α1 + α2 + 3)z,

q2,3(z) = z2β2 + zβ(α1 + α2 − n1 − n2 + 3) + (α1 + 1)(α2 + 1),

q3,3(z) = −zβ2(n1 + n2)− β(n1 + n2 + n1n2 + a1n2 + a2n1).

Multiple Bessel polynomials For the weight functions

wj(z) = zαj exp(γ/z), j = 1, 2, |z| = 1,

the corresponding multiple orthogonal polynomial Q(n1,n2) satisfies the differential
equation (4.29) with the coefficients

q0,3(z) = z4,

q1,3(z) = z2 [(α1 + α2 + 5)z − 2γ] ,

q2,3(z) = z2[2(α1 + α2 + 2) + α1α2 − α1n1 − α2n2 − n1n2

− n1(n1 + 1)− n2(n2 + 1)]− zγ(α1 + α2 + 3) + γ2,

q3,3(z) = −z[α1α2(n1 + n2) + (α1 + α2)(n1 + n2 + n1n2)

+ α1n
2
2 + α2n

2
1 + n2

1 + n2
2 + n1n2(n1 + n2 + 2) + n1 + n2]

+ γ(α1n1 + α2n2 + n2
1 + n2

2 + n1n2 + n1 + n2).

Jacobi-Piñeiro polynomials For the weight functions

wj(z) = zαj (1− z)α, j = 1, 2, z ∈ [0, 1],

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



3908 A. I. APTEKAREV, A. BRANQUINHO, AND W. VAN ASSCHE

the corresponding multiple orthogonal polynomial Q(n1,n2) satisfies the differential
equation (4.29) with the coefficients

q0,3(z) = z2(z − 1)2,

q1,3(z) = z(z − 1) [2(α+ 1)z + (α1 + α2 + 3)(z − 1)] ,

q2,3(z) = α(α+ 1)z2 + (α1 + 1)(α2 + 1)(z − 1)2

− z(z − 1) [(α+ α1 + n1 + 1)n1 + (α+ α2 + n2 + 1)n2 + n1n2

− (α+ 1)(α1 + α2 + 3)] ,
q3,3(z) = −αz [(α+ α1 + n1 + 1)n1 + (α+ α2 + n2 + 1)n2]

− (z − 1) [n1(α+ α1 + n1 + 1)(α2 + n2 + 1)
+ n2(α+ α2 + n2 + 1)(α1 + n1 + 1)]− αn1n2.

5. Special case: Multiple Hermite polynomials

In this section we study in more detail and for general p the case of multiple
Hermite polynomials. The multiple Hermite polynomials of index ~n = (n1, . . . , np)
are such that

(5.1)
∫ ∞
−∞

Q~n(z)zν exp
{
δ

2
z2 + βkz

}
dz = 0,

ν = 0, . . . , nk − 1, k = 1, . . . , p,

where δ < 0 for integrability and β1 6= β2. The Rodrigues formula is

(5.2) Q~n(z) = exp
{
− δ

2
z2 − βpz

}
dnp

dznp
exp {(βp − βp−1)z}

· · · d
n2

dzn2
exp {(β2 − β1)z} d

n1

dzn1
exp

{
δ

2
z2 + β1z

}
.

5.1. Differential equation. From the Rodrigues formula it follows that

Q~n(z) = Rp+1(z),(5.3)

where

Rs+1(z) = w−1
s (z)

dns

dzns
ws(z)Rs(z), s = 1, . . . , p,(5.4)

and

R1 ≡ 1, w′s(z) = (δz + βs)ws(z).(5.5)

We have from Theorem 2 that

(5.6) r0,s(z)R(s)
s (z) + r1,s(z)R(s−1)

s (z) + · · ·+ rs,s(z)Rs(z)

=
s∑

m=0

rs−m,s(z)R(m)
s (z) = 0 ,

where the coefficients r`,s can be determined by the recurrence

(5.7) r`,s+1 = r`,s + (δz + βs)r`−1,s + (ns + 1)r′`−1,s − ns(s+ 2− `)δr`−2,s,

with initial conditions

r0,1 = 1, r1,1 = 0,
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and some boundary conditions

rs+1,s = 0, s = 1, 2, . . . , r`,s = 0, ` < 0.

Applying the recurrence we obtain:

p = 1: r0,2 = 1 , r1,2 = δz + β1 , r2,2 = −δn1;

p = 2: r0,3 = 1, r1,3 = 2δz+β1 +β2, r2,3 = (δz+β1)(δz+β2)+δ(1−n1−n2),
r3,3 = −δ[n1(δz + β2) + n2(δz + β1)];

p = 3: r0,4 = 1, r1,4 = 3δz + β1 + β2 + β3,

r2,4 =
∑

1≤j1<j2≤3

(δz + βj1)(δz + βj2) + δ(3 −
3∑
j=1

nj),

r3,4 =
3∏
j=1

(δz + βj) + δ[(1− (n1 + n2))(δz + β3) + (1− (n1 + n3))(δz + β2)

+ (1− (n2 + n3))(δz + β1)],
r4,4 = −δ[n1(δz + β2)(δz + β3) + n2(δz + β1)(δz + β3)

+ n3(δz + β1)(δz + β2)]− δ2[n1 + n2 + n3].

The differential-recurrence equations (5.7) can be solved for an arbitrary s in an ex-
plicit form. In order to state the result, we introduce some notation and convention.
We define a set of multi-indices Iqp for p, q ∈ N as follows:

{j1, j2, . . . , jq} ∈ Iqp ⇔ 1 ≤ j1 < j2 < · · · < jq ≤ p.

We have that Ipp = {{1, 2, . . . , p}}, I0
p = {∅} (hence I0

p is not empty: it has one
element, namely the empty set) and

Iqp = ∅, if q > p or q < 0.

We use the convention that the empty product is 1 and the empty sum is 0.

Theorem 4. The coefficients of the differential equation (5.6) for multiple Hermite
polynomials (5.1) are

r`,s+1 =
∑
{jη}∈I`s

∏̀
η=1

(δz + βjη )

+
[ `2 ]∑
k=1

δk
∑

{jη}∈I`−2k
s

 (s+ 1− `)2k

2kk!
− (s+ 2− `)2k−2

2k−1(k − 1)!

s−(`−2k)∑
µ=1

{iµ}=Iss\{jη}

niµ

 `−2k∏
η=1

(δz+βjη),

for ` = 0, 1, . . . , s+ 1.
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Proof. We rewrite the coefficients stated in the theorem for the indices (s−m, s),
for m = 0, 1, . . . , s,

(5.8) rs−m,s =
[ s−m2 ]∑
k=0

δk
∑

{jη}∈Is−m−2k
s−1

a(m)
k − b(m)

k

m+2k−1∑
µ=1

{iµ}=Is−1
s−1\{jη}

niµ


×
s−m−2k∏
η=1

(δz + βjη ) ,

where a(m)
k and b

(m)
k have the following expressions: a

(m)
0 = 1, a

(m)
1 =

m(m+ 1)
2

,

b
(m)
0 = 0, b

(m)
1 = 1,

a
(m)
k =

(m)2k

(2k)!!
,

b
(m)
k =

(m+ 1)2k−2

(2k − 2)!!
,

m = 1, 2, . . . , k = 2, 3, . . . ,

and for m = 0,

a
(0)
1 = 0, b(0)

0 = 0, b(0)
1 = 1,

a
(0)
k = 0, b(0)

k = (2k − 3)!!, k = 2, 3, . . . .

From the expressions for the coefficients a(m)
k and b

(m)
k we deduce the recurrence

relations

a
(m)
k = a

(m−1)
k + (m+ 2k − 2)a(m)

k−1,(5.9)

b
(m)
k = b

(m−1)
k + (m+ 2k − 3)b(m)

k−1,(5.10)

b
(m+1)
k =

m+ 2k − 1
m+ 1

b
(m)
k ,(5.11)

b
(m)
k = (m+ 1)a(m+1)

k−1 − (m+ 2k − 2)a(m)
k−1.(5.12)

Now we prove formula (5.8) by induction. The base s = 1 of the induction follows
from the initial conditions r0,1 = 1 and r1,1 = 0. Next we assume that (5.8) is valid
for some s and m = 0, 1, . . . , s and we will check it for s+ 1 and m = 0, 1, . . . , s+ 1.
We have

(5.13) rs+1−m,s+1 = rs+1−m,s + (δz + βs)rs−m,s
+ (ns + 1)r′s−m,s − (m+ 1)nsδrs−m−1,s .

Notice that

d

dz

 ∑
{jη}∈Iqp

q∏
η=1

(δz + βjη )

 = δ(p− q + 1)
∑

{jη}∈Iq−1
p

q−1∏
η=1

(δz + βjη )
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and

d

dz

 ∑
{jη}∈Iqp

 p−q∑
µ=1

{iµ}=Ipp\{jη}

niµ

 q∏
η=1

(δz + βjη )


= δ(p− q)

∑
{jη}∈Iq−1

p

p−q∑
µ=1

{iµ}=Ipp\{jη}

niµ

q−1∏
η=1

(δz + βjη ) .

We substitute (5.8) in (5.13):

rs+1−m,s+1

=


∑

Is+1−m
s−1

s+1−m∏
η=1

(δz + βjη ) + · · ·

+δk
∑

Is+1−m−2k
s−1

(
a

(m−1)
k − b(m−1)

k

m+2k∑
µ=1

niµ

)
s−m−2k+1∏

η=1

(δz + βjη ) + · · ·


+(δz + βs)


∑
Is−ms−1

s−m∏
η=1

(δz + βjη ) + · · ·

+δk
∑

Is−m−2k
s−1

(
a

(m)
k − b(m)

k

m+2k−1∑
µ=1

niµ

)
s−m−2k∏
η=1

(δz + βjη ) + · · ·


+(ns + 1)

· · ·+ δk
∑

Is−m−2k+1
s−1

(
(m+ 2k − 2)a(m)

k−1

−(m+ 2k − 3)b(m)
k−1

m+2k−2∑
µ=1

niµ

) s−m−2k+1∏
η=1

(δz + βjη ) + · · ·


−(m+ 1)ns

· · ·+ δk
∑

Is−m−2k+1
s−1

(
a

(m+1)
k−1 − b(m+1)

k−1

m+2k−2∑
µ=1

niµ

)

s−m−2k+1∏
η=1

(δz + βjη ) + · · ·

 .
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With the help of (5.11) and a combination of the terms in the third and fourth
curly brackets, we obtain, using (5.9), (5.10) and (5.11),

rs+1−m,s+1 =
∑

Is+1−m
s

s+1−m∏
η=1

(δz + βjη ) + · · ·

+ δk
∑

Is+1−m−2k
s

(
a

(m)
k − b(m)

k

m−2k−1∑
µ=1

niµ

)
s−m−2k+1∏

η=1

(δz + βjη ) + · · · ,

and the theorem is proved. �

5.2. Recurrence relation. In this subsection we derive the recurrence relation of
multiple Hermite polynomials for arbitrary p from the differential equation.

Theorem 5. For the multiple Hermite polynomials (5.1) we have the following
recurrence relations:

(5.14) Q(n1+1,n2,...,np)(z) = (δz + β1)Q(n1,n2,...,np−1,np)(z)

+

[
δ

p∑
ν=1

nν

]
Q(n1,n2,...,np−1,np−1)(z)

+

[
δ

p−1∑
ν=1

nν(βp − βν)

]
Q(n1,n2,...,np−1−1,np−1)(z) + · · ·

+

[
δ

p−k∑
ν=1

nν(βp − βν)(βp−1 − βν) · · · (βp−k+1 − βν)

]
Q(n1,...,np−k−1,...,np−1)(z)

+ δn1(βp − β1)(βp−1 − β1) · · · (β2 − β1)Q(n1−1,...,np−1)(z) .

Proof. Relation (5.14) follows from the differential equation (5.6),
p+1∑
m=0

rp+1−m,p+1(z)Q(m)
~n (z) = 0 .

We consider the case p = 2. From the Rodrigues formula (5.2) for Q~n we have

Q′(n1,n2)(z) = Q(n1+1,n2)(z)− (δz + β1)Q(n1,n2)(z),(5.15)

and, because of the commutativity of Rodrigues operators,

Q′(n1,n2)(z) = Q(n1,n2+1)(z)− (δz + β2)Q(n1,n2)(z).(5.16)

Therefore we need to prove that

Q′(n1,n2)(z) = w~nQn1,n2−1(z) + γ~nQn1−1,n2−1(z),(5.17)

and find the coefficients w~n and γ~n (independent of z). To do this, we take the
differential equation for Q(n1,n2) (see previous subsection),

(5.18) L(Q~n) := Q
(3)
~n (z) + [(δz + β1) + (δz + β2)]Q(2)

~n (z)

+ [(δz + β1)(δz + β2)− δ(n1 + n2 − 1)]Q(1)
~n (z)

− δ [n1(δz + β2) + n2(δz + β1)]Q~n(z) = 0,
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and differentiate it, to obtain

(5.19) Q
(4)
~n (z) + 2δQ(2)

~n (z) + [(δz + β1) + (δz + β2)]Q(3)
~n (z)

+ [(δz + β1)(δz + β2)− δ(n1 + n2 − 1)]Q(2)
~n (z) +

[
2δ2z + δ(β1 + β2)

]
Q

(1)
~n (z)

− δ [n1(δz + β2) + n2(δz + β1)]Q(1)
~n (z)− δ2(n1 + n2)Q~n(z) = 0 .

Now replace the last term on the left-hand side of (5.19) by means of (5.16); then

δ2(n1 + n2)Q(n1,n2)(z) = δ2(n1 + n2)
[
Q

(1)
(n1,n2−1)(z) + (δz + β2)Q(n1,n2−1)(z)

]
,

and substituting (5.17) in the obtained equation, we arrive at the identity (because
of the differential equation (5.18))

γ~nL(Q(n1−1,n2−2)) + w~n{Q(3)
(n1,n2−1) + [(δz + β1) + (δz + β2)]Q(2)

(n1,n2−1)

+ [(δz + β1)(δz + β2)− δ(n1 − 1 + n2 − 1− 1)]Q(1)
(n1,n2−1)

− δ [(n1 − 1)(δz + β2) + (n2 − 1)(δz + β1)]Q(n1,n2−1)}

− δ(n1 + n2)δQ(1)
n1,n2−1 − δ(n1 + n2)δ(δz + β2)Qn1,n2−1 = 0,

for w~n = δ(n1 + n2). Thus, we proved (5.17), which together with (5.15) gives
us the desired recurrence relation. We have already found the expression for the
coefficient w~n in this recurrence relation (see above). Finding an expression for γ~n
goes along similar lines. The proof for general p can be given in the same way using
the explicit expressions for the differential equation in Theorem 4. �
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