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1. INTRODUCTION 

The flowfields involved in advanced scramjet combustion systems are highly 

complex, three-dimensional supersonic flows with embedded subsonic regions and 

regions of recirculating flow. Problems of fuel injection and the finite-rate 

reaction chemistry of hydrogen and hydrocarbon fuels must also be considered. 

The critical interrelationship of all of the processes involved in a scramjet 

combustion system requires the development of analytical design tools to inves- 

tigate in detail the combustor flowfield and provide design and scaling infor- 

mation. While considerable progress has been made in the development of ana- 

lytic design tools (Ref. l), the complexity of the problem requires further 

progress in a variety of areas. 

A necessary feature of an advanced scramjet combustor model is the incor- 

poration of a turbulence model that adequately accounts for the effects on the 

turbulent shear stress of the non-isotropy of elliptic flows, the effects of 

compressibility on turbulence, and the interaction between turbulence and the 

chemical reactions occurring within the flowfield. The turbulence model must 

be well-supported by experimental data, and sufficiently practical that its use 

does not require excessive computational time. It must also be reliable: 

sufficiently general that it can be applied with confidence to a variety of 

flows, and amenable to the use of estimated initial conditions when detailed 

initial turbulence data do not exist. However, since it can be expected that 

different effects may dominate in different regions of the flow: non-isotropy 

in recirculation regions; compressibility effects (including the effects of 

shock waves on turbulence structure) in high-speed flow regions; and turbulence- 

chemistry interaction effects in regions in which fuel ignition and combustion 

are occurring, a modular approach may be the most efficient overall. In such 

an approach, both the numerical solution procedure and the turbulence model are 

specialized to account for the particular phenomena that dominate a particular 

region of the flowfield. 



There is a substantial variety of turbulence models that have been proposed 

for turbulent flows of interest in a scramjet combustor environment. These 

models range from algebraic eddy viscosity formulations, through one- and two- 

equation turbulent kinetic energy models, to multiple-equation Reynolds stress 

formulations and direct numerical turbulence simulations.. The application of 

these models to a variety of turbulent flows, most of which are relevant to 

scramjet combustors, has been reviewed in detail by Schetz (Ref. 2). This re- 

view shows clearly that of all the turbulence models that have been developed, 

only the one- and two-equation turbulent kinetic energy approaches have been 

applied to a sufficient variety of flows to be considered reliable in scramjet 

applications. Eddy viscosity formulations do not provide the modeling of the 

evolution of turbulence structure that is required for a reliable and general 

model of the different phenomena which occur in a scramjet combustor, while 

Reynolds stress models and numerical turbulence simulations are far too complex 

and too little understood to be useful in engineering computations of combustor 

flowfields. Thus, the selection of models for scramjet combustor calculations 

can be narrowed immediately to the one- and two-equation turbulent kinetic 

energy approaches and the algebraic Reynolds stress formulation: the latter 

approach, which is not discussed by Schetz (Ref. 2), offers the potential of 

incorporating the turbulence viscosity non-isotropy aspects of a Reynolds stress 

formulation in an engineering model without the computational complexity inher- 

ent in the full Reynolds stress model. 

Neither of the two turbulent kinetic energy approaches discussed by Schetz 

(Ref. 2) are directly usable as turbulence models for scramjet combustor appli- 

cations. The one-equation formulation , which has been developed to include 

empirical adjustments for compressibility effects, requires the a priori speci- 

fication of a turbulence length scale, and this scale cannot be satisfactorily 

specified in a complex flow. The two-equation model requires different coeffi- 

cients for planar and axisymmetric flows and also requires empirical adjust- 

ments for compressibility effects. Neither of these models is capable of pre- 

dicting the response of a turbulent flow to rapid pressure variations. 

Recently, Launder and co-workers have initiated the development of a modi- 

fied form of the two-equation approach which overcomes several of the problems 

encountered with this model (Refs. 3, 4, 5). The basic two-equation turbulence 
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model involves the solution of transport equations for the turbulent kinetic 

energy and its dissipation rate. This latter equation can be viewed as an 

equation for the distribution of turbulence length scale, which in turn can be 

interpreted as a measure of the average size of the eddies which make up a tur- 

bulent flow. A difficulty with this approach is that there is a vast size dis- 

parity between those eddies in which turbulence production takes place and the 

small eddies in which turbulence dissipation occurs. The description of the 

structure of a turbulent flow using a single average length scale implies that 

there is a constant relationship between the turbulence-production eddy scale 

and the turbulence-dissipation eddy scale and between turbulence-production and 

turbulence-dissipation rates. For some flows these rates do not maintain a 

constant proportionality and it is in these flows that the basic two-equation 

model fails. To overcome this problem, Launder and co-workers suggested a 

multiple-scale formulation. 

The multiple-scale formulation is attractive for scramjet applications for 

several reasons. The most obvious attraction of the model is its potential to 

overcome the limitations on generality observed in applications of the basic 

two-equation model to axisymmetric and planar flows. Further, Launder and co- 

workers have shown (Ref. 5) that the multiple-scale formulation successfully 

predicts the development of the turbulence structure under rapid pressure vari- 

ation, where the basic two-equation model also fails. But there are other 

potential areas in which the multiple-scale formulation has considerable merit, 

of which the most interesting is the problem of turbulence-chemistry interac- 

tion. 

The attraction of the multiple-scale formulation in problems of turbulence- 

chemistry interaction lies in its ability to predict the coupled evolution of 

disparate length scales in a turbulent flow. It has long been recognized that 

the phenomenon of unmixedness in a turbulent flow is related to the evolution 

of small-scale eddies, and thus to the turbulence dissipation rate. On the 

other hand, the large-scale turbulent mixing process is related to the effec- 

tive turbulent viscosity. Both the turbulence dissipation rate and the turbu- 

lent viscosity can be related to a turbulence length scale, but in inverse 

ways: the dissipation rate proportional to k3i2/!Z and the viscosity propor- 

tional to k1/2R. Thus with a single-scale model, increases in length scale 
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which increase the turbulent mixing rate also imply a decreased dissipation 

rate and thus larger unmixedness effects. With a multiple-scale model', the 

effective viscosity length scale and the dissipation length scale are sepa- 

rately computed, so that unmixedness phenomena can, at least potentially, be 

more realistically examined and related to the rate of heat release. 

The objective of this program is to develop accurate and reliable turbu- 

lence models suitable for use in predicting scramjet combustor flowfields. 

While it is recognized that because of the complexity of scramjet combustor 

flowfields, different models may be required for different parts of the flow, 

the potential for increased generality inherent in recent developments in tur- 

bulence modeling should be exploited. The multiple-scale formulation has been 

shown (Ref. 5) to overcome two of the major problems encountered in the use of 

the two-equation model, and thus it appears to be attractive for scramjet 

applications. However, it has not been used in a wide variety of flowfield 

predictions, so that its reliability is undetermined. Further, its use intro- 

duces at least two additional variables and transport equations, for which 

initial conditions must be provided, and the sensitivity of the model to ini- 

tial condition specification is undocumented. Thus, an extensive investigation 

was carried out under this program to examine the capability of the multiple- 

scale formulation over as wide a variety of flows as possible, and to develop 

methods for the reliable estimation of the initial conditions required by the 

model. Because the bulk of the available data for model verification involves 

boundary layer type flows (jets, wakes, shear layers), most of the comparisons 

of model predictions with experimental data described in this report involve 

these flows. However, jets, wakes, and shear layers are fundamental parts of 

the complex flowfields encountered in scramjet combustion chambers; moreover, 

reliable numerical solution procedures exist for them, avoiding the problems 

of numerical solution inaccuracy which can complicate the interpretation of 

turbulence model performance in more complex flows. 

In addition to the investigation of the multiple-scale model and initial 

condition estimation techniques, a number of other aspects of the problem of 

turbulence modeling for scramjet combustor applications have been considered in 

this program. Compressibility corrections to the dissipation equation have 

been evaluated in the context of the multiple-scale model. Recirculating 
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flowfields require the solution of the elliptic Navier-Stokes equations, and 

numerical solutions of these equations which are adequate for mean flowfield 

prediction are not, in general, adequate for turbulence model verification. 

Thus the application of elliptic solution techniques to recirculating flowfield 

prediction has been investigated to establish the grid resolution and conver- 

gence criteria required to adequately test different turbulence models. The 

algebraic Reynolds stress model defined by Rodi (Ref. 6) has been formulated 

for application to axisymmetric elliptic flows where shear non-isotropy effects 

may be important. 

All of the work that has been carried out under this program to develop 

accurate and reliable turbulence models for scramjet combustor applications is 

described in detail in this report. The basic equations and turbulence model 

formulations are described in Section 2, which includes a description of the 

basic two-equation model, the algebraic Reynolds stress model, and the multiple- 

scale approach. Results of the application of the multiple-scale model to a 

variety of flowfields are described in Section 3, which includes a description 

of the results of the investigation of initial condition estimation techniques 

and of an initial investigation of compressibility corrections. The use of 

elliptic numerical techniques to provide solutions of recirculating flow prob- 

lems suitable for the study of turbulence modeling is also discussed in this 

section. The results obtained from this program are discussed in Section 4, 

which also presents recommendations for further work in this area. 

5 

I .- 



NOMENCLATURE 

C jet species concentrations 

C 
Pl 

C 
P2 

$1 

'Tl 

> multiple scale model coefficients defined by Eq. 22 

D ' jet diameter or planar body thickness 

h' enthalpy fluctuation 

H total enthalpy 

k turbulent kinetic energy 

k 
P 

production-region turbulent kinetic energy, multiple-scale model 

kT 

R 

transfer-region turbulent kinetic energy, multiple-scale model 

turbulence dissipation rate length scale 

m turbulence-producing grid mesh size 

M Mach number 

Ma local Mach number 

P pressure 

Pr turbulent Prandtl number 

Prk 
turbulent Prandtl number for turbulent kinetic energy 

r radial coordinate 
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rl 

u. 
1 

U 

'i 

V 

X 

x. 
1 

Y 

Yl 
-i 

Y 
0.1 

Y 
0.9 

Greek 

a 

6 
ij 

E 

cP 

ET 

K 

lJ 

ueff 

vT 

P 

inlet radius 

ith 
component of turbulent velocity fluctuation 

axial mean velocity component 

ith 
component of mean velocity 

transverse or radial mean velocity component 

axial coordinate 

ith component of Cartesian coordinate system 

lateral coordinate, planar flow 

transverse distance at which (U-U,)/(U,-U,) = 0.5 (shear layer) 

transverse distance at which (U-U,)/(U,-U,) = 0.1 (shear layer) 

transverse distance at which (U-U,)/(U,-U,) = 0.9 (shear layer) 

species mass fraction 

Kronecker delta, = 0 when i # j, = 1 when i = j 

turbulent kinetic energy dissipation rate 

turbulent kinetic energy dissipation rate, production region, 
multiple-scale model 

turbulent kinetic energy dissipation rate, transfer region, 
multiple-scale model 

wave number 

dynamic viscosity 

turbulent effective dynamic viscosity 

turbulent effective kinematic viscosity 

density 

shear layer growth rate parameter 

shear layer growth rate parameter for UE/UI = 0 



'ij 

+ 

shear stress tensor 

generalized dependent variable 

Subscripts 

CL centerline value 

E outer edge value 

I inner edge value 

j jet value 
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2. DESCRIPTION OF TURBULENCE MODELS 

2.1 BASIC EQUATIONS: REYNOLDS AND FAVRE AVERAGING 

Since direct solution of the time-dependent Navier-Stokes equations is 

practical for only a limited class of turbulent flows, the point of departure 

for practical problems involving turbulent flows are averaged versions of these 

equations. Averaged sets may be derived either through Reynolds (volume) aver- 

aging (Ref. 7) or Favre (mass) averaging (Ref. 8). In the Reynolds averaging 

procedure a given dependent variable, a, is written in terms of its mean and 

fluctuating component, 

I$=~+~' 

where $' = 0 and the overbar represents a time-average. In the case of Favre 

averaging, the basic relationship is 

p$ = p3 + Cc#l" = $ + pcf 

or 

Under this definition 

$” = (3 - 6$)/P # 0 

while 

3” = [idPa> - PmmP = 0 

To compare the results of these two approaches, consider the momentum equation, 

which for a compressible flow is written, in Reynolds-average form 

all. aUj 
P$f (q +p’u+ -= 

axi + (qj + Tij) 

aF 
aXi &ij 

aUi 
-- -- 

- p'"j axi 

a(P’uj) 

- 'i 

a(P’Uj) 

at ax 
i 

(1) 
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where 

and 

T -- 
'ij = 

- PUiUi - P’UiUj 

and in Favre-averaged form 

where 

T 

'ij = - p'"i"uj" 

% 
ail. aS. 

'ij 
[ 

2 "j 2+-L--- 
= u axi axj 3 axi &ij 

I 

and 

- [ 

au -11 aui” 2 au .I’ 

'ij 
II - 

- 1-I 
J -__- 
axi + aXi 3 ax: 6ij 1 

While at first glance the Favre-averaged equations appear to be considerably 

simpler than the Reynolds-averaged equations, closure hypotheses have in gen- 

eral been developed for the Reynolds-averaged equations. This situation exists 

for several reasons, of which the primary one is that most measurements of the 

correlations to date have been of the Reynolds-averaged correlations, in flows 

which are basically incompressible. Furthermore, Morkovin's hypothesis, that 

p' has a small effect on turbulence structure if p'/D << 1, sanctions the use 

of incompressible turbulence models in a compressible flow for M < 5 in a 

boundary layer, M < 1 in a mixing layer, if mean density gradients have a small 

effect (Ref. 9). 

In utilizing the Favre-averaged equations it is generally assumed that 

models developed for the Reynolds-averaged turbulence correlation terms are 
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also suitable for their Favre-averaged counterparts. This is often justified 

by observing that modeling the mass-averaged correlations in a manner similar 

to that in which the Reynolds-averaged correlations are modeled is preferable 

to the tacit neglect of the density fluctuation terms involved in modeling 

compressible flows using turbulence model equations derived from the incompres- 

sible Navier-Stokes equations (Ref. 8). It might also be noted that consider- 

ably fewer separate modeling assumptions are necessary when using the Favre- 

averaged equations relative to the Reynolds-averaged form, because of the 

grouping of terms inherent in Favre-averaging, although this advantage is con- 

siderably reduced by the inability to use available experimental data in carry- 

ing out the modeling. 

If the modeling of the Favre-averaged equations is carried out along the 

lines outlined above, and the resulting equations are compared to the Reynolds 

equations, the comparison shows that the two sets of equations are equivalent 

as U. + Z.. 
1 1 

While this is not a surprising conclusion, as the limit iii + 5, 

implies p'/p -+ 0, the data of Stanford and Libby (Ref 10) for a helium jet 

exhausting into air at low velocity shows that for thi s flow, the limit is 

nearly reached, i.e., iii/zi = 1. Although these data are for a relatively 

simple configuration, and extrapolation to flows with significant compressi- 

bility effects must be approached with caution, the he lium-air system does 

involve a relatively large density ratio. Thus, in the context of utilizing 

the same modeling for the Favre-averaged equations as is used for the Reynolds- 

averaged equations, little is gained with respect to the turbulence modeling 

problem through use of the Favre-averaged form, and the Reynolds-averaged 

equations will be assumed in subsequent discussions. 

2.2 CLOSURE HYPOTHESES FOR THE REYNOLDS-AVERAGED EQUATIONS - BOUNDARY LAYER 
FLOW 

11 

If Morkovin's hypothesis is invoked, so that terms involving density and 

pressure fluctuations can be neglected, and the molecular transport terms 

are neglected compared to the turbulent transport terms, the governing equa- 

tions reduce, for steady flow of a single component gas to: 



Continuity 

a(PUi 1 
axi = 

0 (3) 

Momentum 

pui 2 = - ~ a: (p - 
i i 

UiUj) - $ 6ij 
i 

Energy 

aH a pu. - = - - 
I axi aXj 

+ uik) - $- 1 i 
(Uipuiuj > 

(4) 

(5) 

where, in these equations, the overbars have been omitted from the mean parts 

of the dependent variables. Thus, closure hypotheses for this reduced set of 

equations reduce to obtaining expressions for the correlations puiuj, puih', 

and pq. By far the most generally accepted approach to the required closure 

modeling for these equations is that involving the definition of an effective 

viscosity, i.e., 

-pqj = peff($ + %)- ; pk"ij 

peff ak 
-puik = Prk aXi ( ) 

(6) 

(7) 

(8) 

so that the additional closure assumption required involves a model for peff. 

In Eqs. 6-8, Pr is the Prandtl number and Prk represents a Prandtl number for 

turbulent kinetic energy, k = + vi. The most widely used model for ueff is 

the two-equation model, described by Launder, et al. (Ref. 11) and Launder and 

Spalding (Ref. 12); in this model 

'eff 
= c, pk2/E 

12 
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where E represents the turbulent kinetic energy dissipation rate and C,, is a 

constant. The variables k and E are themselves obtained from modeled transport 

equations derived from the (incompressible) Navier-Stokes equations, so that 

the two-equation model requires, in addition to Eqs. 6-8, the solution of: 

Turbulent Kinetic Energy Transport 

& (pUik) = & 
aui 

y-- __ _ 
i i 

- p",uj axj PE (9) 

and 

Turbulent Kinetic Energy Dissipation --_I - -- 

& (PUiE) = & 

i 
i(eq)m f [',1 Pqj ;+ C,* PC] (10) 

in which Ccl, Cc2, and Prc are constants. 

2.3 CLOSURE HYPOTHESES FOR THE REYNOLDS-AVERAGED EQUATIONS - ELLIPTIC FLOWS 

The two-equation model has provided good results in boundary layer-type 

flows and some recirculating flows, and the multiple-scale formulation de- 

scribed in the next section offers promise of increasing the generality of the 

basic two-equation model. However, both of these models involve an isotropic 

viscosity assumption: that is, it is assumed in the formulation that the 

anisotropy of the Reynolds stresses is determined locally and that the princi- 

pal axes of stress and strain are coincident. In some flows, this assumption 

may not be appropriate. An alternative to these approaches which does not in- 

volve an isotropic viscosity hypothesis is provided by Reynolds stress modeling, 

in which transport equations are solved for each of the U.U. components; the 
1 J 

kinetic energy equation is obtained from the Reynolds stress equations when 

i = j. There are a number of postulated closures for the Reynolds stress 

equations, but Pope and Whitelaw (Ref. 13) note that these closures differ 

only in the term which represents redistribution of energy among the stress 

components (i.e., the tendency-toward-isotropy term). 

In Ref. 13, Pope and Whitelaw carried out an assessment of two Reynolds 

stress models and the two-equation model, comparing detailed predictions of 
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mean flow and turbulence quantities with measurements obtained in planar and 

axisymmetric two-dimensional isothermal wakes. The conclusions of this study 

are of considerable interest here: in terms of mean velocity, little difference 

was observed between the predictions of the three models in the planar wake 

case, while for axisymmetric wakes the differences between the models were more 

strongly a function of the boundary conditions assumed than of the particular 

model used. That is, a change in assumptions regarding the boundary conditions 

produces a greater change in the predictions of all three turbulence models 

than the differences between the models for a given boundary condition. 

For the axisymmetric wake with recirculation all of the models underpre- 

diet the length of the wake region and the rate of spread of the downstream 

wake. This deficiency is attributed by Pope and Whitelaw to the dissipation 

equation, which is common to both of the Reynolds stress models. It is of 

interest to note that both the modeling introduced by Launder for the solution 

of the planar-round jet discrepancy observed in the use of the two-equation 

model (Ref. 14) and the empirical compressibility corrections that have been 

applied to the one-equation turbulence model (Ref. 15) also involve the dissi- 

pation equation. Taken together, these observations suggest that improvements 

in dissipation equation modeling, which is a key element of the multiple-scale 

formulation, are necessary to provide increased generality of turbulence models. 

Although Pope and Whitelaw (Ref. 13) note that through careful choice of a 

solution algorithm, it is possible to solve the five-equation Reynolds stress 

model with only 50% more computer time than the two-equation model; this in- 

crease in solution time could be significant in complex -problems. An alterna- 

tive approach, which still retains some of the ability of complete Reynolds 

stress models to predict non-isotropic flows, is the algebraic stress model 

proposed by Rodi (Ref. 6). Starting with the Reynolds stress equation, Rodi 

notes that if a consistent "simulation" of the convection and diffusion terms 

in this equation can be devised in terms of already computed quantities, then 

it reduces to an algebraic equation. 

Although the simplest simulation is to neglect the convection and diffu- 

sion terms entirely, this does not produce a result consistent with the require- 

ment that the sum of the normal stress terms obtained from the truncated equa- 

tion add up to 2k, except in a special case. Rodi thus proposes the simulation 

14 



(conv. - 'i"j diff.) of i$Iij = --k-- (conv. - diff.) of k 

Rodi tested this approach on the prediction of the normal stress level in free 

boundary layer flows, including a mixing layer, plane jet, and plane wake. The 

predictions of the normal stress using this approach are in some cases better 

than that achieved using the full Reynolds stress approach; however, for these 

computations Rodi did not couple the modeled Reynolds stress equation to the 

momentum equation: that is, the shear stress in the momentum equation was 

evaluated through an effective viscosity hypothesis and not using the Reynolds 

stresses. Nonetheless, the relative simplicity of this approach is such that 

its use in the engineering calculation of recirculating flows should be further 

investigated. 

Although the application of the Rodi algebraic stress model to planar, 

two-dimensional elliptic flows is relatively straightforward, the equation 

system for axisymmetric elliptic flows becomes relatively complex. Since it 

does not appear that these equations have previously been derived, the equation 

set is reproduced here in its entirety. The stress terms appear in the equa- 

tions of motion as first derivatives, reflecting their derivation from the con- 

vection terms of the Navier-Stokes equation under Reynolds-averaging, and they 

can thus be numerically modeled as source terms. However, following a sugges- 

tion of Launder's, they are modeled here as diffusion terms, with non-isotropic 

turbulent eddy viscosities, to facilitate their use in numerical solution pro- 

cedures. The governing equations are 

Continuity 

w + i -$ (pVr) = 0 

x-Momentum 

V au 
w F - 2 %V SF 

-&(P +$k) 

(12) 
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r-Momentum 

' 
uv r 

11 a 

[ ( 
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[ 

au au 
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where 

54 = rt (eu + 1) k2 
rt = $A~ 

% = rt (ev + 1) A = (1 - a)/w [l +g+ - l)] 

% = rt (ew + 1) CY = 0.4 

u uv = 5 euv W = 2.5 

Turbulent Kinetic Energy 

m+b-$ (pvkr) =a 
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ak+,, ak 
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(14) 

Dissipation Rate 
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where 

pk2 
'ku = 's E - (eu + 1) 

pk2 
pkv = 's E (ev + 1) 

C 
P Eli pku 

pk2 
I-'kuv = 's E euv 

C 
1-I =- 
EUV c ' 'kuv 

S 

Cs = 0.25 CE = 0.15 Ccl = 1.45 Cc2 = 1.9 

These equations are closed by a set of four algebraic normal stress relations, 

e =A;;2 - 
U 2-j7~ (eu 

1 
+ 1) +j - $ (ev + 1) E - ij (ew +l)F+e 

uv 5F-7Ki i 

au 1 av 
11 

V [ 

1 
e = 2 Y2 

27y~-7(eu + 1) 4$ + (ev + 1) g - jj (ew + I):+ euV 
( 

1 au g--- 
2 ar 1 

e = 2 Y2 
W 2-r- 

- y 
I 
- + (eu + 1) g - + (ev + 1) Z$ + (ew + 1) F - euv ar (x!+g)] 

e =3uv-4 7j y (ev + 1) $ + (eu + 1) j?$ - e 
I 

' -- 
uv 2k uv r I 

to be solved simultaneously, where 

and 

(16) 
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2.4 MULTIPLE-SCALE MODELING 

While reasonably good results have been achieved with the two-equation 

model in a variety of flows, including boundary layer flows and recirculating 

flowfields (Refs. 11, 12), several problems in its application exist. One of 

these is the round-jet problem: the simple configuration of the jet into still 

air cannot be modeled correctly while using the same constants used to model 

other flows, such as plane jets and coaxial axisymmetric jets. Further, the 

far wake problem and the effects of compressibility have not been adequately 

handled. In each case, the treatment of the dissipation rate is of paramount 

importance, and recent work by Launder and co-workers (Refs. 3, 4, 5) has 

pointed to a possible solution to this problem. 

The key to the new multiple-scale approach is the recognition that while 

the dissipation equation (Eq. 10) and the kinetic energy equation (Eq. 9) both 

contain production and dissipation terms, these processes occur in different 

spectral regions of the flow. That is, turbulence energy production occurs in 

the larger eddies in the flow, while dissipation phenomena involve primarily 

the smaller scales. Thus, there must be a transfer of energy from the larger 

scales to the smaller, and this transfer can, in certain situations, introduce 

a lag phenomenon, so that turbulence energy production and turbulence energy 

dissipation do not necessarily both increase or decrease in the same region of 

the flow as is implied by Eqs. 9 and 10. 

To introduce a model in which the evolution of the different scales appro- 

priate to the large-eddy production region and the small-eddy dissipation re- 

gion can be accounted for, Launder and co-workers introduced a partitioning of 

the turbulence energy and its dissipation rate, as shown schematically in 

Figure 2-l. In this figure, a partitioning into three regions is shown. For 

wave numbers less than Kl, a production region is defined, characterized by a 

turbulent kinetic energy kp and a dissipation rate Ed. This dissipation af- 

fects the transfer of energy through the transfer region K1 < K < K2; for wave 

numbers higher than K2, dissipation of turbulence energy into heat takes place. 

A separate kinetic energy and dissipation rate equation is written for the 

transfer region, characterized by kT and cT, and the production term in the 

kinetic energy equation for the transfer region is the production region dissi- 

pation rate Ed. 
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K1 K2 

WAVE NUMBER 

Fig. 2-l. Spectral Division of Turbulence Energy 
and Dissipation Rate 

The partitioning of the energy spectrum that is the key feature of the 

multiple-scale model can clearly be carried out as many times as computer capa- 

city will allow, but in practice, a partitioning into three regions appears to 

be sufficient (Refs. 4, 5). This requires two sets of transport equations, 

given the assumption (basic to most turbulence modeling) that the mechanisms 

involved in the final dissipation 

energy are capable of accepting a 

assumption is the reason that the 

of turbu 1 

11 of the 

physical 

ent kinetic energy into thermal 

energy transferred to them. This 

fluid viscosity does not appear in 

nd is supported by the observed issipation rate equations a the turbulence d 

Reynolds number 

also is observed 

invariance of fully-turbulent flows. Further, in practice it 

that the exact point in the wave-number spectrum at which the 
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energy spectrum is partitioned does not appear to exert much influence on the 

results; however, it does appear to be influential in initial condition deter- 

mination, as will be subsequently discussed. 

The model equations, for axisymmetric parabolic flow, for the production 

and transfer region turbulent kinetic energy and dissipation rate are similar 

in form to those used in the two-equation model. The development of these 

equations is discussed in some detail in References 3-5; they are: 

Production Region 

ak 
pu~+pv~=-- ak ;c($->) + ~T(~)i-pEp-p(~) g 

P (17) 

aE 
PU $+ PV $= i&(%2) + CppT(i-$!)2 t - Gp2$+ $,lkp(+$ 

(18) 

Transfer Region 

akT akT la 
r ar ( > 

uT akT + pc 
puTjy+pvar=-- -- 

ak ar P 
- PET 

T 

(19) 

EP - ET2 
+ pcT1 kT - pcT2 kT (20) 

in which the subscript p refers to the production region and T to the transfer 

region. In this formulation, the turbulent viscosity is given by 

k 

u'T = Pcu (kp + kT) ;;e 

P 
(21) 

This formulation introduces six coefficients, compared to three for the two- 

equation model, but values for several of these coefficients can be inferred 

from two-equation model results and from examination of limiting cases. The 

procedure used to establish the coefficients is described in detail in Ref. 5; 
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the results are 

C 
PI 

= 2.2, c p2= l.8-o.3[($- 1)&+1)] 

‘Tl 
= 1.08 3 , CT2 

&T 
= 1.15 (22) 

C' 
PI 

= -0.11 , cp = 0.10 

In addition to the modeling required to represent the multiple-scale approach, 

these equations also introduce additional modeled expressions. Thus, Eq. 17 

contains the usual convection, diffusion, production, and dissipation terms; 

but in addition, the last term represents production of turbulence due to axial 

velocity gradients (which is of noticeable importance only in jet flows). 

Further, Eq. 18, for the production region dissipation rate, includes a term 

(the last term on the right-hand side) which accounts (indirectly) for turbu- 

lence energy generation by irrotational strain (Ref. 5). This term vanishes in 

an irrotational flow and is otherwise negative. These additional terms are not 

fundamental to the multiple-scale model and have been applied to improvement of 

the basic two-equation approach with good results (Ref. 14). 

It has long been observed that there are certain "pathological" flows 

which available turbulence models are unable to adequately represent. One of 

these is the flowfield that results when a grid-generated decaying turbulent 

wake flow is passed through a contraction section. During this process, the 

kinetic energy is observed to increase and then decay again, but at a slower 

rate than before. Two-equation model predictions either underpredict the 

secondary peak achieved and the subsequent rate of decay, or overpredict both, 

depending on the coefficients selected: proper prediction of both the second- 

ary peak energy level and the subsequent rate of decay seems to be beyond the 

capability of the basic two-equation model. The multiple-scale model does 

successfully predict this flow, and study of the calculation results of this 

flowfield (taken from Ref. 5) provides further insight into the behavior of 

the multiple-scale model. 
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Figure 2-2 shows the results of two-equation and multiple-scale model 

computations of the turbulent kinetic energy level of a decaying wake flow 

passed through a 4:l contraction, compared to the measured data for this flow 

(Ref. 5). 
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Fig. 2-2. Development of Kinetic Energies in 4:l Contraction (Ref. 5) 

Clearly, the multiple-scale (here "double-scale") model provides a very good 

representation of this flowfield, one that is considerably better than that 

produced by the basic two-equation ("single-scale") model. Of additional 

interest is the manner in which this improvement is achieved. In the single- 

scale approach, the increase in kinetic energy would immediately result in an 

ltiple- 

ion 

increase in the dissipation rate of turbulent kinetic energy. For 

scale approach, the division of the energy spectrum into a product 

the mu 

ion reg 
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and a transfer region introduces a lag in the increase in dissipation rate. As 

can be seen from Figure 2-3, the increase in production region kinetic energy 

is, as in the two-equation formulation, accompanied by an increase in production 

region dissipation rate. But instead of being lost from the turbulence energy 

budget, as would be predicted by the two-equation model, this energy is trans- 

ferred to a different spectral region. The ultimate transfer of this energy to 

the smaller scales which produce dissipation of turbulence energy into thermal 

energy lags the transfer of energy from the production region to the transfer 

region, as can be seen from Figure 2-3. This results in the higher peak 

energy and subsequent rapid decay seen in Figure 2-2. 
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Fig. 2-3. Development of Energy Transfer Rates 
Through 4:l Contraction (Ref. 5) 

Thus, the basis of the multiple-scale approach can be described through 

the use of a "tank-and-tube" analogy as shown in Figure 2-4 (Ref. 5). The 

dissipation rate, &P serves as a "valve" controlling the transfer of energy 

from the production "tank" to the transfer "tank"; the loss of energy from the 

transfer "tank" is defined by the dissipation rate cT, which by definition is 
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equal to the rate of conversion of turbulence energy to thermal energy. Pro- 

duction of turbulence, Pk, which occurs in the larger eddies, feeds .into the 

production region "tank" and not the transfer region. For relatively simple 

flows, in which the basic two-equation model performs well, c = cT = E, so 
P 

that there is little or no energy buildup in the transfer region. But for more 

complex flows, E 
P 

and cT are not equal, and turbulent kinetic energy is trans- 

ferred from the production region to the dissipation region, but not immedi- 

ately destroyed. 

L -3 
'k 

Fig. 2-4. Tank-and-Tube Analogy of Spectral 
Transfer of Energy 

The multiple scale approach has several advantages in the context of scram- 

jet combustor modeling. Scramjet flowfields involve localized regions of strong 

pressure gradients , which are known to severely affect local turbulence levels. 

Thus, a model which predicts the behavior of a turbulent flow passing through a 

strong pressure gradient associated with waves and wave interaction and regions 

of fuel injection and ignition is potentially more accurate and reliable than 

the two-equation model for scramjet applications. Moreover, as pointed out in 

the Introduction, the multiple-scale approach offers the possibility of the 

development of deterministic relations for unmixedness effects important in 

modeling ignition and flame stabilization phenomena. However, before proceed- 

ing with the use of the multiple-scale approach, its reliability needs to be 

established: how well does the model perform for a variety of flowfields, all 
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of which can be encountered in scramjet combustors? Further, the multiple- 

scale approach requires more detailed initial conditions than does the two- 

equation approach, and if it is to be utilized in an engineering model, reli- 

able methods for estimating these initial conditions need to be determined. 
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3. RESULTS OF MULTIPLE-SCALE MODEL COMPUTATIONS 

In order to establish the accuracy and reliability of the multiple-scale 

turbulence model approach, and to develop a reliable method for initial condi- 

tion specification for this model, an extensive series of computations and 

comparisons with available experimental data have been carried out. Most of 

the data used in this comparison are those used for comparison with computations 

at the 1972 NASA-Langley Symposium on Turbulent Shear Flows (Ref. 16). These 

data have been utilized for several reasons: the symposium committee selected 

these cases as the most suitable for comparison purposes after an exhaustive 

survey of available data; they represent a variety of flowfields most of which 

are highly relevant to scramjet combustor applications; and comparison with 

these data provides a ready reference point for comparison of predictions of 

the multiple-scale model with other turbulence model approaches. Other data 

have also been incorporated into the comparisons reported in this section, 

where appropriate either because of certain questions which exist with regard 

to some of the data used in the 1972 Langley Symposium or because the particu- 

lar configuration of interest was not included in the Symposium flows. Through- 

out this section, comparisons of multiple-scale model predictions with those of 

the "standard" two-equation model are reported. For these comparisons, the 

two-equation model results described in Ref. 16 were not. used. Instead, the 

two-equation model results presented in this section were obtained using the 

same computer code and initial condition determination technique utilized for 

the multiple-scale model. 

The calculation technique utilized for all of the parabolic flowfield 

solutions described in this section is based on the explicit finite-difference 

code described by Boccio, et al. in Ref. 17. This code solves the equations of 

motion in stream function coordinates and is capable of computing planar or 

axisymmetric, free or ducted turbulent flow phenomena for incompressible or 

compressible flows. For use in this work, the code was slightly modified to 
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allow input of initial profiles in physical rather than stream function coordi- 

nates and to incorporate both the two-equation and multiple-scale turbulence 

models. Elliptic flowfield calculations for the recirculating, sudden- 

expansion flowfield case used an implicit finite-difference code similar to the 

Imperial College TEACH formulation (Ref. 18). In this case, it was found 

necessary to use a fine, 25 x 100 computational grid to ensure adequate freedom 

from numerical diffusion effects to provide a test of the turbulence model for- 

mulation. About 1000 iterations were required with this degree of grid fine- 

ness to obtain a stable solution in terms of predicted recirculation zone 

length. 

3.1 INITIAL CONDITION DETERMINATION 

A central issue with regard to the use of advanced turbulence models for 

the prediction of flowfields of engineering interest is the development of 

techniques for the accurate estimation of initial conditions and the sensi- 

tivity of the model itself to the initial conditions. This issue arises be- 

cause the more general turbulence models involve the solution of turbulence 

transport equations reflecting the evolution of the turbulence structure. 

These more realistic models require more detailed initial condition data. How- 

ever, these data, for example for initial turbulent kinetic energy and dissipa- 

tion rate profiles, are generally not available: certainly such detailed data 

cannot be expected to be available for most scramjet flowfields. On the other 

hand, sensitivity to initial conditions is not a true test of turbulence model 

performance and is seldom included in turbulence model evaluations. 

Because the objective of this program is the development of turbulence 

models for engineering use, with certain exceptions all of the computations 

reported herein begin from estimated, rather than measured, initial turbulence 

data. In some cases, initial mean flow profiles have also been estimated. For 

the multiple-scale model, not only must initial turbulent kinetic energy and 

dissipation rate data be specified, but also the initial partition of the 

energy and dissipation rate into production and transfer regions. Thus, an 

extensive investigation of initial condition effects on flowfield predictions 

has been required. 
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An example of the sensitivity of turbulence model predictions to initial 

condition specification is shown in Figure 3-l. In this figure, a variety of 

single-scale two-equation model predictions of the downstream decay of an axi- 

symmetric jet are shown. Computations were initiated at X/D = 60 using mea- 

sured turbulent kinetic energy profiles as initial conditions; the only differ- 

ence between the computations shown is the assumed dissipation rate. Model 

coefficients used were those shown in the figure. 

TWO-EQUATION TURBULENCE MODEL (Equations 9, 10) o 

Prk = 0.9, Pr 
E 

= 1.22, cu = 0.09, cc1 = 1.44, 

t 

C = 1.90 
0.10 &2 ---- - 

ucL 
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Figure 3-l. Effect of Initial Dissipation Rate on Axial Velocity Decay, 
Far Field of Axisymmetric Jet 

The basic assumption used to generate dissipation rate initial conditions 

is usually taken to be that turbulence energy production equals turbulence 

energy dissipation rate. As these results show, for this flow this "equilib- 

rium" assumption results in a slightly overpredicted initial centerline veloc- 

ity decay rate. Other perturbations on the "equilibrium" assumption produce 

the other results shown in Figure 3-l. While this flowfield is especially 
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sensitive to initial condition specification , since by X/D = 60 the jet has 

progressed into a relatively weak shear region, these results indicate the 

level of initial condition sensitivity that can be encountered with a widely 

used turbulence model. 

Despite the sensitivity illustrated in Figure 3-1, an extensive investi- 

gation of initial condition estimation techniques carried out as part of this 

program has resulted in a generalized approach that, as will be shown, pro- 

vides reasonably good results for all of the flowfields considered. The 

technique applies to initial conditions in the strong-shear region of the 

flow, where the sensitivity exhibited in Figure 3-l is somewhat reduced, as 

well as to initial conditions in the weak-shear region. The approach is 

based on the use of eddy viscosity models to generate an initial shear stress 

and thus kinetic energy profile, and is based on the technique devised by 

Harsha (Ref. 19) for use with the one-equation turbulent kinetic energy model. 

It can be summarized as follows: 

1. Origin at nozzle exit: Maise and McDonald (Ref. 20) eddy 7 
viscosity profiles are used to establish the initial shear 
stress and thus the turbulent kinetic energy distribution; 
actual boundary layer thickness is used if reported, other- 
wise 6 f: 0.10 r.; actual boundary layer velocity profile is 
used if reporte d; otherwise a l/7 power law boundary layer 
is assumed. The initial turbulent kinetic energy partition 
is given by kp = 4kT (and kp + kT = k). 

2. Dfigin in potential core region (jets) or before self- 
preservin 'g region (wakes and shear layers): The Prandtl 
eddv viscositvmodel is used to establish the initial shear 
stress and thus turbulent kinetic energy distribution, along 
with measured velocity profiles. An eddy viscosity coeffi- 
cient of 0.005 is used with the length scale equal to the 
mixing region width. The initial turbulent kinetic energy 
partition is assumed to be kp = 4kT. 

3. D-cgin in self-preserving region: The measured velocity and, 
ifava-ilable, turbulent kinetic energy profiles are used; 
otherwise the turbulent kinetic energy profiles are obtained 
from the Prandtl eddy viscosity model, with a coefficient of 
0.014 and a length scale given by the mixing region half- 
width. The initial turbulent kinetic energy partition is 
given by kp = kT. 
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Once an initial eddy viscosity distribution is obtained by one of these ap- 

proaches, the relation 

1~1 = 0.30pk 

which has been found to be supported by a wide variety of experimental data 

(Ref. 21) is used to obtain the kinetic energy distribution from the relation 

k = 3.33 + = 3.33 vT & 

In the region of a centerline this approximation fails, since k does not ap- 

proach zero on a centerline while T does, so that for this region the initial 

value of k is assumed to be equal to its maximum va lue attained in the derived 

profile. Given k, the dissipation rate, E, is obta ined from an equilibrium 

hypothes is; for the multiple-scale model the initial partition between k and 
P 

kT is as outlined above, while in all cases E 
P 

= &T initially. 

The effect of the choice of the initial partition of the kinetic energy 

into production and transfer regions is shown in Figure 3-2, which, like Figure 

3-1, shows results obtained for the axisymmetric jet case. For this case, as 

noted earlier, the initial turbulent kinetic energy is obtained from experimen- 

tal data. Use of the weak-shear region partition, kp = kT can be seen to pro- 

vide a better representation of the initial decay rate than does the strong- 

shear partition, kp = 4kT. Neither of the initial conditions result in a 

proper representation of the far-field decay rate for this flow, for reasons 

that are discussed in the next section. 

3.2 AXISYMMETRIC JETS 

In this section, results of computations with both the two-equation and 

multiple-scale models are compared with experimental data for axisymmetric, 

single-gas jets. The experiments include the jet-into-still-air and two-stream 

coaxial jets, in the latter case both ducted and free. While these particular 

configurations are not directly applicable to scramjet combustor flowfields, 

they provide well-documented data that is suitable for a critical test of tur- 

bulence modeling. Further, single-jet experiments at different nozzle exit 

Mach numbers provide a test of the ability of turbulence models to predict 
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compressibility effects in reasonably simple flowfields, and the prediction of 

compressibility effects is of critical interest in the development of turbu- 

lence modeling for scramjet combustors. 
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Fig. 3-2. Effect of Initial Kinetic Energy Partition on Centerline 
Decay Prediction, Far Field of Axisymmetric Jet 

The development of an axisymmetric jet in the far field was the focus of 

test case 18 of the 1972 NASA Langley Symposium. These data, from Ref. 22, 

were obtained using a linearized constant-temperature hot wire anemometer in 

the self-preserving region of a free jet, X/D > 60. A variety of initial con- 

ditions are possible for this flowfield: use of the experimental data given 

for X/D > 60; use of other experimental data for 0 < X/D < 60; or estimated 

nozzle-exit initial conditions. Because of the initial condition sensitivity 

that has already been noted, when the computation is begun in a weak-shear 

region, computations for this case are initiated from experimental initial 

conditions reported by Bradshaw, et al. (Ref. 23) at X/D = 1, using the Prandtl 

eddy viscosity model to estimate the initial kinetic energy profiles. 
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Unfortunately, although test case 18 was selected in the 1972 NASA Langley 

Symposium to represent the asymptotic jet, these data exhibit an anoma.lous be- 

havior, as has been noted both by Harsha (.Ref. 24) and by Rodi (Ref. 25): be- 

tween X/D = 60 and X/D = 70 the slope of the experimental velocity decay curve 

changes sharply, with concurrent changes in the overall flow momentum flux. 

Thus, for asymptotic jet prediction comparisons, the test case 18 data have 

been supplemented by the experimental data obtained by Albertson, et al. (Ref. 

26) and by Baines (Ref. 27). 

Turbulence model computation results for both the multiple-scale and two- 

equation (k-E) models are shown in Figure 3-3 compared to all of the data noted 

in the preceding paragraph. For this, and all subsequent comparisons, the co- 

efficients used with the multiple-scale model are those given by Eqs. 22; for 

the two-equation model the coefficients shown in Figure 3-l have been used. 

Thus, no attempt has been made to use for the two-equation model the coeffi- 

cients and model modifications specifically reported for axisymmetric jet flow- 

fields. It is clear from Figure 3-3 that the multiple-scale model provides a 

very much better representation of far field velocity decay behavior than does 

the basic two-equation model, as has been reported earlier by Launder and co- 

workers (Ref. 4). The model also provides a good representation of near-field 

data, as shown in Figure 3-4, especially when it is noted that the specific 

initial conditions associated with the data of Refs. 26 and 27 were not used 

for the computations shown. The significance of this is that small differences 

in initial conditions (i.e., thickness and state of initial boundary layers, 

jet Reynolds number) have been shown (Ref. 24) to exert a marked influence on 

the length of the jet potential core. On an inverse velocity ratio plot such 

as Figure 3-4, the effect with respect to the calculated results is to change 

the intercept of the curve with the abscissa, but not the slope of the curve. 

It should be noted that a portion of the improvement between the two- 

equation (k-c) model results and those of the multiple-scale model shown in 

Figures 3-3 and 3-4 is traceable to the introduction of the axial gradient 

kinetic energy production term and the irrotational strain term in Eqs. 17 and 

18. Both of these can be applied to the basic two-equation model (Ref. 14). 

The effects of the use of these terms on the prediction of the axisymmetric 

jet flowfield is shown, for the multiple-scale model, in Figure 3-5. 
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symmetric cold jet into still air (Ref. 28) at a jet exit Mach number of about 

0.6. This flowfield is thus mildly compressible. Computations for this case 

were initiated at X/D = 1, using the experimentally measured mean velocity pro- . 

files and the Prandtl eddy viscosity model to estimate the initial kinetic 

energy distribution. Results of the computations are shown in Figure 3-6, 

which provide a comparison of the two-equation and multiple-scale model predic- 

tions, the latter for two initial kinetic energy partitions. Both the two- 

equation and multiple-scale models provide a reasonable predicti,on of these 

data, when the strong-shear kinetic energy partition is used with the multiple- 

scale model. Use of a weak-shear partition, kp = kT, results in a drastic 

overprediction of the potential core length for this flow. 

Both the two-equation and multiple-scale models strongly underpredict the 

potential core length for the supersonic jet, test case 7 of Ref. 16. These 

data, from Ref. 29, were obtained using a circular cross-section, Mach 2.22 

nozzle designed for axial flow at the exit, operated at design pressure ratio 

with the jet total temperature equal to the ambient temperature. They provide 

a direct test of the modeling of compressibility effects: data obtained by 

Warren (reviewed in Ref. 24) show that the effect of increasing jet exit Mach 

35 



number (and thus also jet exit Reynolds number) for a series of fully-expanded 

supersonic jet experiments is an increase in the velocity potential core length. 

A similar effect of jet exit Reynolds number on velocity potential core length 

is also seen for incompressible jets, as has already been noted, but the effect 

for compressible flows is considerably stronger and presumably involves com- 

pressibility as well as Reynolds number effects (Ref. 24). As can be seen from 

Figure 3-7, neither the basic two-equation model nor the basic multiple-scale 

model provides a good representation of the velocity potential core length for 

these data, although the downstream velocity decay rate is reasonably well rep- 

resented. However, it is possible to improve the observed level of agreement 

for the multiple-scale model through the use of a compressibility-effects cor- 

rection term, as will be discussed in a subsequent section of this report. 
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Fig. 3-7. Centerline Velocity Decay, Mj = 2.22 Jet 

The mixing process involved in coaxial air jets was the subject of test 

case 9 of the 1972 NASA-Langley Symposium, using data reported by Forstall and 

Shapiro (Ref. 30). In this experiment, the mixing process occurred in a 10.2 

cm-diameter (4 in.) copper tube, with an inner nozzle diameter of 0.635 cm 

(0.25 in.). For the test case, the velocity ratio between the outer stream and 

the center stream was nominally 0.25; the center stream and outer stream both 

involved relatively thick boundary layers at the nozzle exit. Although the 

flowfield was ducted, throughout the measurement region the static pressure was 

nominally uniform: computations made as part of this program using both con- 

stant pressure and constant wall radius boundary conditions confirmed this 

assumption. The initial conditions for the computations were established at 

the nozzle exit using the measured initial velocity profiles and eddy viscosity 

distribution obtained from the boundary layer data of Maise and McDonald (Ref. 

20). 

Results of the computations are shown in Figure 3-8, for the basic two- 

equation model and the multiple-scale model, the latter again with two parti- 

tions of the initial turbulent kinetic energy. For this flow, the results of 

the two-equation model and the multiple-scale model with k = 4kT nearly over- 

lap; again the use of the weak-shear partition, kp = kT, p:oduces an exces- 

sively long potential core. 
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Fig. 3-8. Centerline Velocity Decay, Coaxial Jets 

Test case 23 of Ref. 16 involved a relatively more complex flow than the 

others considered in this section. The configuration for this experiment in- 

volved coaxial jets exhausting into quiescent surroundings. The central jet 

was 2.64 cm (1.04 in.) in diameter and was surrounded by an annular nozzle of 

5.13 cm (2.02 in.) diameter; both were mounted flush in a plane wall. The 

outer jet velocity was approximately 60 m/set, and the outer jet to inner jet 

velocity ratio was 5.05. Thus, the centerline velocity for this case initially 

i,ncreases as mixing takes place between the higher and lower velocity streams, 

and then decreases as mixing with the quiescent surroundings proceeds. Initial 

conditions for these computations were established using the mean velocity pro- 

files measured at X/D = 0.606 (based on the larger nozzle diameter) along with 

measured initial kinetic energy data. 

As can be seen from Figure 3-9, neither the two-equation nor the multiple- 

scale model provide a good prediction of the initial development of this flow- 

field. It is again clear that the strong-shear partition is more appropriate 
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than the assumption k = kT, 
P 

and the downstream mixing process is well repre- 

sented by both the two-equation and multiple-scale models. Radial velocity and 

turbulent kinetic energy profiles for the multiple-scale calculation of these 

data are shown in Figures 3-10 and 3-11, and it appears that at the axial sta- 

tion considered, the computed mixing region development is slower than that 

experimentally measured. This is evidenced by the reduced width of the com- 

puted velocity profile compared to the measured velocity, Figure 3-10, coupled 

with the overprediction of the peak turbulent kinetic energy, Figure 3-11. The 

measured velocity profiles show a slight off-axis peak, which is not observed 

in the predictions. While this difference is consistent with the higher peak 

kinetic energy in the predictions than shown by the data, which would result in 

a greater mixing rate than experimentally observed, the data for both the mean 

velocity and the turbulent kinetic energy appear to be shifted radially rela- 

tive to the predicted profiles. Thus, there is some indication that the geo- 

metric and flowfield centerlines did not coincide for this experiment. 
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3.3 WAKES 

Supersonic wake phenomena form a basic part of a scramjet combustor flow- 

field and thus an examination of the performance of the multiple-scale model in 

predicting supersonic planar and axisymmetric wakes was undertaken. The pre- 

diction of axisymmetric incompressible wakes was also studied since, as in the 

case of jet phenomena, more detailed turbulence structure data is available for 

incompressible flows than for compressible flows. 

The incompressible axisymmetric wake is represented in Ref. 18 by test 

case 15, which uses the data reported by Chevray (Ref. 31). The wake reported 

in Ref. 31 is produced by a six-to-one prolate spheroid, 1.52 m (5 ft) long, 

suspended in a 1.52 m (5 f-t) wide octagonal cross-section low-speed wind 

tunnel. The free-stream velocity was about 27 m/set (90 ft/sec). Detailed 

mean flow and turbulence structure data were obtained using a hot-wire anemom- 

eter. Computations of this flowfield were complicated by the existence of a 

recirculation region downstream of the wake-producing body, so that calcula- 

tions were initiated at X/D = 1 using measured mean velocity and turbulent 

shear stress data. The results of this computation, using the multiple-scale 

model, with k = 4kT, 
P 

are shown in Figure 3-12; reasonably good agreement is 

achieved. 

0 Data 

1.0 
-Prediction, multi-scale model, k = 4kT 

r 
P 

0.8 . 

UCL 

'E 0.6 . 

0.4 1 I I I I I I I I I 

0 2 4 6 8 10 12 14 16 18 

X/D 

Fig. 3-12. Chevray, Axisymmetric Wake 
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Supersonic wake flows again introduce the phenomenon of compressibility 

effects, although possibly in a different manner than associated with jet 

flows, since in the wake case the mixing flowfield is accelerating rather than 

decelerating. Data for a two-dimensional supersonic wake are presented as test 

case 16 of Ref. 16; the wake was generated by a two-dimensional stainless steel 

ribbon, 0.0102 cm thick and 0.294 cm wide, stretched across a Mach 3 wind 

tunnel. Velocity and temperature profiles were obtained to a distance of 18.44 

cm downstream of the stainless steel ribbon, yielding a nondimensional distance 

of 1840 thicknesses. Computations of this flowfield were begun using measured 

profile data of 0.91 cm downstream of the ribbon; turbulent kinetic energy pro- 

files were estimated from the Prandtl eddy viscosity model. Results for the 

two-equation model and for the multiple-scale model with two initial turbulence 

energy partitions are shown in Figure 3-13. 
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Fig. 3-13. Comparison of Model Predictions With 2D Supersonic Wake Data 

A companion experiment to that just described is represented by test case 

17 of Ref. 16. In this case, an axisymmetric wake was generated by the bound- 

ary layer formed on a rod, 0.4 cm in diameter, suspended in a Mach 3 wind 

tunnel. The supports of the rod were upstream of the nozzle throat, and test 

conditions were such as to yield a laminar boundary layer on the rod, with 

transition occurring in the wake close to the base of the rod. The first sur- 

vey was carried out 17 diameters from the base, and surveys were carried out 
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to about 60 diameters downstream. As for the two-dimensional wake, computa- 

tions were initiated using the measured mean velocity profiles and turbulent 

kinetic energy profiles generated using the Prandtl eddy viscosity model. 

Computational results obtained using both the two-equation and multiple- 

scale models are shown in Figure 3-14. For this case, the equilibrium hypothe- 

sis, k = kT was used to obtain the initial energy partition. Comparing these 

result! with the planar wake results shown in Figure 3-13, it can be concluded 

that the use of a strong-shear partition, kp = 4k1, would produce results 

closer to those of the basic two-equation model. It is of interest to note 

that for both the two-dimensional and axisymmetric supersonic wakes, the pre- 

dictions are most in disagreement with the data early in the computation, where 

Mach number profiles across the stream are largest. In part, this observation 

is caused by the method of plotting, since both experiment and prediction must 

become asymptotic to a velocity ratio of 1.0 as distance increases. Neverthe- 

less, this can be taken to indicate that compressibility effects may be de- 

scribable by relative, rather than absolute Mach numbers, or by an approach 

that considers Mach number gradients across the stream. 
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3.4 SHEAR LAYERS 

The two-dimensional shear layer is a mixing region that forms between two 

uniform, but different velocity streams. Although difficult to generate, it is 

an important laboratory flowfield; moreover, the behavior of shear layers is 

fundamental to the initial region of jets, and to flow over cavities and steps. 

It is thus an important component of an overall scramjet combustor flowfield. 

Two aspects of shear layer development have been considered in this study. 

These are the effect of velocity ratio on shear layer growth rate, for incom- 

pressible shear layers, and the effect of Mach number on shear layer growth 

rate, for compressible shear layers. In both cases, the shear layer growth 

rate parameter has been defined in the manner called for in the 1972 Langley 

Symposium (Ref. 16): 

CT = 1.855 (x2-x1)I(y2-y1) 

where y1 and y2 are the distances between the points at which (U-UE)/(UI-UE) is 

0.1 and 0.9 at stations x1 and x2. 

Since o is determined in the fully-developed shear layer region, initial 

conditions for shear layer computations are unimportant. For these calcula- 

tions, the initial velocity profiles reported by Lee (Ref. 16, Test Case 4) 

were used along with Maise and McDonald (Ref. 20) eddy viscosity profiles; for 

velocity and Mach number ratios other than that studied by Lee, the experimen- 

tal profiles were appropriately scaled. In all cases, the strong-shear kinetic 

energy partition was used. 

Figure 3-15 shows the fully-developed incompressible shear layer velocity 

profile computed for a velocity ratio of 0.375, compared to the data obtained 

by Spencer (Ref. 32) and by Brown and Roshko (Ref. 33). It should be noted 

that in computing this profile, the viscosity has been assumed to be constant 

at the profile edges: that is, for (U-UE)/(UI-UE) < 0.1, the viscosity is 

equal to the value at (U-u,)/(U,-U,) = 0.1, and the viscosity is also held 

constant for (U-UE)/( UI-UE) 1 0.90. This modification is often made to improve 

profile edge predictions. 

Results for the change in shear layer growth parameter with velocity ratio 

are shown in Figure 3-16, compared to the empirically derived correlation, 
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which has been found to fit most incompressible shear layer data. The agree- 

ment with this correlation obtained using the multiple-scale model is excellent. 
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Fig. 3-15. Comparison of Predicted Fully-Developed Shear Layer 
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Computations of shear layer growth rate parameter, o, as a function of 

high-speed stream Mach number are shown in Figure 3-17. Both recent shear 

layer data and supersonic jet potential core length data indicate that as Mach 

number increases, the growth parameter CJ also increases markedly. The param- 

eter c is inversely proportional to the rate of increase of shear layer width; 

thus as Mach number~increases, shear layers are observed to grow more slowly. 

This results in an increase in jet potential core length observed for super- 

sonic jet flow, as already noted. However, the basic multiple-scale model pre- 

dicts a small increase in o with high-speed stream Mach number increase, which 

is consistent with the underprediction of high-speed jet potential core length 

also observed with this turbulence model. 
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3.5 TWO-GAS FLOWS 

An area of direct interest in scramjet combustor modeling is the mixing of 

dissimilar gases. Many scramjet concepts involve the injection of gaseous hy- 

drogen fuel into supersonic airstreams, so that investigation of the perfor- 

mance of turbulence models has direct application to the use of advanced turbu- 

lence models in scramjet combustor analyses. These flowfields introduce strong 

density variations, particularly for hydrogen-air flows, as well as the problem 

of species transport. For the latter problem, species diffusion is usually 

modeled using the same turbulent viscosity as for momentum, modified by a 

Schmidt number which is generally in the range 0.7-1.0. (Since for most turbu- 

lent mixing problems, the Lewis number is unity, and the Lewis number is the 

ratio of the Prandtl and Schmidt numbers, the turbulent Prandtl number is 

usually used for both energy and species diffusion.) However, while for conve- 

nience the Prandtl (and Schmidt) numbers are usually assumed uniform throughout 

the flow, there is some evidence that they are actually variable. For the cal- 

culations discussed here, uniform Prandtl and Schmidt numbers have been assumed. 
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A well-documented study of hydrogen-air mixing phenomena is that carried 

out by Chriss (Refs. 34, 35) and used as test case 10 of Ref. 16. The appa- 

ratus used to generate the flowfield consisted of an 8.89 cm (3.5 inch) sub- 

sonic air nozzle which formed an annulus around an inner subsonic hydrogen 

nozzle. The inner nozzle had an exit inside diameter of 1.27 cm (0.5 in.) and 

a nozzle lip thickness of 0.127 mm (0.005 in.). For the case considered, the 

hydrogen stream velocity was 1006 m/set (3300 ft/sec) and the hydrogen stream/ 

air stream velocity ratio (UE/Uj) was 6.30. Initial conditions were defined at 

the initial measurement station, X/D = 2.966, using measured mean velocity pro- 

files and constant eddy viscosity values chosen to reproduce the shear stress 

data contained in Ref. 34. 

Results of the computations carried out for this case are shown in Figure 

3-18. In all cases, the basic two-equation model and the multiple-scale model 

with either k = kT or k = 4kT, the velocity potential core length is overpre- 

dieted, as isPthe concen!ration potential core length. A constant turbulent 

Prandtl number value of 0.85 was used in all calculations, as noted in Figure 

3-18. These results may indicate the necessity for a density ratio modifica- 

tion to the turbulence model; however, as the rate of decay of both velocity 

and concentration is predicted reasonably well in all the calculations shown, 

it is not clear from this comparison alone that such a correction is, in 

general, necessary. 

The details of the velocity and concentration profiles are reasonably well 

predicted for this flowfield, as shown in Figures 3-19 and 3-20. Note that 

these profiles are normalized with local centerline values, and thus do not re- 

flect the spatial mismatch apparent in Figure 3-18. 

A second hydrogen-air mixing case considered in this study involves the 

data obtained by Eggers, Ref. 36, and used as test case 22 of Ref. 18. In this 

case, a subsonic hydrogen stream is surrounded by a supersonic air stream. The 

outer air nozzle was designed for a Mach number of 2.50 and had an exit diame- 

ter of 15.2 cm (6.0 in.); the inner nozzle, 1.16 cm (0.46 in.) in diameter, was 

designed to produce a Mach number 0.91 hydrogen flow. The jets mixed in an un- 

confined region at a static pressure of one atmosphere. 
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Initial conditions for this flow were established at the nozzle exit, 

using measured mean velocity profiles and the Maise and McDonald (Ref. 20) eddy 

viscosity profiles to establish the initial turbulent kinetic energy levels. 

The strong-shear partition assumption, kp = 4kT was used as part of the initial 

conditions for this calculation. Results of the multiple-scale model computa- 

tion of this flowfield are shown in Figure 3-21, which indicates that the basic 

multiple-scale model provides a reasonably good representation of this flow. 

Noteworthy is the decrease in centerline velocity below that on the edge of the 

flow for X/D > 18 shown by both the data and the computations. This behavior 

is caused by the fact that from a momentum flux standpoint this flowfield is 

wakelike in character: despite the relatively high velocity of the center 

jet, the density of the jet flow.is so low that its momentum flux is substan- 

tially less than that of the outer stream. 

50 

II 



0.8 

Parameter Data, Ref.36 Prediction -~ .- 

'CL-'E 
uj-uE 

0 

0.6 

0.4 

0.2 

0 

-0.2 

1 

I 
aCL 0 --- 

0 0+--w 
0 ----w- 

-0 

0 0 L) 

0 8 16 24 32 40 48 52 56 

X/D 

Fig. 3-21. Compressible Coaxial Hydrogen-Air Jets 

3.6 COMPRESSIBILITY CORRECTION 

It is evident from the comparisons so far presented that the multiple- 

scale model does not markedly improve the prediction of the two-equation model 

insofar as compressibility effects are concerned. Thus, an examination of 

possible compressibility correction terms was initiated. This examination 

centered on the modification of the irrotational strain term, which represents 

(albeit in a somewhat ad hoc manner) the effects of dilatation on turbulence 

production. The effects of compressibility can be shown from the continuity 

equation to involve the dilatation, or irrotational component of the strain 

field. The data for the supersonic jet into still air (Ref. 29), test case 7 

of Ref. 16, were utilized in this preliminary assessment. 

Figure 3-22 shows the results of this initial evaluation. It is clear 

that the coefficient C' pl has a marked influence on the potential core length 
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for this flowfield, and that a value of -0.100 (compared to -0.110 as recom- 

mended by Launder) provides a markedly improved prediction. Since the value 

C' 
Pl 

= -0.110 provides good results for M = 0, the simple correction equation 

C' 
PI 

= -0.110 + 0.009 M was devised. As Figure 3-22 indicates, this provided a 

very good prediction of the flowfield development. For a sensitivity check, 

C' 
PI 

= -0.110 + 0.0045 M was also investigated: the results of this computa- 

tion fall in between the unmodified model results and those using the initially 

described modification. 
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Given the results shown in Figure 3-22, the effect of this preliminary 

compressibility correction model.on the prediction of shear layer growth rate 

as a function of Mach number was investigated. It will be recalled that the 

basic multiple-scale model predicts a very slow increase of the shear layer 
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growth parameter, o, with Mach number, whereas recent shear layer data and in- 

ferential evidence from jet experiments indicate a strong increase in o with 

Mach number. The results of this investigation are shown in Figure 3-23, which 

shows that the postulated compressibility correction has a strong influence, 

increasing the value of o (and thus decreasing the effective growth rate of the 

shear layer) as a function of Mach number. 
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Fig. 3-23. Effect of Compressibility Correction on Shear Layer Growth 
Rate as a Function of Mach Number 

The calculations shown in Figure 3-23 were carried out for a velocity 

ratio of 0.125, and thus cannot be compared directly with data obtained for 

UE/UI = 0; indirect comparison is also difficult since as Mach number is in- 

creased, both stream Mach numbers increase in these computations, while this is 

not the case when UF-UT = 0. Nevertheless, these results show an increase of CT 

at Mach 5 compared to M = 0 of a factor of 2.3, while available data indicates 

an increase of 2.8-3.0 over the same Mach number range for UE/UI = 0 (Ref. 16). 

Finally, the effect of the compressibility correction term on the super- 

sonic air/subsonic hydrogen mixing data of Eggers (Ref. 36); case 22 of Ref.16, 
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was investigated. The results of these computations are shown in Figure 3-24. 

In this case, the compressibility correction appears to produce no significant 

effect on the predicted potential core length, although for this flow the po- 

tential core length is so short that the effect may not be observable. On the 

other hand, the initial velocity and species decay rates were markedly affected. 

In this computation, the use of the compressibility correction appears to im- 

prove the initial decay rate prediction, at the expense of the prediction of 

the later period of decay. 
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3.7 INCOMPRESSIBLE ELLIPTIC FLOWS 

All of the results so far discussed have been obtained for parabolic, 

boundary-layer type flowfields. For these flows, a variety of reasonably exact 

numerical solution techniques exist with which to integrate the equations of 

motion, and numerical solution difficulties do not usually interfere with tur- 

bulence model evaluation. Such is, unfortunately, not the case for elliptic 

flowfields. For these flows, which involve recirculation regions, techniques 

for the solution of the full Navier-Stokes equations of motion are required. 

While a variety of such techniques exist, none is completely free from numeri- 

cal difficulties that can complicate the investigation of turbulence models. 

As part of the current program, investigation of the application of turbu- 

lence models to the prediction of incompressible recirculating flows has been 

initiated. The investigation involves the use of an implicit finite-difference 

solution of the Navier-Stokes equations that is similar to the Imperial College 

TEACH code. While this code is flexible and general in its formulation, an 

adequate solution for the purposes of turbulence model investigation requires 

great care and considerable computer resources. 

The flowfield under consideration in this investigation is the incompres- 

sible, sudden-expansion flow described by Chaturvedi (Ref. 37). This flowfield 

involves an area ratio of 4, and the inlet turbulent intensity was extremely 

low, of the order of 10-4Uj. Computations were carried out using the basic 

two-equation turbulence model, with the initial turbulence intensity set at the 

value indicated by the data, and also at the value of O.OlUi generally recom- 

mended for use with the code. The corresponding dissipation values were set 

equal to CDk1-5/RmaX, where R,,, is proportional to the distance from the wall 

and CD = 0.09. At the exit plane, the static pressure is assumed uniform and 

constant and the axial gradients of all dependent variables vanish. Wall 

boundary conditions for k and E are evaluated by assuming that a local equili- 

brium exists between production and dissipation of turbulent kinetic energy, 

and that the length scale varies linearly with distance from the wall. Using 

this approach, the wall region turbulent kinetic energy and dissipation rate 

are, respectively: 
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kp = .'w/pwCD?i 

where n, Von Karmans's constant, is taken to be 0.4. 

Computations were carried out using several grid sizes. The initial cal- 

culations used a 13 (radial) x 25 (axial) grid, and provided surprisingly good 

agreement with the experimental data, except near the wall. However, despite 

achieving a reasonably good level of convergence based on the mass imbalance 

criterion embodied in the code, the predicted recirculation zone length was 

about half of that experimentally measured. To improve the near-wall region, 

and thus the recirculation zone prediction, finer grid spacings were tried. 

The first of these, a 50 (radial) x 50 (axial) grid did not produce useful re- 

sults because of excessive grid aspect ratio (Ax/Ar). The second, 25 (radial) 

x 100 (axial) provided very good results. 

Figures 3-25 through 3-30 depict the radial profiles of axial velocity and 

turbulent kinetic energy predicted using the two-equation turbulence model com- 

pared to the data obtained by Chaturvedi. With a 25 x 100 grid and 1000 itera- 

tions, very good results have been obtained for the mean velocity profiles 

(although the mean velocity profiles obtained using a 13 x 25 grid were within 

10% of these values). The kinetic energy levels in the shear layer region 

bounding the recirculation zone are strongly overpredicted (Figures 3-27 and 

3-28), but downstream of the recirculation zone the kinetic energy levels 

rapidly relax to the measured values. 

Centerline velocity and kinetic energy values obtained using the basic 

two-equation model are shown in Figure 3-31 in comparison with the experimental 

data. Clearly, the prediction obtained with the experimental initial turbu- 

lence levels (as used in the comparisons previously discussed) is superior to 

that obtained with an arbitrary, kI = O.OlUi initial condition. The initial 

rate of increase of the kinetic energy is, however, underpredicted for this 

flow: this may reflect transition mechanisms that are not incorporated in the 

model. 
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Fig. 3-26. Axial Velocity Profile - Chaturvedi Data (Ref. 37) 
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In general, this investigation has shown that the multiple-scale model 

reliable prediction of the free shear flows included in the 1972 
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It has also been shown that, despite the increased complexity 

le-scale approach in comparison with some other turbulence mode 

ible to achieve reliable results using a standardized technique 

of initial conditions where detailed initial data do not exist . 

4. CONCLUSIONS AND RECOMMENDATIONS 

Before a turbulence model can be considered to be reliable, it must be 

thoroughly tested. This statement risks status as a tautology, yet it must be 

taken seriously in the context of the application of turbulence models to the 

engineering prediction of flowfields. One result of this study has been to 

thoroughly test the application of the multiple-scale turbulence model to a 

variety of flows of interest in scramjet combustor applications. Because most 

of the available data are for boundary-layer type flows, and because the numer- 

ical solution of these flowfields introduces little inaccuracy and complexity, 

this study has focused primarily on free jet and wake flowfields. Unfortu- 

nately, this emphasis has tended to mask some of the more important attributes 

of the multiple-scale model. For example, Hanjalic, Launder, and Schiestel 

(Ref. 5) have shown that the multiple-scale model provides greatly improved 

prediction of the development of a boundary layer in a strong adverse pressure 

gradient; this flowfield was not considered in the present study. 

The bulk of the flowfields considered in this work have been those docu- 

mented in the 1972 NASA-Langley Symposium on Free Turbulent Shear Flows. These 

flowfields have been emphasized because they are well-documented and include a 

wide variety of important phenomena, including the effects of compressibility 

and of density gradients caused by molecular weight variation. Further, the 

use of these data allows comparison of the predictions of the multiple-scale 

model with those of other turbulence models. 
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The application of a simple compressibility correction technique to improve 

the predictions of the basic incompressible multiple-scale approach in super- 

sonic flows has also been demonstrated. 

.The present study has shown that the multiple-scale model is capable of 

increasing the generality of the basic two-equation model without seriously 

compromising any of the capabilities inherent in the two-equation formulation. 

Thus, it can be confidently applied to the prediction of more complex flows, 

where its particular advantages should be more apparent. This study has also 

again highlighted the difficulty of investigating turbulence modeling in more 

complex flows which require more sophisticated numerical solution techniques 

than parabolic, boundary layer flows. This conclusion is not unique: Pope and 

Whitelaw (Ref. 13) have also remarked on the difficulties involved in assessing 

turbulence models in complex flows, although their focus was more on the prob- 

lems of initial and boundary condition specification than numerical difficul- 

ties per se. 

Further development of turbulence models for scramjet applications should 

focus on several specific areas: 

1. Both the two-equation model and the multiple-scale model require 

corrections for compressibility and, possibly, density ratio 

effects. The improvements to be gained through the development 

of compressibility corrections to the 'multiple-scale model have 

been indicated by the work described in this report. This area 

of research should continue. 

2. The multiple-scale model should be applied to the prediction of 

more complex flows, specifically subsonic and supersonic boundary 

layers undergoing strong pressure gradients. 

3. Both the algebraic Reynolds stress formulation and the use of 

the multiple-scale model should be investigated for application 

to two-dimensional recirculating and three-dimensional parabolic 

flows. It should, however, be recognized that in these areas 

the development of numerical techniques is the pacing criterion. 
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