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Multiple-User Cooperative Communications Based on
Linear Network Coding

Ming Xiao, Member, IEEE, and Mikael Skoglund, Senior Member, IEEE

Abstract—We propose a new scheme for cooperative wireless
networking based on linear network codes. The network consists
of multiple (𝑀 ≥ 2) users having independent information to
be transmitted to a common basestation (BS), assuming block-
fading channels with independent fading for different codewords.
The users collaborate in relaying messages. Because of potential
transmission errors in links, resulting in erasures, the network
topology is dynamic. To efficiently exploit the diversity available
by cooperation and time-varying fading, we propose the use of
diversity network codes (DNCs) over finite fields. These codes are
designed such that the BS is able to rebuild the user information
from a minimum possible set of coded blocks conveyed through
the dynamic network. We show the existence of deterministic
DNCs. We also show that the resulting diversity order using the
proposed DNCs is 2𝑀−1, which is higher than schemes without
network coding or with binary network coding. Numerical results
from simulations also show substantial improvement by the
proposed DNCs over the benchmark schemes. We also propose
simplified versions of the DNCs, which have much lower design
complexity and still achieve the diversity order 2𝑀 − 1.

Index Terms—Linear network coding, cooperative commu-
nications, source-coding, outage probability, code construction,
dynamic topology, field size.

I. INTRODUCTION

AS an efficient method to combat wireless fading, coop-
erative communications [1]–[3] has attracted substantial

research efforts. In the scenarios we consider, two or more
users sending messages to a common basestation (BS) form
partners to help each other in the information transmission. In
a classic two-user cooperative scenario [1]–[3], when a node
(say user 1) communicates to the BS, the partner node (user 2)
also receives the message because of the broadcasting property
of the wireless medium. Then, the partner node can try to
decode, and if the decoding is successful, it can forward the
message of user 1 to the BS. A similar scheme works when
user 2 transmits and user 1 relays. Therefore, information
messages are transmitted to the BS through two independently
fading paths: one direct path and one through a relay node.

Most of the early cooperative communication protocols
keep information of different users separate in different or-
thogonal channels. As a new strategy for information trans-
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mission in networks, network coding [4], [5], allows mes-
sages from different sources (or to different sinks) to mix
in the intermediate nodes. Performance gains in terms of
network flow [4], robustness [5] or energy efficiency [6] are
obtained. Network coding has also been applied to implement
cooperative communication schemes [7]–[10]. Reference [7]
considers a scheme for two-user cooperation, in which each
user transmits the binary sum of its own source message and
partner messages, resulting in spectrally efficient transmission.
However, the approach in [7] is hard to generalize to multiple
user networks (more than 2 users), since when decoding a
partner message at a relaying node local source messages
need to be used, and these may not be available in the case
of multiple users. Reference [8] studies a scheme based on
binary combination at the relaying nodes for ad-hoc wireless
networks. In [9], an adaptive random sparse matrix coding
approach is combined with network coding for multiple-user
cooperative networks. In that scheme, a significant number
of user nodes is needed to form random codes, limiting the
application of the scheme. In [10], an approach that combines
network coding and multi-user detection is proposed, resulting
in improved BER performance. All approaches suggested
in [7]–[10] only consider binary network coding, based on
XOR operations, which may not be optimal in the sense of
asymptotic performance for certain network settings.

For wireless cooperative networks, as we shall show, care-
fully designed network codes over finite fields can have solid
performance improvement over previous schemes based on
binary codes. Compared to routing, the advantage of network
coding is the ability to achieve the min-cut capacity, i.e., to
rebuild the source from the minimum possible set of coded
blocks. One challenge, however, in network code design for
wireless cooperative networks is the dynamic nature of the
network topology due to the fact that transmission errors at the
physical layer can result in erasures at the network layer. That
is, from the point of view of network coding, individual links
“disappear” at random, resulting in different topologies. At this
background, our goal in this paper is to exploit the min-cut
achieving capability of network coding in cooperative wireless
networks. To accomplish this, the network codes need to work
over sufficiently large fields and follow certain structures [4],
[5].

We propose a new method for using network coding in 𝑀 -
user cooperative wireless networks with block fading channels.
We design network codes over finite fields such that the BS is
able to rebuild user information from a minimum possible set
of different coded blocks. Compared to cooperative communi-
cations without network coding or with binary network coding,
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the proposed scheme can substantially improve performance,
especially at medium-to-high signal-to-noise ratios (SNRs).
The improvement is more pronounced in the case of more
cooperating users.

The organization of the paper is as follows. In Section II, we
study the two-user scenario, and in Section III, we investigate
multiple (𝑀 > 2) users networks. We leave detailed proofs to
an appendix.

II. TWO-USER COOPERATIVE NETWORKS

For simplicity, and the purpose of illustration, we start by
investigating the two-user cooperative scenario.

A. System Description

The proposed system is illustrated in Fig. 1, in which we
use network codes over finite fields, on top of channel coding,
to encode relayed and local messages. The network coding
scheme is time-invariant in each relay node (deterministic
codes). In the first time slot1, the two source nodes use proper
channel coding to transmit their own messages 𝐼1 and 𝐼2
(systematic blocks) respectively in different orthogonal chan-
nels. In the second time slot, if both relay nodes successfully
decode the channel codes, the transmitted messages for user
1 and user 2 are encoded using network coding as 𝐼1+𝐼2 and
𝐼1+2𝐼2, respectively. Here, we consider network coding over
GF(4), constructed based on the minimal polynomial 𝑝(𝑋) =
𝑋2 + 𝑋 + 1. Hence, the four elements are the polynomials
0, 1, 𝑋 and 𝑋 +1. For simplicity, we use integer notation for
the field elements, i.e., 0, 1, 2 and 3, respectively. We assume
block fading channels, that is, the channels stay constant over
the transmission of a codeword at the physical layer, but
vary independently between successively transmitted blocks.
We assume that the variation is independent and identically
distributed (i.i.d.). Clearly, in total, the BS receives codewords
carrying four different messages: 𝐼1, 𝐼2, 𝐼1+ 𝐼2 and 𝐼1 +2𝐼2,
where each message has experienced independent fading.
Any two of these four blocks can rebuild the two source
blocks 𝐼1 and 𝐼2. If a relay node cannot decode correctly, it
instead repeats its own message using the same channel code.
Then the BS performs MRC (maximum ratio combination) of
these codewords and decodes. Here we assume perfect error
detection. Thus, for all channels, the outputs from channel
decoders are either dropped or can be considered error-free.

B. Performance Analysis

To measure performance in the range of medium-to-high
SNR, we study outage probabilities. In particular, we will be
interested in the resulting diversity order 𝐷 [2], [11],

𝐷 ≜ lim
SNR→∞

− log𝑃

log SNR
, (1)

where 𝑃 is the relevant error probability under consider-
ation (e.g., frame error probability or outage probability).
In our setup, a received codeword is obtained as 𝑌𝑖,𝑗,𝑘 =
𝑎𝑖,𝑗,𝑘𝑋𝑖,𝑗,𝑘+𝑛𝑖,𝑗,𝑘, where𝑋𝑖,𝑗,𝑘 and 𝑌𝑖,𝑗,𝑘 are transmitted and
received channel codewords, respectively; 𝑛𝑖,𝑗,𝑘 is additive

1We use “time slot” and “block” interchangeably to denote the the time-
period corresponding to one transmitted codeword at the physical layer.

I1+2I2

User1: I1

User2: Ι2

I1 I2

I1+I2

I1

I2
BS

Fig. 1. Two-user cooperative networks with proposed designed network
codes over finite fields. The information messages 𝐼1 and 𝐼2 of user 1 and 2,
respectively, are realized over GF(4). Network coding is also in GF(4). All
transmission blocks are subject to independent fading.

white Gaussian noise with zero-mean and unit variance; 𝑎𝑖,𝑗,𝑘
denotes the fading channel gain. The index 𝑖 = 1, 2 denotes
the transmitting user 1 or 2, 𝑗 = 0, 1, 2 denotes the receiving
BS, user 1 and user 2, respectively, and 𝑘 denotes the time
slot. The 𝑎𝑖,𝑗,𝑘s are i.i.d. random variables for different 𝑖, 𝑗
or 𝑘 with a Rayleigh distribution and unit variance. We first
consider reciprocal inter-user channels, i.e., 𝑎𝑖,𝑗,𝑘 = 𝑎𝑗,𝑖,𝑘.
Assuming i.i.d. Gaussian codewords (𝑋𝑖,𝑗,𝑘s), the mutual
information (MI) between 𝑌𝑖,𝑗,𝑘 and 𝑋𝑖,𝑗,𝑘 is MI𝑖,𝑗,𝑘 =
1
2 log (1 + ∣𝑎𝑖,𝑗,𝑘∣2SNR). Here we assume all channels have
the same transmitting power, and all channel codewords have
the same rate 𝑅. Hence, 𝑋𝑖,𝑗,𝑘 cannot be decoded correctly
if ∣𝑎𝑖,𝑗,𝑘∣2 < 𝑔, where 𝑔 = 22𝑅−1

SNR . For Rayleigh fading,
the corresponding outage probability of the link/transmission
corresponding to 𝑎𝑖,𝑗,𝑘 is obtained as ([2], [11])

𝑃𝑒 = 𝑃𝑟{∣𝑎𝑖,𝑗,𝑘∣2 < 𝑔} = 1− 𝑒−𝑔 ≈ 22𝑅 − 1

SNR
. (2)

The approximation holds for high SNRs. Without loss of
generality, we analyze the overall outage probability for user
1. If there is no outage in the inter-user channel, there are 4
different network code blocks. An outage occurs only when
the direct systematic codeword (𝐼1) cannot be decoded, and 2
(or 3) out of other 3 codewords (for 𝐼2, 𝐼1 + 𝐼2 or 𝐼1 + 2𝐼2)
cannot be decoded at the BS. Since the 𝑎𝑖,𝑗,𝑘s are i.i.d, the
overall outage probability is hence obtained as

𝑃0 = 𝑃𝑒(

(
3

2

)
𝑃 2
𝑒 (1 − 𝑃𝑒) + 𝑃

3
𝑒 ) ≈ 3𝑃 3

𝑒 . (3)

With probability 𝑃𝑒, the relaying node cannot decode the
partner’s codeword. In this case, the BS performs MRC and
decodes. Thus, overall outage occurs when

MIMRC =
1

2
log(1 + (∣𝑎𝑖,𝑗,1∣2 + ∣𝑎𝑖,𝑗,2∣2)SNR) < 𝑅. (4)

Then, the outage probability is ([2]) 𝑃1 = 0.5𝑔2 ≈
(22𝑅−1)2

2SNR2 . Combining, we get the total outage probability

𝑃𝑜,1 = 𝑃𝑒𝑃1 + (1− 𝑃𝑒)𝑃0 ≈ 3.5𝑃 3
𝑒 . (5)

Consequently, the diversity order is 𝐷𝑁𝐶 = 3. If the inter-
user channels are not reciprocal, we only need to separately
consider the outage probability of two inter-user channels. By
a similar analysis, the outage probability for user 1 is 𝑃𝑜,2 ≈
4𝑃 3

𝑒 . Hence, the diversity order is still 3.
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simulations with DNC
outage probability with DNC
outage probability without network coding
simulation without network coding
outage probability with binary network coding
simulation with binary network coding

Fig. 2. Simulations and outage probabilities for Fig. 1 with reciprocal
inter-user channels. The channel codes are regular LDPC codes with 200
information bits, 400 coded bits and each column of parity check matrix has
three 1s.

An important comment in this paper, is that it is necessary
that the user messages can be reconstructed from any two out
of four network codewords to achieve diversity order 3. This
requires carefully designed network codes over finite fields.
We also note that we assume independent fading for successive
codewords of the same channels. Our network codes are
designed to exploit the diversity of both independent block
fading and cooperation among users, that is, we utilize both
time and space diversity. This cannot be fully accomplished
by schemes based on binary network coding. To see this, note
that if the second blocks of both users are both 𝐼1 ⊕ 𝐼2 over
GF(2) (as suggested e.g. in [7]–[10]), then the received blocks
at the BS are 𝐼1, 𝐼2, 𝐼1 ⊕ 𝐼2 and 𝐼1 ⊕ 𝐼2. For user 1, outage
hence occurs when two blocks cannot be decoded. These two
blocks can be 𝐼1 and 𝐼2 (two 𝐼1⊕𝐼2 cannot rebuild the source
messages), resulting in a diversity order of 2. This conclusion
holds also for previously proposed cooperative schemes not
employing network coding, e.g., [1]–[2]. Thus, the approach
based on non-binary network codes we propose can achieve
a higher diversity order, and a resulting performance gain for
medium-to-high SNRs. We also emphasize that the network
codes in Fig. 1 can achieve the min-cut bound in the dynamic
case (random erasures), since they rebuild the two messages
from any two of the received codewords. Thus, we call
such network codes diversity network codes (DNCs). A more
general definition will be given later.

In Fig. 2, we show simulation results for networks without
cooperative communication, cooperative communication with-
out network coding, and cooperation based on the proposed
DNCs. Here we use regular low-density parity-check (LDPC)
codes as physical layer channel codes. In Fig. 2, we assume
reciprocal inter-user channels. The codes have 200 input
bits and 400 output coded bits. Each column of the parity
check matrix has three 1s and the other elements are 0s.
We use BPSK signals for transmission. In the same figure,
we also show the outage probabilities. In Fig. 3, we show
the simulations and outage probabilities for networks with
non-reciprocal inter-user channels. The LDPC code have 500
input and 1000 output bits. From both figures, we can see the
improvement by using DNCs in cooperative communications.
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Fig. 3. Simulations and outage probabilities for non-reciprocal inter-user
channels. The channel codes are regular LDPC codes with 500 information
bits, 1000 coded bits.

The improvement is pronounced in the medium to high SNRs.

III. MULTIPLE-USER NETWORKS

Here we generalize the proposed scheme to multi-user
networks. We first state the general system description.

A. System Description

We assume 𝑀(𝑀 ≥ 2) users, each with a message to be
transmitted to a common BS. Each user transmits the same
amount of information in one transmission period, consisting
of 𝑀 consecutive blocks. As before, we assume i.i.d. block
fading, with each channel being constant over the duration
of a block. In the first time slot, all users transmit their
own information (providing systematic blocks) in different
orthogonal channels using physical layer channel coding. All
users listen, and after the first time slot they all act to relay
the messages they were able to decode after the first slot,
and perform network coding on their own and all successfully
received messages. The resulting network codewords are sent
to the BS in the remaining slots 2 to 𝑀 . In the case a
relay node cannot decode from any of the 𝑀 − 1 partners,
it repeats its own information 𝑀 − 1 times using the same
channel codeword. Thus, each user transmits 𝑀 times in 𝑀
time slots. These𝑀 codewords are transmitted in independent
block fading channels. We denote the source message of user
𝑧 by 𝐼𝑧 . For user 𝑗 (𝑗 = 1, 2, ⋅ ⋅ ⋅ ,𝑀), the network codeword
in the 𝑖th (𝑖 = 2, 3, ⋅ ⋅ ⋅ ,𝑀 ) time slot is then obtained as

𝐶𝑗,𝑖 =

𝑀∑
𝑧=1

𝛼𝑗,𝑧,𝑖𝐼𝑧 , (6)

where 𝛼𝑗,𝑧,𝑖 is a coding coefficient in GF(𝑍). If node 𝑗 cannot
decode 𝐼𝑧 for partner 𝑧, it uses an all-zero message to replace
𝐼𝑧 (or equally, set the corresponding 𝛼𝑗,𝑧,𝑖 to the zero element,
for 𝑖 = 2, . . . ,𝑀 ). The BS first decodes 𝐶𝑗,𝑖 for all time slots,
by physical layer channel decoding and error detection, and
then decodes 𝐼𝑗 based on the structure of the network code.
In the case of re-transmitted channel codewords, the BS first
performs MRC and then decodes.

We note that since different users transmit in orthogonal
channels, and each user needs 𝑀 independent fading blocks
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there are in total 𝑀2 channels. We have implicitly assumed
that these are created by using orthogonal frequency slots
for the 𝑀 users, and different time slots for the in total 𝑀
messages transmitted by one user. However, in practice, the
𝑀2 orthogonal slots needed for the overall transmission can be
allocated differently in time and frequency, achieving different
trade-offs between the required bandwidth and delay.

B. Network Code Design

Let �̂�𝑗 (𝑗 = 1, 2, ⋅ ⋅ ⋅ ,𝑀) denote the set of nodes that
can successfully decode the message 𝐼𝑗 from node 𝑗, and
can hence help to relay this message. The network codewords
transmitted from users in �̂�𝑗 will all involve 𝐼𝑗 according to
(6). Also, let 𝐷𝑗 = �̂�𝑗 ∪ {user j}. Since each user transmits
𝑀 codewords, there are in total𝑀 ∣𝐷𝑗∣ codewords transmitted
for users in 𝐷𝑗 (where ∣ ⋅ ∣ denotes cardinality). The network
codes we propose are then designed based on the following
definition:

Definition 1. By a diversity network code (DNC) we mean
any deterministic network code, used as described, such that
the BS can recover 𝐼𝑗 if it can successfully decode any subset
of ∣𝐷𝑗 ∣ different channel codewords out of the total 𝑀 ∣𝐷𝑗 ∣
codewords from users in 𝐷𝑗 , for all possible 𝐷𝑗 , and for any
user 𝑗 (𝑗 = 1, 2, ⋅ ⋅ ⋅ ,𝑀 ).

We refer to cooperative wireless networking based on DNCs
as coded cooperative networking. Such schemes can always
be constructed, as a consequence of the following proposition.

Proposition 1. 𝑀 -user DNCs exist.
Proof: We omit a detailed proof, due to the similarities

with the proof of Theorem 11 in [5] (linear robust network
codes). One difference is that we regard an erasure of a
channel codeword as a link failure, and the corresponding
error patterns (the set of channels with erasures due to link
failures) may change for each transmission period. Another
difference is that we consider multiple source nodes. However,
the considered networks are still acyclic and each user has the
same transmission rate. Thus, the proof is essentially the same
as that in [5].

Clearly, the problem of constructing DNCs for coded coop-
erative networks with 𝑀 users is equivalent to finding a code
with an encoding matrix [5] being non-singular for all users,
and for all error patterns. The encoding matrix 𝑇 describes
the linear relation between the source messages and network
codewords. The first𝑀 columns of 𝑇 form a diagonal𝑀×𝑀
sub-matrix, corresponding to the directly transmitted blocks.
The remaining𝑀 −1 columns and 𝑀 rows correspond to the
remaining 𝑀 − 1 codewords sent by each user, according to
(7).

By arranging 𝑇 as above, the variable 𝛼𝑗,𝑧,𝑖 in (6) cor-
responds to 𝛼𝑧,𝑀+(𝑀−1)(𝑗−1)+𝑖−1 in (7). In the case of no
outages, neither between users nor between any of the users
and the BS, the set of symbols received by the BS are obtained
as the components of the vector

𝑀∑
𝑧=1

𝐼𝑧𝑡𝑧 , (8)

where 𝑡𝑧 denotes the 𝑧th row of 𝑇 . However, since there may
be outages, the effective 𝑇 seen by the BS may change. If

there is an inter-user channel outage in the link 𝑧 → 𝑗, we set
the corresponding variables 𝛼𝑗,𝑧,𝑖, 𝑖 = 2, . . . ,𝑀 , to zero, and
in the case of outage between a user and the BS, we erase
the corresponding column in 𝑇 . Then if we can show that
the resulting matrix for any set of 𝐾 or fewer outages is still
full rank, the BS will be able to recover all user messages
if there are 𝐾 outages or fewer, providing a design criterion
for constructing DNCs. This approach has high complexity,
however, since we need to consider all possible error patterns.
Before presenting a simplified approach, we analyze the out-
age probability for the proposed coded cooperative networks
with 𝑀 users.

C. Outage Probability and Diversity Order

We again use 𝑃𝑒 to denote the outage probability of an
individual channel. We assume that 𝐼𝑗 can be successfully
decoded by a set of users �̂�𝑗 , and cannot be decoded by
the other 𝑀 − ∣�̂�𝑗 ∣ − 1 users. The probability is 𝑃 (�̂�𝑗) ≈
𝑃

𝑀−∣�̂�𝑗 ∣−1
𝑒 . We consider reciprocal inter-user channels, for

simplicity (the results are similar for non-reciprocal inter-user
channels). Then, user 𝑗 can also decode messages from �̂�𝑗 .
Clearly, �̂�𝑗 is mainly decided by the quality of the inter-user
channels and is random during each transmission period. Now
we evaluate the outage probability for user 𝑗. We have the
following theorem.

Theorem 1. The diversity order obtained by the proposed
coded cooperative networking scheme based on DNCs is
2𝑀 − 1.

Proof: The proof is given in Appendix IV-A.

We note that the diversity order 2𝑀 − 1 is the highest
possible in our scenario, since the error scenario that dom-
inates the overall outage probability is when all inter-user
links fail (exponent 𝑀 − 1) and hence only time diversity
directly to the BS is available (exponent 𝑀 ). In all other
scenarios, cooperative gain is achieved. Conditioned that at
least one inter-user link is not in outage, DNCs can build
messages from the minimum possible number of coded blocks
and thus achieve higher diversity orders than 2𝑀 − 1, as
we analyze in Appendix IV-A. We also note that from the
perspective of a single user, an alternative approach to exploit
temporal diversity is to perform interleaving and coding over
consecutive fading blocks. However, to achieve the diversity
order 2𝑀 − 1, interleaving among 2𝑀 − 1 blocks would be
required [11]. By the proposed network coding scheme, we are
able to achieve diversity order 2𝑀 − 1 by encoding among
only 𝑀 consecutive blocks. Thus, the delay of our systems is
substantially reduced relative to using interleaving, especially
for a large 𝑀 .

For the same setup as in our case, previous schemes with
binary network coding or without network coding cannot
achieve diversity order 2𝑀 − 1. In the case of binary network
codes, the dominating error event occurs when the systematic
blocks of all 𝑀 users are in outage. Then, no network
codewords can be decoded and no additional time diversity
is available, limiting the diversity order to 𝑀 (the exponent
of this error scenario). For protocols without network cod-
ing, based on decode-and-forward relaying, each information
message is involved in only 𝑀 different transmissions, again
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𝑇 =

⎛
⎜⎜⎝
1 0 ⋅⋅ 0 𝛼1,1 ⋅⋅ 𝛼1,𝑀−1 .. 𝛼1,𝑀(𝑀−1)

0 1 ⋅⋅ 0 𝛼2,1 ⋅⋅ 𝛼2,𝑀−1 .. 𝛼2,𝑀(𝑀−1)

⋅⋅ ⋅ ⋅ ⋅
0 0 ⋅⋅ 1 𝛼𝑀,1 ⋅⋅ 𝛼𝑀,𝑀−1 .. 𝛼𝑀,𝑀(𝑀−1)

⎞
⎟⎟⎠ . (7)

limiting the diversity order to𝑀 . Hence, the proposed scheme
can substantially improve the outage performance over block
fading channels compared with previously proposed protocols.
However, we note that our scheme is designed for maximum
diversity and there is no constraint on the loss of spectral
efficiency. Hence, according to general diversity–multiplexing
trade-off considerations, the scheme is operating at the ex-
treme of diversity only, and its spectral efficiency is poor.
Still, this is the case also for the benchmark schemes we have
commented on.

D. Simplified Code Construction

It is clear that the complexity of designing a DNC based
on the discussion above is high for large 𝑀 , since we
need to consider all possible error patterns. Therefore, we
propose a simplified construction, which can greatly reduce
the complexity, and still achieve the diversity order 2𝑀 − 1.
Again, we arrange the encoding matrix of all users as 𝑇 in
(7). Then, we define a simplified DNC as follows.

Definition 2. We define a simplified DNC as a network code
corresponding to an encoding matrix 𝑇 as in (7), such that any
𝑀 columns of 𝑇 are linearly independent (that is, having rank
𝑀 ).

In the case of simplified DNCs, we do not need to set
variables to zero, or remove columns of 𝑇 , which greatly
simplifies the code construction. If we regard 𝑇 as a generator
matrix for coding the 𝑀 user messages, then the simplified
DNC is a type of maximum distance separable (MDS) code
[16, p. 319]). The difference between our construction and
traditional MDS channel codes is that in our case the 𝑀
messages stem from different users, and messages are encoded
at the intermediate nodes (also some messages may not
be available at a partner node, due to outage of inter-user
channels). The following result shows that the diversity order
of the resulting simplified construction does not decrease.

Theorem 2. Simplified DNCs can achieve the diversity order
2𝑀 − 1.

Proof: The proof is given in Appendix IV-B.

To design a simplified DNC, we just find the product of all
sub-matrices formed by 𝑀 columns of 𝑇 , and use e.g. the
greedy algorithm in [5] to specify all nonzero 𝛼𝑖,𝑗s. For
instance, in the case of 𝑀 = 3, we obtain the encoding matrix

(
1 0 0 1 1 2 3 4 7
0 1 0 1 2 3 13 11 5
0 0 1 5 4 1 1 15 14

)
. (9)

Here we again use integer notation for the field elements in
GF(24) with minimal polynomial 𝑝(𝑥) = 𝑥4+𝑥+1 (identify-
ing the elements as the integers corresponding to the reversed
natural binary representations, e.g., 1 + 𝑥2 ↔ 1010 ↔ 5). It
is easy to verify that every sub-matrix with 3 columns of (9)
has full-rank.
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Fig. 4. FER simulations for a 3-user cooperative networks. The channel
codes are regular LDPC codes with 200 information bits, 400 coded bits.

Above we assume that all channels have the same SNR. In a
practical scenario where users are “close” and the BS is “far,”
it may be reasonable to assume that all the inter-user channels
have better quality than the corresponding user–BS channels.
Thus, inter-user channels can be practically regarded as error-
free. Yet, our coding construction captures all inter-user outage
scenarios, including non-outage as a special situation. Hence,
we can still use DNCs or simplified DNCs, and all users can
relay the messages of all partners using network coding. Then
there are 𝑀2 codewords received at the BS, and for any user
outage occurs only when 𝑀2 −𝑀 + 1 or more codewords
are in outage. The diversity order is thus 𝑀2 −𝑀 +1 in this
scenario.

In Fig. 4, we show FER simulations for a 3-user network
with different cooperative protocols. For DNCs, we use the
simplified codes with the transfer matrix in (9). For the
simulations, LDPC cods with 200 input and 400 output bits
are used. From the figure, we can clearly see the advantages
of the proposed DNCs, which have a diversity order 5. For the
scheme with binary network codes, all three users use identical
codes, namely, 𝐼1 ⊕ 𝐼2 ⊕ 𝐼3, for two relaying blocks. One can
verify that the system with binary codes has a diversity order
2. Compared with the cooperative system without network
coding, the system with binary network coding has worse
performance in the high SNR region. Yet, at low SNRs, the
system with binary network coding is better than that without
coding, due to an achieved coding gain.

E. Alphabet Size

Here we investigate the alphabet size used for 𝑀 -user
DNCs, since the field size greatly impacts the complexity and
delay of the resulting codes [4], [14], [15]. First, we state the
result:
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Proposition 2. In the considered scenario,
(
𝑀2−1
𝑀−1

)
is a

sufficient alphabet size to achieve the diversity order 2𝑀 − 1
using simplified DNCs.

Proof: By Definition 2, simplified DNCs have rank𝑀 for
any 𝑀 columns in 𝑇 , that is, any sub-matrix of 𝑀 columns
has full rank. Hence, a sufficient criterion to construct a valid
encoding matrix 𝑇 is that the determinant of the product of
all possible 𝑀 ×𝑀 sub-matrices is non-zero. Clearly, 𝑇 is
an 𝑀 × 𝑀2 matrix. Thus, in identifying sub-matrices, any
variable is in at most

(
𝑀2−1
𝑀−1

)
different of these. Hence, in

computing the overall determinant, any variable is multiplied
with itself at most

(
𝑀2−1
𝑀−1

)
times. Then, according to, e.g.,

Lemma 2.17 in [12], the field size
(
𝑀2−1
𝑀−1

)
is sufficient.

With coding over a field of characteristic 2 (elements
represented as binary polynomials), the minimum field size
is hence obtained as 2𝑚 where 𝑚 is the lowest integer such
that 2𝑚 ≥ (

𝑀2−1
𝑀−1

)
. Note that Proposition 2 gives an upper

bound for the required alphabet size, at which we can always
find a coding scheme for the simplified DNCs. For a concrete
coding scheme, the alphabet size may be smaller. For instance,
as a specific construction for the non-systematic part of 𝑇 , we
can use a Cauchy matrix, and arrive at the following result.

Proposition 3. In the special case of using a Cauchy matrix
for the non-systematic part of 𝑇 , a sufficient alphabet size is
𝑀 +𝑀(𝑀 − 1) to achieve the diversity order 2𝑀 − 1, for
simplified DNCs.

Proof: For Cauchy matrices, any square sub-matrix is
non-singular over a finite field [16, p. 323]. Thus, Cauchy
matrices can be used as the non-systematic part of 𝑇 of the
simplified DNCs. Since there are 𝑀 rows and 𝑀(𝑀 − 1)
columns for the non-systematic part of 𝑇 , an alphabet size
𝑀+𝑀(𝑀−1) is then sufficient to construct a Cauchy matrix.

It has been shown that random network codes [14] can
achieve the min-cut with infinitely large alphabet sizes. In the
scheme, one or more coding coefficients are randomly chosen.
Thus, constructing the network code is greatly simplified.
However, randomly generated coding coefficients are not
guaranteed to be valid for finite alphabet sizes. Hence random
network codes cannot guarantee the diversity order 2𝑀 − 1.
For instance, in Fig. 1, two users may choose the same coding
coefficients, and the resulting diversity order is 2, as that for
binary network coding. However, at unbounded alphabet size,
random codes are a suitable candidate for cooperative network
coding.

IV. CONCLUSIONS

We have considered 𝑀 -user cooperative transmission over
block fading channels, to a common basestation. We propose a
new method of using network coding for cooperative wireless
networking over block fading channels. From the point of view
of network coding, the network is dynamic, since random
outages occur in the links between users and/or between
users and the basestation. In this scenario, we consider coding
over non-binary finite fields, and present a construction that
allows the basestation to rebuild the source information from a
minimum possible set of coded blocks. The proposed network
codes then achieve the min-cut capacity. Hence, the proposed

codes can efficiently exploit both the diversity available from
cooperation among users and time-varying block fading.

In the case of two users we analyzed the resulting outage
probabilities and presented simulations using specific physi-
cal layer channel codes. The numerical results demonstrate
considerable improvements. Then, we generalize to 𝑀 users,
and investigate the existence of deterministic network codes
in the general scenario. We show that the resulting diversity
order of the proposed scheme is 2𝑀 − 1, which is higher
than that obtained by previously reported protocols not using
network coding or based on binary coding. We also propose
a simplified code construction which has much lower design
complexity and still can achieve the diversity order 2𝑀 − 1.
Finally, we show that an alphabet size of

(
𝑀2−1
𝑀−1

)
is sufficient

for the existence of simplified DNCs. One drawback of
using network coding over non-binary fields may be higher
complexity, since computations in large finite fields are more
complex than over the binary field.
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APPENDIX

A. Proof of Theorem 1

Without loss of generality, we analyze the outage probabil-
ity of user 𝑗. We first discuss the situation that ∣�̂�𝑗∣ = 0, which
means no message from user 𝑗 was decoded by partners. Since
the inter-user channels are reciprocal, 𝐼𝑗 cannot be decoded at
any other user either. Hence, 𝑀 − 1 inter-user channels are in
outage. The probability is 𝑃 (∣�̂�𝑗 ∣ = 0) ≈ 𝑃𝑀−1

𝑒 . Then, user
𝑗 repeats 𝑀 − 1 times the same channel codeword as the first
time slot, and BS performs MRC and tries to decode for user
𝑗. Thus, the outage probability for user 𝑗 is approximated as
([2], [11])

𝑃𝑜(𝑀𝑅∣∣�̂�𝑗 ∣ = 0) ≈
(
2𝑀𝑅 − 1

SNR

)𝑀
1

𝑀 !
. (10)

If ∣�̂�𝑗 ∣ > 0, user 𝑘 (𝑘 ∈ �̂�𝑗) can successfully decode
𝐼𝑗 . In time slot 𝑖, (𝑖 = 2, 3, ⋅ ⋅ ⋅ ,𝑀), the transmitted code-
word of user 𝑘 is produced from codewords including 𝐼𝑗 as
𝐶𝑘,𝑖 =

∑𝑀
𝑧=1 𝛼𝑘,𝑧,𝑖𝐼𝑧 . Thus, there are (𝑀 − 1) ⋅ ∣�̂�𝑗∣ +𝑀

codewords including 𝐼𝑗 . In the worst case, all users in �̂�𝑗

only successfully decode 𝐼𝑗 (or messages from users in �̂�𝑗).
Letting 𝐷𝑗 = �̂�𝑗 ∪ {user i}, there are in total 𝑀 ∣𝐷𝑗∣
codewords received at the BS. Since any correctly received
∣𝐷𝑗 ∣ codewords can recover 𝐼𝑗 from𝐷𝑗 , the outage probability
is

𝑃𝑜,5 ≈ 𝑃𝑒

(
𝑀 ∣𝐷𝑗∣ − 1

∣𝐷𝑗 ∣
)
𝑃𝑀∣𝐷𝑗 ∣−∣𝐷𝑗∣
𝑒 . (11)

The first 𝑃𝑒 in (13) corresponds to the outage probability
of the direct transmission block from user 𝑗 to the BS in the
first time slot. If the messages of user 𝑘 (𝑘 ∈ �̂�𝑗) are also
decoded by other users, the information messages of 𝐼𝑘 have
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higher diversity. Then, the decoding error probability for 𝐼𝑘 is
lower. This will decrease the decoding error probability of 𝐼𝑗 .
Thus, the resulting outage probability of user 𝑗 is lower than
𝑃𝑜,5, and we have

𝑃𝑜(𝑀𝑅∣∣�̂�𝑗∣ > 0) ≤ 𝑃𝑒

(
𝑀 ∣𝐷𝑗∣ − 1

∣𝐷𝑗 ∣
)
𝑃𝑀∣𝐷𝑗 ∣−∣𝐷𝑗 ∣
𝑒 . (12)

Clearly, the probability of non-empty �̂�𝑗 is 𝑃 (∣�̂�𝑗∣ > 0) ≈
𝑃

𝑀−1−∣�̂�𝑗 ∣
𝑒 , since𝑀−1−∣�̂�𝑗∣ users cannot decode 𝐼𝑗 . Thus,

the outage probability for user 𝑗 is upper bounded by

𝑃𝑜,𝑀 ≤ 𝑃 (∣�̂�𝑗 ∣ = 0)𝑃𝑜(𝑀𝑅∣∣�̂�𝑗∣ = 0)

+ 𝑃 (∣�̂�𝑗 ∣ > 0)𝑃𝑜(𝑀𝑅∣∣�̂�𝑗∣ > 0). (13)

The diversity order of the first term is 𝐷𝑀,1 = 2𝑀−1, and
that for the second term is𝐷𝑀,2 = (𝑀−2)∣�̂�𝑗∣+2𝑀−1. For
𝑀 > 2, 𝐷𝑀,2 is an increasing function of ∣�̂�𝑗 ∣. If ∣�̂�𝑗 ∣ = 0,
𝐷𝑀,2 reduces to 𝐷𝑀,1. Thus, 𝐷𝑀,2 > 𝐷𝑀,1 for ∣�̂�𝑗 ∣ > 0
(and 𝑀 > 2). Hence, the diversity order is 2𝑀 − 1. Q.E.D.

B. Proof of Theorem 2

Assume that an arbitrary user 𝑖 can decode the messages
of 𝑛1 partners (denoted by 𝑆1), and cannot decode those of
the other 𝑀 − 1 − 𝑛1 partners. The resulting probability is
𝑃𝑀−1−𝑛1
𝑒 . Since each user transmits one systematic block

and 𝑀 − 1 network codewords, we use 𝑆𝑖,𝑐 to denote the set
of these 𝑀 blocks and the systematic blocks of 𝑆1. There are
𝑀 + 𝑛1 blocks in 𝑆𝑖,𝑐. Now we show that any 𝑛1 +1 blocks
in 𝑆𝑖,𝑐 can decode the 𝑛1 + 1 messages (including 𝐼𝑖), in the
case of simplified DNCs. We denote the coding coefficients
of 𝑆𝑖,𝑐 by

𝑇1 =

⎛
⎜⎝

1 0 ⋅⋅ 0 𝛼1,1 ⋅⋅ 𝛼1,𝑛1+1

0 1 ⋅⋅ 0 𝛼2,1 ⋅⋅ 𝛼2,𝑛1+1

⋅⋅ ⋅ ⋅ ⋅
0 0 ⋅⋅ 1 𝛼𝑛1+1,1 ⋅⋅ 𝛼𝑛1+1,𝑛1+1

⎞
⎟⎠ . (14)

Thus, if any combination of 𝑛1 + 1 columns in 𝑇1 has a
rank 𝑛1 + 1, then any 𝑛1 + 1 blocks in 𝑆𝑖,𝑐 can decode the
𝑛1 + 1 information messages. For this, we assume that the
matrix 𝐴1 formed by some 𝑛1 + 1 columns of 𝑇1 has a rank
𝑅1 < 𝑛1 + 1. Then we construct a new matrix 𝑇2 by

𝑇2 =

⎛
⎜⎝

1 0 ⋅⋅ 0 0
⋅⋅ ⋅ ⋅ ⋅

0 ⋅⋅ ⋅⋅ 1 0
0 ⋅⋅ ⋅⋅ 0 𝐴1

⎞
⎟⎠ , (15)

where 0 denotes all-zero vectors or matrices. We add 𝑀 −
𝑛1 − 1 1s in the diagonal of 𝑇2 (𝑀 ×𝑀 matrix). Clearly,
The rank of 𝑇2 is 𝑅2 = 𝑅1 +𝑀 − 𝑛1 − 1 < 𝑀 . We can
rebuild 𝑀 columns of coding coefficients of 𝑇 by simple
column transferring from 𝑇1, since the upper-left 𝑀 −𝑛1− 1
columns and rows form a diagonal matrix. The resulting
matrix is denoted by 𝑇3. Then 𝑇3 has a rank 𝑅2 < 𝑀 .
This is impossible, since any 𝑀 columns of 𝑇 have rank
𝑀 . Thus, any 𝑛1 + 1 columns of 𝑇1 have a rank 𝑛1 + 1,
and any 𝑛1 + 1 blocks in 𝑆𝑖,𝑐 can decode the 𝑛1 + 1
information messages. Thus, an outage occurs for these 𝑛1+1
messages using 𝑆𝑖,𝑐 only when 𝑀 or more blocks cannot

be decoded. The probability is 𝑃𝑜,6 ≈ 𝑃𝑀
𝑒 . Combining the

probability of 𝑆1 (occurring), the outage probability for 𝐼𝑖
(and all information in 𝑆1) transmitted by user 𝑖 is thus
𝑃𝑜,7 = 𝑃𝑜,6𝑃

𝑀−1−𝑛1
𝑒 = 𝑃 2𝑀−1−𝑛1

𝑒 . Then, we assume 𝑛2
partners can decode 𝐼𝑖 and denote them as a set 𝑆2. The
other 𝑀 − 1 − 𝑛2 partners cannot decode. The probability
is 𝑃𝑜,8 ≈ 𝑃𝑀−1−𝑛2

𝑒 . With the same analysis as user 𝑖,
each of these partners (that can decode 𝐼𝑖) is outage in a
probability of 𝑃𝑜,9 = 𝑃 2𝑀−1−𝑛3

𝑒 . Here 𝑛3 is the number
of messages that the partner can decode from its partner.
Clearly, 𝑃𝑀

𝑒 ≤ 𝑃0,9 ≤ 𝑃 2𝑀−1
𝑒 . For any two partners in

𝑆2, there might be an overlap in the outage for systematic
blocks. Yet, there are no more than 𝑀 − 2 overlapping
outage blocks for any two partners. Thus, the probability
(𝑃𝑜,10) for all 𝑛2 users in 𝑆2 in outage is lower-bounded by
𝑃

(2𝑀−1)𝑛2−(𝑀−2)(𝑛2−1)
𝑒 = 𝑃

(𝑀+1)𝑛2+𝑀−2
𝑒 ≤ 𝑃𝑜,10. Con-

sidering 𝑃𝑜,8, the probability for 𝐼𝑖 transmitted by the partners
in outage has probability 𝑃𝑜,11 ≥ 𝑃 2𝑀+𝑀𝑛2−3

𝑒 . There might
also be maximum𝑀−2 overlapping outage blocks in 𝑆1 and
𝑆2. Combining 𝑃𝑜,7 and 𝑃𝑜,11, the overall outage probability
for user 𝑖 is 𝑃𝑜,12 ≥ 𝑃𝑜,7𝑃𝑜,11𝑃

−(𝑀−2)
𝑒 = 𝑃 3𝑀−2−𝑛1+𝑀𝑛2

𝑒 .
For any 𝑛1(≤𝑀−1), 𝑛2 and 𝑀 ≥ 2, 𝑃 2𝑀−1

𝑒 ≤ 𝑃0,12. Thus,
the simplified DNCs achieves diversity order 2𝑀 − 1. Q.E.D.
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