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Abstract A multiresolution analysis for solving stochastic conservation laws is proposed. Using a novel
adaptation strategy and a higher dimensional deterministic problem, a discontinuous Galerkin (DG)
solver is derived. A multiresolution analysis of the DG spaces for the proposed adaptation strategy is
presented. Numerical results show that in the case of general stochastic distributions the performance
of the DG solver is significantly improved by the novel adaptive strategy. The gain in efficiency is
validated in computational experiments.
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1 Introduction

In the past decades accurate and stable schemes for hyperbolic systems of conservation laws have
been subject to intensive research. In many applications uncertainties have to be taken into account
and thereby changing the deterministic problem to a higher-dimensional stochastic problem. Those
uncertainties are usually modeled as random variables leading to stochastic hyperbolic conservation
laws.

Several approaches have been proposed in the past to deal with stochastic PDEs both from an
analytical and numerical perspective. A broad classification distinguishes non-intrusive and intrusive
methods. Among the non-intrusive methods, the Monte Carlo method and its variants are sampling-
based methods. In the context of hyperbolic equations, they are used, for example, in [34,35,5]. Another
class of non-intrusive methods is based on stochastic collocation [52,22,50,46,37], where the stochas-
tic moments are obtained by applying adapted numerical quadrature. An intrusive approach on the
contrary uses the representation of stochastic perturbations by a series of orthogonal functions, known
as generalized polynomial chaos (or Karhunen-Loève) expansions [11,53]. Those expansions are substi-
tuted in the governing hyperbolic equations and projected on a lower-dimensional subspace. This leads
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to deterministic evolution equations for the coefficients of the series expansion. In particular, in the
context of partial differential equations this has been applied successfully to a large class of problems
[20,11,24,32,40,54]. In the context of hyperbolic problems there have been contributions leading to
a deterministic system that might encounter a loss of hyperbolicity. Besides the theoretical obstacles
of the intrusive approaches, several contributions towards numerical schemes and their convergence
analysis have been proposed and we refer to [34,35,22,38,36,15] for further references.

Typically, the computation of stochastic moments like expectation or variance for instance using
a classical Monte Carlo method is very time-consuming due to low convergence rates. In the context
of conservation laws with discontinuities in space, the convergence behavior has been observed to
deteriorate because discontinuities may also be present in the stochastic directions [2,6]. To handle
these discontinuities in the stochastic directions, several approaches using decomposition of the random
space have been developed [43,22,50].

The objective of the present work is to overcome computational drawbacks of the interplay be-
tween spatial and the stochastic dynamics, e.g. using suitable grid adaptation. For this purpose, we
rewrite the stochastic problem as deterministic conservation law in higher dimensions. The stochastic
variables are then treated as additional (spatial-like) variables. We prove that the solution to the weak
formulation is a solution to a stochastic hyperbolic conservation law. The deterministic approach al-
lows to investigate the interplay between the dynamics of the spatial and stochastic dimensions. The
key part will be the introduction of a novel adaptation strategy that allows to handle the increased
dimensions of the problem efficiently and also exploits the particularities of the stochastic variables.
We approximate the solution of the deterministic problem by a discontinuous Galerkin (DG) scheme.
The DG solver is combined with local grid refinement that allows for adaptation in both the spatial
and the stochastic directions. Besides local error estimators cf. [8,3,28,27,29,14,51,21], which are not
reliable and efficient because the error is bounded only from above by the norm of the residual, and
sensor-based methods, cf. [39,42,31,41,4], which do not provide any error control, another option to
control local grid refinement is based on perturbation arguments. Here, the idea is to consider the
discretization on an adaptive grid as a perturbation of a discretization on a uniform grid. We follow
the latter since we then control the grid adaptation such that the asymptotic behavior of the uniform
discretization error is maintained, cf. [26,25,9,10,30]. This paradigm allows control of the perturba-
tion error between reference and adaptive scheme and it is achieved by a multiresolution analysis
(MRA). In the context of perturbation methods the term efficiency is interpreted as the reduction
of the computational cost (memory and CPU) in comparison to the cost of a fully refined reference
scheme. The term reliability is used in the sense of the capability of the adaptation process to maintain
the accuracy of the reference scheme. Here, we propose a novel suitable threshold procedure for the
MRA of the approximate solution of the deterministic problem such that the perturbation error in
the averaged stochastic quantities can be controlled. In particular, the MRA is designed such that
the threshold procedure can be performed efficiently in the adaptive scheme. In Theorems 4 and 5 we
verify that perturbing the approximate solution depending on both spatial and stochastic variables
by applying this threshold procedure the perturbation in the corresponding stochastic moments is
uniformly bounded by the perturbation error in the approximate solution. On the one hand, this can
be considered a stability result for the stochastic moments. On the other hand, it provides us with
an idea which local information in the deterministic solution is relevant for the stochastic moments.
This is the key to improve compression rates and, thus, leads to a better performance of the adaptive
scheme. The new threshold procedure is incorporated in a multiresolution-based adaptive DG scheme
that is verified numerically to provide a reliable and efficient approximation of the stochastic moments,
although the solution of the deterministic problem might be locally not reliable, i.e., the adaptation
process is goal-oriented rather than solution-oriented.

The outline of the current work is thus as follows. In Sect. 2 we introduce the scalar stochastic
Cauchy problem and its deterministic reformulation. In particular, we prove that the stochastic problem
and the deterministic problem are equivalent. The deterministic formulation allows the computation
of the moments of the stochastic problem in a more explicit way rather than by Monte-Carlo methods.
Then we introduce in Sect. 3 the MRA on DG spaces where we first consider the general concept. Since
in the deterministic approach we distinguish directions in spatial and stochastic variables, we construct
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a MRA for suitable products of DG spaces. This is tailored to ensure efficiency of the resulting adaptive
DG scheme. In Sect. 4 we analyze the influence of the threshold error on the computation of moments
of the solution with respect to the stochastic variables and develop a new refinement strategy. Finally,
in Sect. 5 this strategy is incorporated into a multiresolution-based adaptive DG scheme. Its efficiency
is numerically verified where we consider random Burgers’ equation and random Euler equations.

2 The scalar stochastic Cauchy problem and its reformulation

To investigate the interaction of the spatial scales with scales in the stochastic moments we rewrite the
stochastic problem as a deterministic problem in higher dimensions. For this purpose, we first intro-
duce in Sect. 2.1 the scalar stochastic Cauchy problem and the definitions of the stochastic moments
Assuming that the random variables are absolutely continuous we then introduce a corresponding
higher-dimensional deterministic problem.

2.1 The scalar stochastic Cauchy problem

To define scalar conservation laws with uncertain initial data we first introduce the probability space
(Ω,F ,P) with Ω a non-empty set, F a σ-algebra over Ω and P a probability measure on F . Let be
ξ : Ω → Ωξ a random variable on (Ω,F ,P) and let be Fξ := B(Ωξ) the Borel σ-algebra over Ωξ := Rm.
For B ∈ B(Rm) we define the probability distribution of ξ by Pξ(B) ≡ P(ξ−1(B)) := P({ω ∈ Ω : ξ(ω) ∈
B}) on (Rm,B(Rm)).

In contrast to [35], we assume that the probability distribution of ξ is an absolutely continuous
random variable with respect to the Lebesgue measure. Then, due to [7, Theorem 17.10], there exists
an essentially bounded probability density pξ : Rm → [0,∞) such that Pξ(B) =

∫
B
pξ(ξ) dξ for all

B ∈ B(Rm). Furthermore, the expectation for u ∈ L1(Rm) is

E[u](ξ) :=

∫
Ω

u(ξ(ω)) dP(ω) =

∫
Rm

u(ξ) pξ(ξ) dξ (1)

and its k-th centralized moments are

Mk[u](ξ) := E
[
(u− E [u])k

]
(ξ), k ∈ N. (2)

The stochastic Cauchy problem for scalar conservation laws reads

ūt(t,x;ωξ) +

d∑
j=1

∂

∂xj
fj(ū(t,x;ωξ)) = 0, x ∈ Rd, ωξ ∈ Ωξ, t ∈ (0, T ) (3a)

ū(0,x;ωξ) = ū0(x;ωξ), x ∈ Rd, ωξ ∈ Ωξ. (3b)

Here, ū(t,x;ωξ) ∈ R is the conserved variable, f ∈ C1(R,Rd) is the flux field and T ∈ (0,∞) is the
terminal time. Uncertainty enters the problem in the initial condition (3b). As in [35], we assume that
the initial condition (3b) is given by ū0 ∈ L1(Rd)-valued random variable.

Definition 1 ([35], Definition 3.2) A random field ū : Ωξ → Cb([0, T ], L1(Rd)) with initial L1(Rd)-
valued random variable ū0 is said to be a random entropy solution if it satisfies the following two
conditions:

(i) Weak solution: For Pξ-a.s. ωξ ∈ Ωξ, ū(·, ·;ωξ) satisfies the weak formulation∫ ∞
0

∫
Rd

ū(t,x;ωξ)ϕ̄t(t,x) +

d∑
j=1

fj(ū(t,x;ωξ))
∂

∂xj
ϕ̄(t,x)

 dx dt

+

∫
Rd
ū0(x;ωξ)ϕ̄(0,x) dx = 0

(4)

for all test functions ϕ̄ ∈ C1
0 ([0, T ]× Rd).
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(ii) Entropy condition: Let (η,Q) be an entropy-entropy flux pair, i.e., η : R→ R is a convex function
and Q : R→ Rd with Q′j(ū) = η′(ū)f ′j(ū), j = 1, . . . , d. For Pξ-a.s. ωξ ∈ Ωξ, ū(·, ·, ωξ) satisfies the
inequality

∫ ∞
0

∫
Rd

η(ū(t,x;ωξ))ϕ̄t(t,x) +

d∑
j=1

Qj(ū(t,x;ωξ))
∂

∂xj
ϕ̄(t,x)

 dx dt

+

∫
Rd
η(ū0(x;ωξ))ϕ̄(0,x) dx ≥ 0

(5)

for all test functions ϕ̄ ∈ C1
0 ([0, T ]× Rd) with ϕ̄ ≥ 0.

In [35] it is proven that there exists a unique random entropy solution for a general probability space
(Ω,F ,P), if the entropy solution exists for P-a.s. ω ∈ Ω.

Theorem 1 ([35], Theorem 3.3) Consider the stochastic Cauchy problem (3a) with random initial
data (3b) given by a L1(Rd)-valued random variable ū0 satisfying

ū0(·;ωξ) ∈ (L1 ∩ L∞)(Rd) for Pξ-a.s. ωξ ∈ Ωξ. (6)

Furthermore, assume ‖ū0‖Lk(Ωξ;L1(Rd)) < ∞ for some k ∈ N. Then, there exists a unique random

entropy solution ū : Ωξ → Cb([0, T ];L1(Rd)) such that for all 0 ≤ t ≤ T and all k ∈ N:

‖ū‖
Lk(Ωξ;C([0,T ];L1(Rd))) ≤ ‖ū0‖Lk(Ωξ;L1(Rd))

and

‖ū(t, ·;ωξ)‖(L1∩L∞)(Rd) ≤ ‖ū0(·;ωξ)‖(L1∩L∞)(Rd)

for Pξ-a.s. ωξ ∈ Ωξ.

Furthermore, if the k-th stochastic moment of the initial condition (3b) exists for some k ∈ N, we
obtain existence of the k-th moment of the random entropy solution.

2.2 Deterministic reformulation

Motivated by [44,47] we introduce a deterministic approach to treat the stochastic parameter ωξ. Since,
there exists a random entropy solution, we introduce the stochastic variable ωξ as additional (spatial)
variable resulting in a deterministic problem.

For x ∈ Rd and ξ ∈ Rm we introduce the new variable y := (x, ξ) ∈ Rd+m. Furthermore, we define
a new flux f ∈ C1(R,Rd+m) with zero flux in the (stochastic) directions, i.e.,

fd+j ≡ 0, j = 1, . . . ,m (7)

and we consider

ut(t,y) +

d+m∑
j=1

∂

∂yj
fj(u(t,y)) = 0, y ∈ Rd+m, t ∈ (0, T ) (8a)

u(0,y) = u0(y), y ∈ Rd+m. (8b)

The new conserved variable is u(t,y) ≡ u(t, (x, ξ)). Following the classical theory of deterministic
scalar conservation laws, cf. [23], the entropy solution is then defined as follows:

Definition 2 A solution u ∈ Cb([0, T ];L1
loc(Rd+m)) to the deterministic Cauchy problem (8) with

initial data u0 ∈ L∞(Rd+m) is an entropy solution if it satisfies the following:
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(i) Weak solution: u satisfies the weak formulation∫ ∞
0

∫
Rd+m

u(t,y)ϕt(t,y) +

d+m∑
j=1

fj(u(t,y))
∂

∂yj
ϕ(t,y)

 dy dt

+

∫
Rd+m

u0(y)ϕ(0,y) dy = 0

(9)

for all test functions ϕ ∈ C1
0 ([0, T ]× Rd+m).

(ii) Entropy condition: Let (η,Q) be an entropy-entropy flux pair, i.e., η : R→ R is a convex function
and Q : R→ Rd+m with Q′j(u) = η′(u)f ′j(u), j = 1, . . . , d+m. Then, u satisfies∫ ∞

0

∫
Rd+m

η(u(t,y))ϕt(t,y) +

d+m∑
j=1

Qj(u(t,y))
∂

∂yj
ϕ(t,y)

dy dt

+

∫
Rd+m

η(u0(y))ϕ(0,y) dy ≥ 0

(10)

for all test functions ϕ ∈ C1
0 ([0, T ]× Rd+m) with ϕ ≥ 0.

Note that due to the vanishing fluxes in the stochastic direction

Q′d+j = 0, j = 1, . . . ,m (11)

holds for the entropy flux. The existence of a unique entropy solution is proven in [13].

Theorem 2 ([13], Chapter VI, Theorem 6.2.2) The deterministic Cauchy problem (8) with initial
data u0 ∈ L∞(Rd+m) has a unique entropy solution u ∈ Cb([0, T ];L1

loc(Rd+m)) for all T > 0.

Note that the entropy solution of the deterministic problem (8) coincides with the entropy solution
of the stochastic problem (3).

Theorem 3 Assume that the probability density pξ of the absolute continuous random variable ξ is
either positive or is compactly supported. Let ū0 be a L1(Rd)-valued random variable fulfilling (6) and
let u0 ∈ L∞(Rd+m) be the initial data of problem (8) such that

u0((x, ωξ)) = ū0(x;ωξ) for Pξ-a.s. ωξ ∈ Ωξ and for a.e. x ∈ Rd. (12)

Furthermore, we assume that the flux fulfills (7).
Let ū and u denote the unique entropy solutions according to Theorem 1 and 2 of the stochastic Cauchy
problem (3) and the deterministic Cauchy problem (8), respectively. Then it holds

u(t, (x, ωξ)) = ū(t,x;ωξ) for Pξ-a.s. ωξ ∈ Ωξ and for a.e. x ∈ Rd. (13)

The proof of Theorem 3 is given in Appendix A.

Instead of approximating the stochastic moments of the stochastic Cauchy problem (3) by means of
Monte-Carlo type schemes, Theorem 3 allows to approximate these moments in a post-processing step.
Therein, we apply classical deterministic discretization techniques such as finite volume schemes or DG
schemes to the deterministic Cauchy problem (8).

3 Multiresolution analysis for DG spaces

The deterministic problem (8) is approximately solved by applying a modal DG scheme equipped with
multiresolution-based grid adaptation [30,18,17,19]. The key ingredient is a multiresolution analysis
(MRA) applied to the DG approximation at each time step. Performing hard thresholding on the
coefficients of the MRA is then employed to locally adapt the grid. In the present work we will be
interested in the control of the error in the moments of the solution (1) and (2) induced by the threshold
error in the DG approximation to (8). For this purpose, we first briefly summarize the general concept
of a MRA for DG spaces following [16]. Then we specify this for a MRA for products of DG spaces
that will allow us to investigate the aforementioned error in the moments.
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3.1 General concept of MRA

The concept is based on a multiresolution sequence S = {Sl}l∈N0
defined on some Hilbert space H,

i.e., Sl is a closed and linear subspace of H, S is nested, i.e., Sl ⊂ Sl+1, l ∈ N0, and the union of all
subspaces is dense in H, cf. [33]. For our purposes we choose H = L2(Ω) where Ω ⊂ Rn is some open
and bounded domain with Lipschitz boundary. On this domain we introduce a hierarchy of nested
grids Gl := {Vλ}λ∈Il , l ∈ N0, i.e.,

Vλ ∩ Vµ = ∅, λ, µ ∈ Il, λ 6= µ, Ω =
⋃
λ∈Il

Vλ

where each cell Vλ on level l, open and bounded with Lipschitz boundary, is composed of cells on level
l + 1, i.e.,

Vλ =
⋃

µ∈Mλ

Vµ, ∀λ ∈ Il,

where Mλ ⊂ Il+1 is the refinement set of the cell Vλ. On this grid hierarchy we define the sequence
S = {Sl}l∈N0

of DG spaces

Sl := {u ∈ L2(Ω) : u|Vλ ∈ Πp−1(Vλ), λ ∈ Il}

with Πp−1(Vλ) the local polynomial space with maximal degree p−1. This sequence is a multiresolution
sequence for L2(Ω) if the hierarchy of nested grids is dense, i.e.,

lim
l→∞

max
λ∈Il

diam(Vλ) = 0.

Due to the nestedness, there exists the orthogonal complement space Wl of Sl with respect to Sl+1

defined by

Wl :=
{
dl ∈ Sl+1 : (dl, v)L2(Ω) = 0, ∀ v ∈ Sl

}
such that

Sl+1 = Sl ⊕Wl.

The decomposition

SL = S0 ⊕W0 ⊕ · · · ⊕WL−1

is called the multiscale decomposition of SL, L ∈ N. Due to the denseness in L2(Ω) of the MRA, each
function u ∈ L2(Ω) can be represented by an infinite multiscale decomposition

u = u0 +
∑
l∈N0

dl (14)

with its contributions given by the orthogonal projections

ul ≡ PSl(u) = PSl(u
l+1), dl ≡ PWl

(u) = PWl
(ul+1), l ∈ N0. (15)

In particular, it holds

ul+1 = ul + dl, l ∈ N0.

Since the spaces Sl as well as Wl are piecewise polynomials, the orthogonal projections (15) are
computed locally on each element. This allows to spatially separate the local contributions

ulλ := ul · χ
Vλ
∈ Sl,λ = Πp−1(Vλ), dlλ := dl · χ

Vλ
∈Wl,λ ⊂ L2(Vλ)
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in the multiscale decomposition (14) of the local DG space Sl,λ and the local complement space Wl,λ,
respectively, where χ

Vλ
is the indicator function on Vλ.

Due to orthogonality the local details may become small

‖dlλ‖L2(Vλ) ≤ diam(Vλ)p
∑
‖α‖1=p

1

α!
‖Dαu‖L2(Vλ) (16)

for λ ∈ Il, l ∈ N0, Vλ convex and u|Vλ ∈ Hp(Vλ). A proof of (16) is given in [16]. This motivates
to discard small details from the multiscale decomposition of uL ∈ SL. We introduce the notion of a
‖ · ‖λ-significant local detail, i.e.,

‖dlλ‖λ > ελ,L, (17)

with ‖·‖λ : Wl,λ → R a local norm for the local complement space that is equivalent to ‖·‖L2(Vλ)/
√
|Vλ|,

i.e.,

c ‖dlλ‖λ ≤
‖dlλ‖L2(Vλ)√
|Vλ|

≤ C ‖dlλ‖λ (18)

with constants c, C > 0 independent of l and λ. Here, the local threshold values ελ,L are chosen such
that

L−1∑
l=0

max
λ∈Il

ελ,L ≤ εmax (19)

for a given global threshold value εmax > 0. For a dyadic grid hierarchy (19) holds by the geometric
sum when choosing

ελ,L =
hL
hl
εmax, λ ∈ Il, (20)

where hl denotes the uniform diameter of the cells on level l.
To determine a sparse approximation for uL ∈ SL the set of significant details DL,ε ⊂

⋃L−1
l=0 Il is

defined as the smallest set containing the indices of ‖ · ‖λ-significant contributions, i.e.,{
λ ∈

L−1⋃
l=0

Il : ‖dlλ‖λ > ελ,L

}
⊂ DL,ε,

and being a tree, i.e.,

µ ∈ DL,ε ⇒ λ ∈ DL,ε ∀λ with Vµ ⊂ Vλ.

Then the sparse approximation uL,ε of uL is defined as

uL,ε :=
∑
λ∈I0

u0λ +

L−1∑
l=0

∑
λ∈DL,ε∩Il

dlλ.

According to Thm. 3.2 [16] the thresholding error can be estimated for fixed global threshold value
εmax and local threshold values ελ,L satisfying (19) by

‖uL − uL,ε‖Lq(Ω) ≤ C |Ω|1/qεmax (21)

for q ∈ {1, 2} and C according to (18).

Remark 1 (MRA on weighted L2-spaces.) Note that MRA is described in terms of projections avoiding
the explicit representation of basis functions. However, to perform MRA in the computer we need to
introduce bases for the spaces on each element Vλ of the grid hierarchy, i.e., Sl,λ = span{φl,λ,i}
and Wl,λ = span{ψl,λ,i}. In particular, to compute MRA we need to calculate the mask coefficients
(φl,λ,i, φl,µ,j)L2(Ω), (φl,λ,i, ψl,µ,j)L2(Ω) and (ψl,λ,i, ψl,µ,j)L2(Ω). In case of a weighted L2-space L2

w(Ω)
with a weight function w ∈ L1(Ω,R≥0) and inner product (f, g)L2

w(Ω) :=
∫
Ω
f(x)g(x)w(x) dx this

becomes a severe obstruction for MRA-based schemes. In general, for a nonlinear weight function
there is no orthogonal preserving affine mapping of the elements of the grid hierarchy onto a reference
element. Hence, the mask coefficients have to be computed elementwise for all levels. This leads to
increased computational complexity. Contrary for non-weighted spaces, the mask coefficients can be
computed a priori. Therefore, the weight should not be included in the norms.
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3.2 Multiresolution analysis for products of DG spaces

The solution of the deterministic problem (8) is defined on the product Ω = Ω1 × Ω2 whereas the
stochastic moments (1), (2) of the solution are functions on Ω1. For convenience of presentation we
identify in the following the spatial directions x ∈ Rd and the stochastic directions ξ ∈ Rm with
x1 ∈ Ω1 ⊂ Rd1 and x2 ∈ Ω2 ⊂ Rd2 , respectively.

For the design of an efficient adaptive DG scheme for the deterministic problem (8) in Section 5 it
will be important to understand the interaction of the spatial and stochastic variables. For this purpose,
we establish here MRAs of DG spaces for L2(Ω) and L2(Ω1). Since the product space L2(Ω1)×L2(Ω2)
is not isomorphic to L2(Ω), a multiresolution sequence S = {Sl}l∈N0

for L2(Ω) can not be constructed
as the product of two multiresolution sequences Si = {Sil}l∈N0

for L2(Ωi), i = 1, 2, respectively. In
general, the products Sl := S1

l ×S2
l are not linear spaces of L2(Ω). Therefore, we construct local bases

for the DG spaces and wavelet spaces on Ω as products of local bases for the DG spaces and wavelet
spaces on Ωi, i = 1, 2, respectively. Since the local spaces are composed of polynomials and piecewise
polynomials, respectively, this is possible due to the following Lemma.

Lemma 1 (Basis for product of polynomial spaces). Let be Φi := {φiα : α ∈ Pi} a basis for the space
Πp(Ωi), i = 1, 2, of all polynomials of maximal degree p on Ωi ⊂ Rdi . Then a basis of the space Πp(Ω)
of all polynomials of maximal degree p on Ω := Ω1 ×Ω2 is given by

Φ := Φ1 ×Φ2 = {φα(x1,x2) = φ1α1
(x1)φ2α2

(x2) : α = (α1,α2) ∈ P, αi ∈ Pi, i = 1, 2}.

The proof is elementary using the following notation

Pi = {α ∈ Ndi0 : ‖α‖∞ ≤ p}, i = 1, 2, P = P1 × P2,

x = (x1,x2), xi ∈ Ωi ⊂ Rdi , i = 1, 2, xα = xα1
1 xα2

2 .

We emphasize that by means of Fubini the separation of variables allows for the splitting of integrals
over (x1, x2) into integrals over xi, i = 1, 2.

Now let be Si = {Sil}l∈N0
, i = 1, 2 and S = {Sl}l∈N0

multiresolution sequences of DG spaces for
L2(Ωi), i = 1, 2 and L2(Ω) with Ω = Ω1×Ω2, respectively. Then, these multiresolution sequences are
intertwined as follows:

Hierarchy of nested grids: Let be Gil = {V iλ}λ∈Iil , l ∈ N0, hierarchies of nested grids on Ωi ⊂ Rdi ,
i = 1, 2. From this we construct the sequence Gl = {Vλ}λ∈Il , l ∈ N0, of grids on the domain Ω =
Ω1 × Ω2 ⊂ Rd1+d2 with cells Vλ := V 1

λ1
× V 2

λ2
, λ := (λ1, λ2) ∈ I1l × I2l =: Il. Then Gl = G1l × G2l

is a grid for Ω. The hierarchy is nested because Vλ =
⋃
µ∈Mλ

Vµ holds for λ = (λ1, λ2) ∈ Il where

Mλ :=M1
λ1
×M2

λ2
⊂ I1l+1 × I2l+1 = Il+1 is the refinement set of the cell Vλ. This hierarchy is dense

whenever the hierarchies Gil , i = 1, 2, are dense.

Local DG spaces and local complement spaces: For λi ∈ Iil , l ∈ N0, i = 1, 2, the local DG space Sil,λi
and the local complement space W i

l,λi
are spanned by the local bases

Φil,λi = {φil,λi,ii : ii ∈ Pi}, Ψ il,λi = {ψil,λi,ii,ei : ii ∈ Pi, ei ∈ E∗i }

with Ei := {0, . . . ,#Mi
λ − 1}, E∗i := Ei\{0}, Pi := {α ∈ Ndi0 : ‖α‖∞ ≤ p − 1}. Due to orthogonality

of the global spaces Sl and Wl, these local bases need to be orthogonal to each other. Furthermore, we
assume that the two bases themselves are orthogonal, i.e., it holds

(φil,λi,ii , φ
i
l,λi,i′i

)L2(Vλi )
= δii,i′i , (ψil,λi,ii,ei , ψ

i
l,λi,i′i,e

′
i
)L2(Vλi )

= δii,i′iδei,e′i , (φil,λi,ii , ψ
i
l,λi,i′i,e

′
i
)L2(Vλi )

= 0

for ii, i
′
i ∈ Pi, ei, e′i ∈ E∗i .

For λ ∈ Il, l ∈ N0, the local DG space Sl,λ and the local complement space Wl,λ are spanned by
the local bases

Φl,λ = {φl,λ,i : i ∈ P}, Ψl,λ = {ψl,λ,i,e : i ∈ P, e ∈ E∗}
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with P := P1 ×P2, E := E1 ×E2, E∗ := E\{0} = (E1 ×E2)\{0}. The basis functions are determined as
in Lemma 1 by the tensor products

φl,λ,i(x) = φ1l,λ1,i1(x1)φ2l,λ2,i2(x2), ψl,λ,i,e(x) = ψ1
l,λ1,i1,e1(x1)ψ2

l,λ2,i2,e2(x2)

for λ = (λ1, λ2) ∈ I1l × I2l = Il, i = (i1, i2) ∈ P1 × P2 = P, e = (e1, e2) ∈ E∗ and x = (x1,x2) ∈
Ω1 ×Ω2 = Ω. Due to Fubini, orthogonality of the bases Φil,λi and Ψ il,λi , i = 1, 2, implies orthogonality
of the bases Φl,λ and Ψl,λ, i.e.,

(φl,λ,i, φl,λ,i′)L2(Vλ)
= δi,i′ , (ψl,λ,i,e, ψl,λ,i′,e′)L2(Vλ)

= δi,i′δe,e′ , (φl,λ,i, ψl,λ,i′,e′)L2(Vλ)
= 0

for i = (i1, i2), i′ = (i′1, i
′
2) ∈ P1 × P2 = P, e = (e1, e2), e′ = (e′1, e

′
2) ∈ E∗.

The previous part is required for the novel adaptation strategy below.

4 Error analysis for the novel MRA strategy

We investigate the error in the moments by determining an appropriate local norm ‖ · ‖λ for the local
complement space. The error is then bounded asymptotically by a given threshold value. We first
consider the error in the expectation (1). The error in the higher order moments (2) will then be
estimated by means of the error in the expectation.

Here, the main objective of the analysis is the derivation of a threshold procedure for the multi-
resolution-based adaptive scheme to be introduced in Section 5. That allows to control the perturbation
error in the stochastic moments. Those are introduced by a perturbation of the underlying function
depending on both the spatial and stochastic variables. This is essential for the efficient performance
of the adaptive scheme. We emphasize that the MRA for the product of DG spaces introduced in
Section 3.2 has been tailored to the efficiency of the adaptive scheme. In particular, due to Remark 1
we need a MRA for the product space L2(Ω1)× L2(Ω2) rather than L2(Ω1)× L2

pξ
(Ω2) – even so the

latter might be considered to be more natural for the analysis below. Therefore, we need orthogonality
and vanishing moments with respect to L2(Ω2) instead of L2

pξ
(Ω2). Moreover, introducing the basis

functions as piecewise polynomials of the product space Πp(Ω) = Πp(Ω1) × Πp(Ω2) according to
Lemma 1 allows to employ separation of variables in the integrals.

In the following we assume that Ωi ⊂ Rdi , i = 1, 2, d1 = d, d2 = m, are open bounded domains
with Lipschitz boundary. Note that boundedness will be used in the analysis below. Whereas in Section
2 we deliberately consider unbounded domains to avoid introducing boundary conditions. In Section
5 the computations are performed on bounded domains using either periodic boundary conditions or
constant data. Furthermore, we assume that pξ ∈ L1(Ω2) is an essentially bounded probability density
for an absolutely continuous random variable ξ which is compactly supported on Ω2.

Theorem 4 (Error of expectation) Let be uL ∈ SL and uL,ε ∈ SL its sparse approximation

uL,ε :=
∑
λ∈I0

u0λ +

L−1∑
l=0

∑
λ∈DL,ε∩Il

dlλ.

The set DL,ε of significant details is determined by the local norm

‖dlλ‖λ := max
i∈P,e∈E∗

{|dl,λ,i,e| ‖ψl,λ,i,e‖L2(Vλ)
}/
√
|Vλ| (22)

using local threshold values ελ,L,q depending on q ∈ {1, 2} with 1/q + 1/q′ = 1 such that

L−1∑
l=0

max
λ∈Il

(
ελ,L,q‖pξ‖Lq′ (V 2

λ2
)

)
≤ εmax. (23)
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Then the error in the expectation is estimated by

‖E[uL]− E[uL,ε]‖Lq(Ω1) ≤ ‖E[|uL − uL,ε|]‖Lq(Ω1) ≤ |Ω|
1/q ×#P ×#E∗ × εmax. (24)

Furthermore, the threshold error in u is bounded by

‖uL − uL,ε‖Lq(Ω) ≤ C |Ω|1/qW−1L,q′ εmax (25)

for the constant C :=
√

#P ×#E∗ and WL,q′ := minλ∈I2L−1
‖pξ‖Lq′ (V 2

λ ).

Proof Since thresholding is only performed on the details but not on the single-scale coefficients, the
threshold error can be written as uL−uL,ε =

∑L−1
l=0

∑
λ∈Il\DL,ε d

l
λ. The local details dlλ ∈Wl,λ can be

expanded in terms of the local wavelet basis, i.e., dlλ =
∑
i∈P

∑
e∈E∗ dl,λ,i,eψl,λ,i,e. Thus, the threshold

error can be estimated by

‖uL − uL,ε‖Lq(Ω) ≤
L−1∑
l=0

∑
λ∈Il\DL,ε

∑
i∈P

∑
e∈E∗

|dl,λ,i,e| ‖ψl,λ,i,e‖Lq(Ω) =

L−1∑
l=0

∑
λ∈Ml,ε

|dl,λ| ‖ψl,λ‖Lq(Ω)

with the set of non-significant details on level l defined as

Ml,ε := {λ = (λ, i, e) : λ = (λ1, λ2) ∈ (I1l × I2l )\DL,ε, i = (i1, i2) ∈ P1 × P2, e = (e1, e2) ∈ E∗}.

To investigate the error in the expectation we have to exploit the basis expansion of dlλ in the
Lq(Ω1)-norm separately for q = 1 and q = 2. We show here only the case for q = 1, for q = 2 the
assertion holds with similar arguments.

For the expectation in the L1(Ω1)-norm we directly conclude by linearity of the expectation

‖E[uL − uL,ε]‖L1(Ω1) ≤
L−1∑
l=0

∑
λ∈Ml,ε

|dl,λ| ‖E[|ψl,λ|]‖L1(Ω1).

The expectation of the modulus of the wavelet functions can be estimated employing separation of
variables

E[|ψl,λ|](x1) =

∫
Ω2

|ψl,λ,i,e(x1,x2)|pξ(x2) dx2 = |ψ1
l,λ1,i1,e1(x1)|(|ψ2

l,λ2,i2,e2 |, pξ)L2(Ω2).

Furthermore, by the Cauchy-Schwarz inequality and the support of the wavelet functions it holds

‖ψ1
l,λ1,i1,e1‖L1(Ω1) ≤ ‖ψ

1
l,λ1,i1,e1‖L2(Ω1)

√
|V 1
λ1
|,

(|ψ2
l,λ2,i2,e2 |, pξ)L2(Ω2) ≤ ‖ψ

2
l,λ2,i2,e2‖L2(Ω2)‖pξ‖L2(V 2

λ2
) ≤ ‖ψ2

l,λ2,i2,e2‖L2(Ω2)‖pξ‖L∞(V 2
λ2

)

√
|V 2
λ2
|.

This yields

‖E[|ψl,λ|]‖L1(Ω1) = ‖ψ1
l,λ‖L1(Ω1)(|ψ

2
l,λ2,i2,e2 |, pξ)L2(Ω2)

≤ ‖ψ1
l,λ1,i1,e1‖L2(Ω1)

√
|V 1
λ1
| ‖ψ2

l,λ2,i2,e2‖L2(Ω2)‖pξ‖L∞(V 2
λ2

)

√
|V 2
λ2
|

= ‖ψl,λ‖L2(Ω)

√
|Vλ| ‖pξ‖L∞(V 2

λ2
)

using Fubini on the tensor product of the bases on each cell Vλ. Combining the above estimates we
conclude with

‖E[|uL − uL,ε|]‖L1(Ω1) ≤
L−1∑
l=0

∑
λ∈Ml,ε

|dl,λ| ‖ψl,λ‖L2(Ω)

√
|Vλ| ‖pξ‖L∞(V 2

λ2
)

=

L−1∑
l=0

∑
λ=(λ1,λ2)∈(I1l ×I

2
l )\DL,ε

∑
i=(i1,i2)∈P1×P2

∑
e=(e1,e2)∈E∗

|dl,λ,i,e|‖ψl,λ,i,e‖L2(Ω)

√
|Vλ| ‖pξ‖L∞(V 2

λ2
).
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Applying the definition of the local norm (22) we obtain for λ ∈ Il

|dl,λ,i,e|‖ψl,λ,i,e‖L2(Ω)

√
|Vλ| ≤ ‖dlλ‖λ|Vλ|.

Using the local threshold value ελ,L,1, non-significant details can be estimated based on assumption
(17) by ‖dlλ‖λ ≤ ελ,L,1 and by definition of the discretization it holds

∑
λ∈Il |Vλ| = |Ω|, l = 0, . . . , L.

Then the error can be further estimated by

‖E[|uL − uL,ε|]‖L1(Ω1)

≤
L−1∑
l=0

∑
λ=(λ1,λ2)∈(I1l ×I

2
l )\DL,ε

∑
i=(i1,i2)∈P1×P2

∑
e=(e1,e2)∈E∗

ελ,L,1|Vλ|‖pξ‖L∞(V 2
λ2

)

≤
L−1∑
l=0

∑
λ=(λ1,λ2)∈(I1l ×I

2
l )

∑
i=(i1,i2)∈P1×P2

∑
e=(e1,e2)∈E∗

ελ,L,1|Vλ|‖pξ‖L∞(V 2
λ2

)

≤ |Ω| ×#P ×#E∗
L−1∑
l=0

max
λ=(λ1,λ2)∈Il

ελ,L,1‖pξ‖L∞(V 2
λ2

) ≤ |Ω| ×#P ×#E∗ × εmax

using assumption (23) with q = 1, thus, q′ =∞.
Finally, to investigate the threshold error in u we may apply (21). For this purpose, we have to

verify the condition (19) on the local threshold values:

L−1∑
l=0

max
λ∈Il

ελ,L,q ≤
L−1∑
l=0

max
λ∈Il

ελ,L,q‖pξ‖Lq′ (V 2
λ2

)/ min
λ∈I2l

‖pξ‖Lq′ (V 2
λ ) ≤ εmax/ min

λ∈I2l ,l=0,...,L−1
‖pξ‖Lq′ (V 2

λ ).

Since the grids are nested and ‖pξ‖Lq′ (V ) ≤ ‖pξ‖Lq′ (V ′) for V ⊂ V ′ ⊂ Ω2 it holds

min
λ∈I2l ,l=0,...,L−1

‖pξ‖Lq′ (V 2
λ ) = min

λ∈I2L−1

‖pξ‖Lq′ (V 2
λ ) = WL,q′ .

From this we finally conclude (25) for the threshold error. ut

Remark 2 (Choice of local threshold value) For a dyadic (Cartesian) grid hierarchy we choose

ελ,L,q =
hL
hl
‖pξ‖−1Lq′ (V 2

λ2
)
εmax, λ = (λ1, λ2) ∈ I1l × I2l , (26)

as local threshold value where hl denotes the uniform diameter of the cells on level l. If pξ is locally
small, then the local threshold value becomes very large and large details can be neglected without
significantly contributing to the threshold error of the expectation E whereas the threshold error might
be large for u. This will be the key ingredient to improve the efficiency of the adaptive scheme in Section
5.

(i) To ensure uniform boundedness of the error in the expectation we have to verify the sufficient
condition (23). Due to dyadic grid refinement it holds hL/hl = al−L for a > 1. Then (23) holds
because

L−1∑
l=0

max
λ∈Il

(
ελ,L,q‖pξ‖Lq′ (V 2

λ2
)

)
= εmax

L−1∑
l=0

hL
hl

= εmax

L∑
l=1

(
1

a

)l
≤ εmax.

(ii) According to (25) the threshold error in u is bounded by C |Ω|1/qW−1L,q′ εmax where WL,q′ depends
on L. This is not admissible from the asymptotic point of view. However, in case of q = 1, q′ =∞
it holds

‖pξ‖Lq′ (V ) ≥ min
x2∈Ω2

|pξ(x2)| > 0, ∀V ⊂ Ω2,

and the factor WL,q′ as well as the right-hand side in (25) are independent of L.
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To estimate the error for the higher order centralized moments induced by the threshold error of the
underlying DG approximation we derive estimates for the expectation. Since the entropy solution of a
scalar conservation law in multidimensions satisfies a maximum principle, we may confine our stability
investigation of the error for the expectation and the centralized k-th moments to functions u ∈ L∞(Ω).
Assuming that Ω is a bounded domain, it also holds u ∈ L2(Ω). Then the projection uL ∈ SL of u onto
SL is uniquely defined. In practice, uL(t, ·) will be the DG approximation for a fixed time t ∈ (0, T )
that is assumed to converge to the entropy solution u(t, ·), i.e., ‖uL(t, ·) − u(t, ·)‖L1(Ω) → 0, L → ∞
where uL(t, ·) and u(t, ·) are uniformly bounded. Note that in this case uL(t, ·) 6= PSL(u(t, ·)), i.e.,
uL(t, ·) is not the projection of u(t, ·) onto SL.

Lemma 2 (Estimates for expectation) Let be u ∈ L∞(Ω) and pξ ∈ L∞(Ω2). Then it holds for k ∈ N:

‖E[uk]‖Lq(Ω1) ≤ ‖pξ‖L∞(Ω2) ‖u
k‖Lq(Ω), q ∈ [1,∞) (27)

‖E[uk]‖L1(Ω1) ≤ E[‖uk‖L1(Ω1)] ≤ ‖pξ‖L∞(Ω2) ‖u‖
k
Lk(Ω) (28)

‖E[uk]‖L∞(Ω1) ≤ ‖u‖
k
L∞(Ω) (29)

‖Ek[u]‖Lq(Ω1) ≤ ‖pξ‖
k
L∞(Ω2)

‖uk‖Lq(Ω), q ∈ [1,∞) (30)

‖Ek[u]‖L∞(Ω1) ≤ ‖u‖
k
L∞(Ω). (31)

Lemma 3 Let be u, v ∈ L∞(Ω). Assuming that the probability density function is uniformly bounded,
i.e., pξ ∈ L∞(Ω2), then it holds for q ∈ [1,∞] and all k ∈ N:

‖E[uk]− E[vk]‖Lq(Ω1) ≤ k (M(u, v))k−1 ‖E[|u− v|]‖Lq(Ω1), (32)

‖Ek[u]− Ek[v]‖Lq(Ω1) ≤ k (ME(u, v))k−1 ‖E[u− v]‖Lq(Ω1) ≤ k (M(u, v))k−1 ‖E[|u− v|]‖Lq(Ω1) (33)

with

ME(u, v) := max{‖E[u]‖L∞(Ω1), ‖E[v]‖L∞(Ω1)} ≤ max{‖u‖L∞(Ω), ‖v‖L∞(Ω)} =: M(u, v). (34)

The proofs of Lemma 2 and Lemma 3 are given in Appendix A. By means of these estimates we
may now verify the following stability result for the expectation and the higher order moments.

Lemma 4 (Stability of expectation and higher order moments) Let be u, v ∈ SL. Assuming that the
probability density function is uniformly bounded, i.e., pξ ∈ L∞(Ω2), then the differences in the expec-
tation and the higher order moments for k ∈ N can be estimated in the Lq-norm, q ∈ [1,∞), by the
differences of the functions u and v:

‖E[u]− E[v]‖Lq(Ω1) ≤ ‖pξ‖L∞(Ω2)‖u− v‖Lq(Ω), (35)

‖Mk[u]−Mk[v]‖Lq(Ω1) ≤ |Ω|
1/qp ck (u, v) max{‖pξ‖L∞(Ω2), ‖pξ‖

k
L∞(Ω2)

} ‖E[|u− v|]‖Lqp′ (Ω1)
, (36)

where p, p′ ∈ [1,∞] such that 1/p+ 1/p′ = 1 and

ck (u, v) :=

k∑
j=0

(
k

j

)
(2k − j)M(u, v)2k−j−1, (37)

where M(u, v) is defined by (34).
For the case q =∞, we estimate the differences in the expectation and the higher order moments by:

‖E[u]− E[v]‖L∞(Ω1) ≤ ‖u− v‖L∞(Ω),

‖Mk[u]−Mk[v]‖L∞(Ω1) ≤ ck (u, v) ‖E[|u− v|]‖L∞(Ω1).

Here we set |Ω|1/∞ = 1 for a convention.
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Proof
Due to the linearity of the expectation, inequality (35) follows by (27). The error of the k-th centralized
moments is

‖Mk[u]−Mk[v]‖Lq(Ω1) =

∥∥∥∥∥∥
k∑
j=0

(
k

j

)(
E[uk−j ]Ek[u]− E[vk−j ]Ek[v]

)∥∥∥∥∥∥
Lq(Ω1)

≤
k∑
j=0

(
k

j

)(∥∥Ek[u]
(
E[uk−j ]− E[vk−j ]

)∥∥
Lq(Ω1)

+
∥∥E[vk−j ]

(
Ek[u]− Ek[v]

)∥∥
Lq(Ω1)

)

≤
k∑
j=0

(
k

j

)(∥∥Ek[u]
∥∥
Lqp(Ω1)

∥∥E[uk−j ]− E[vk−j ]
∥∥
Lqp′ (Ω1)

+
∥∥E[vk−j ]

∥∥
Lqp(Ω1)

∥∥Ek[u]− Ek[v]
∥∥
Lqp′ (Ω1)

)
≤ ck,qp (u, v) ‖E[|u− v|]‖Lqp′ (Ω1)

with

ck,qp (u, v) :=

k∑
j=0

(
k

j

)(∥∥Ek[u]
∥∥
Lqp(Ω1)

(k − j)M(u, v)k−j−1

+
∥∥E[vk−j ]

∥∥
Lqp(Ω1)

kM(u, v)k−1
)
.

Then we can estimate the coefficients ck,qp by

ck,qp (u, v) ≤
k∑
j=0

(
k

j

)(
|Ω|1/qp ‖pξ‖kL∞(Ω2)

‖u‖kL∞(Ω) (k − j)M(u, v)k−j−1

+ |Ω|1/qp ‖pξ‖L∞(Ω2) ‖v‖
k−j
L∞(Ω) kM(u, v)k−1

)
≤ |Ω|1/qp ck(u, v) max{‖pξ‖L∞(Ω2), ‖pξ‖

k
L∞(Ω2)

}.

For the case q =∞, we analogously estimate ck,∞ by using (29) and (31). ut

From the stability result we may now state the main result on the error in the higher order moments
deduced from the error in the expectation.

Theorem 5 (Error in higher order moments) Let be uL ∈ SL and uL,ε ∈ SL its sparse approximation
determined by applying thresholding to its multiscale decomposition such that

‖E[|uL − uL,ε|]‖Lq(Ω1) ≤ CE εmax, q ∈ {1, 2} (38)

with CE independent of L and εmax. Assuming that the probability density function is uniformly
bounded, i.e., pξ ∈ L∞(Ω2), then the error in the higher order moments for k ∈ N can be estimated by

‖Mk[uL]−Mk[uL,ε]‖Lq(Ω1) ≤ ck
(
uL, uL,ε

)
max{‖pξ‖L∞(Ω2), ‖pξ‖

k
L∞(Ω2)

}CE εmax

where the coefficients ck are defined by (37).

Proof Since uL, uL,ε ∈ SL are piecewise polynomials of fixed degree defined on a bounded domain
Ω, these functions are bounded, i.e., uL, uL,ε ∈ L∞(Ω). Therefore, we may apply Lemma 4 choosing
p =∞ and, thus p′ = 1. Here we directly use (38) in (36). ut

We emphasize that the assumption (38) is satisfied by (24) when performing thresholding using
the local norm (22) with local threshold values (23) according to Thm. 4.

By the same arguments this result extends to the limit L→∞.
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Theorem 6 (Convergence of expectation and higher order moments) Fix q ∈ [1,∞]. Let be u ∈ Lq(Ω)
the limit of the sequence {uL}L∈N ⊆ Lq(Ω), i.e.,

‖u− uL‖Lq(Ω) → 0, L→∞. (39)

Assume that the probability density function is bounded, i.e., pξ ∈ L∞(Ω2). If u and uL are uniformly
bounded, i.e., there exists a constant 0 < C <∞ independent of L such that

‖u‖L∞(Ω) ≤ C, ‖uL‖L∞(Ω) ≤ C ∀L ∈ N, (40)

then the error in the expectation and the higher order moments for k ∈ N and q ∈ [1,∞) can be
estimated by

‖E[u]− E[uL]‖Lq(Ω1) ≤ ‖pξ‖L∞(Ω2)‖u− u
L‖Lq(Ω), (41)

‖Mk[u]−Mk[uL]‖Lq(Ω1) ≤ C max{‖pξ‖L∞(Ω2), ‖pξ‖
k
L∞(Ω2)

} ‖pξ‖L∞(Ω2) ‖u− u
L‖Lq(Ω) (42)

and for q =∞ by

‖E[u]− E[uL]‖L∞(Ω1) ≤ ‖u− u
L‖L∞(Ω),

‖Mk[u]−Mk[uL]‖L∞(Ω1) ≤ C ‖u− u
L‖L∞(Ω)

with

C =

k∑
j=0

(
k

j

)
(2k − j) C2k−j−1. (43)

In particular, the expectation E[uL] and the centralized higher order moments Mk[uL] converge to E[u]
and Mk[u] in Lq(Ω1).

5 Numerical investigations

We present computational results using Theorem 6 and the local thresholding strategy (26) for the
stochastic Burgers’ equation, see Sect. 5.2, and the random Euler equations, see Sect. 5.3.

5.1 Numerical Method

For the approximation of the deterministic Cauchy problem (8) we apply a Runge-Kutta discontinuous
Galerkin method [12] on Cartesian grids using quadratic polynomials, i.e., p = 3, and an explicit third-
order SSP-Runge-Kutta method with three stages for the time-discretization. As numerical flux we
choose the local Lax-Friedrichs flux with the Shu limiter [12].

To enhance the performance of the DG solver it is combined with local grid refinement that al-
lows for adaptation in both the spatial and the stochastic directions. For this purpose, we employ
multiresolution-based grid adaptation. This concept belongs to the class of perturbation methods. Fol-
lowing the work by [30] the DG solver is intertwined with the MRA in Sect. 3.2. In each time step tn
the adaptive grid GnL,ε is determined by means of the set of significant details DnL,ε corresponding to
the DG approximation unL,ε where the cells in the grid hierarchy are refined as long as there exists a
significant detail. One time step consists of the following three steps summarized in Algorithm 1. Here
we apply the MRA to products of DG spaces according to Sect. 3. Essential for the performance of
the adaptive solver is the choice of the threshold value εmax and the prediction strategy.

Since the adaptive multiresolution based DG solver has been subject of numerous publications, we
abstain from presenting the details of the solver except for the ingredients that have been modified for
our purposes, namely, the threshold process. More details on the adaptive solver can be found in [19,
17].
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Algorithm 1 Timestep Multiresolution DG scheme

(i) Grid refinement:
(1) Perform a local multiscale transformation to determine the multiscale decomposition of unL,ε and the set of

significant details DnL,ε.
(2) Determine a prediction set D̃nL,ε ⊃ D

n
L,ε by means of DnL,ε.

(3) Perform a local inverse multiscale transformation to determine the adaptive grid G̃nL,ε from the prediction set

D̃nL,ε and the corresponding single-scale representation ũnL,ε.

(ii) Time evolution:
Perform Runge-Kutta time evolution on the single-scale representation ũnL,ε to compute ũn+1

L,ε where on each stage

limiting is performed on all elements of the adaptive grid G̃n+1
L,ε on the finest level.

(iii) Grid coarsening:
(1) Perform a local multiscale transformation to determine the multiscale decomposition of ũn+1

L,ε .

(2) Determine the set of significant details Dn+1
ε by applying hard thresholding to D̃n+1

L,ε .

(3) Perform a local inverse multiscale transformation to determine the adaptive grid Gn+1
L,ε from the set Dn+1

L,ε and

the corresponding single-scale representation un+1
L,ε .

– The set of significant details DL,ε is determined by the local norm (22) using local threshold values
ελ,L according to (20) or local threshold values ελ,L,q determined by (26) for q = 1. The two alter-
natives will be distinguished in the following by uniform thresholding and weighted thresholding,
respectively. We emphasize that grid adaptation is performed always in both the spatial and the
stochastic directions. However, when using weighted thresholding a detail may be non-significant if
the norm of the local weight pξ is small although, the detail is large. This will cause a larger error
in the solution of the deterministic problem but not in its stochastic moments.

– To ensure that all significant details at the old and the new time level are adequately resolved
when performing the time step, we need to inflate the set of significant details DnL,ε where we flag
non-significant details at the old time to become significant at the new time. This results in the
prediction set D̃nL,ε ⊃ DnL,ε. In the original adaptive scheme prediction is applied to all directions.
Since in the deterministic problem (8) there is no flow in the stochastic directions, information
cannot propagate in this direction. Therefore, prediction is only performed in the spatial directions
although grid adaptation is performed in both directions. In our computations we apply Harten’s
prediction strategy to determine the prediction set D̃nL,ε in Algorithm 1, cf. [16].

– For the global threshold value εmax we apply the heuristic strategy developed in [17]

εmax = Cheuristic h
β
L (44)

with β the order of the discretization error. Since in our computations the solution always exhibit
discontinuities, the order of convergence will be bounded by one (β = 1). The choice of Cheuristic is
problem-dependent and will be discussed below. The heuristic strategy was verified numerically to
preserve the accuracy of the reference scheme when choosing Harten’s prediction strategy.

Remark 3 (On the reliability of the adaptive scheme.) When performing the adaptive scheme a thresh-
old error is introduced in each time step. In Section 4 we investigated the perturbation error caused
by thresholding the data. In particular, the thresholding has been designed such that the perturbation
error in the stochastic moments is uniformly bounded, see Thm. 5. In the following we discuss the
uniform boundedness of the agglomerated perturbation error over all time steps:
Let be u ∈ L1(Ω) ∩ L∞(Ω) the entropy solution of a scalar conservation law in multi-dimensions at
some finite time 0 < T <∞. By {uL}L∈N ∈ S we denote a sequence of (DG-) approximations that is
assumed to converge to u in L1(Ω), i.e.,

‖u− uL‖L1(Ω) → 0, L→∞. (45)

(Note that uL is not the L2-projection of u.) The sequence is assumed to be uniformly bounded,
i.e., (40) holds true. The probability density function is assumed to be bounded, i.e., pξ ∈ L∞(Ω2).
Then the error in the expectation and the centralized k-th moments are bounded by (41) and (42),
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respectively, for q = 1. In particular, the expectation E[uL] and the centralized higher order moments
Mk[uL] converge to E[u] and Mk[u] in L1(Ω1).

Let uL,ε ∈ SL be the uniformly bounded solution of the adaptive DG scheme, i.e., uL,ε is not the
approximation of uL obtained by thresholding of its multiscale decomposition according to Theorem
4. The prediction strategy is assumed to be reliable, i.e.,

D̃nL,ε ⊃ DnL,ε ∪ Dn+1
L,ε (46)

and the threshold value εmax is chosen such that the perturbation error is uniformly bounded, i.e.,

‖uL − uL,ε‖L1(Ω) ≤ Cthres εmax, (47)

where the constant Cthres is independent of the discretization and the threshold value but may depend
on the final time T , the initial data u0, the Lipschitz constant of the numerical flux, the CFL number,
etc.. Then we may estimate the error due to discretization and perturbation by (41), (42) and (35),
(36) of Lemma 4

‖E[u]− E[uL,ε]‖Lq(Ω1) ≤ ‖E[u]− E[uL]‖Lq(Ω1) + ‖E[uL]− E[uL,ε]‖Lq(Ω1)

≤ ‖pξ‖L∞(Ω2)

(
‖u− uL‖Lq(Ω) + Cthres εmax

)
(48)

‖Mk[u]−Mk[uL,ε]‖Lq(Ω1) ≤ ‖M
k[u]−Mk[uL]‖Lq(Ω1) + ‖Mk[uL]−Mk[uL,ε]‖Lq(Ω1)

≤ max{‖pξ‖L∞(Ω2), ‖pξ‖
k
L∞(Ω2)

}
(
C ‖pξ‖L∞(Ω2) ‖u− u

L‖Lq(Ω) + CL,ε Cthres εmax

)
(49)

with C, CL,ε according to (43) with C the uniform bound for uL and uL,ε.
From this discussion we conclude that the adaptive scheme is reliable, i.e., (48) and (49) hold, whenever
we are able to verify the reliability condition (46) and the uniform boundedness of the perturbation
error of the adaptive scheme applied to the deterministic problem (8) in both the spatial and stochastic
variables. So far, such a result has been verified for the DG scheme in the mean in [30] for one-
dimensional nonlinear conservation laws. Here, a prediction strategy that is strongly intertwined with
a particular limiter and an a priori strategy for the threshold procedure has been used. Since there is
no flux in the stochastic directions and, thus, no limiting necessary, it might be possible to extend the
result to the deterministic problem in one space dimension and arbitrary stochastic dimensions.

For the numerical simulations we use multiresolution-based grid adaptation with a dyadic grid
hierarchy. For this purpose, let L ∈ N be the maximum number of refinement levels, i.e., for each
level l = 0, . . . , L we have Nl,x = 2lN0,x cells in the spatial direction x and Nl,ξ = 2lN0,ξ cells in the
stochastic direction ξ, where N0,x, N0,ξ are the number of cells in the initial grid in the spatial and
stochastic direction, respectively.

To determine the stochastic moments of the solution uL,ε(t, ·, ·) of an adaptive DG scheme for a
fixed time t > 0, we use an approach similar to that in [1,48]. For each fixed x1 ∈ Ω1 exists a set
I2(x1) such that

Ω2 =
⋃

λ∈I2(x1)

V 2
λ , V 2

λ ∩ V 2
µ = ∅, λ, µ ∈ I2(x1), λ 6= µ

describing the adaptive grid in the stochastic direction at x1. The stochastic moments are then calcu-
lated in a post-processing step by integration over the stochastic domain Ω2, i.e.,

E[uL,ε](t, x1) =
∑

λ∈I2(x1)

∫
V 2
λ

uL,ε(t, x1, x2)pξ(x2) dx2,

Mk[uL,ε](t, x1) =
∑

λ∈I2(x1)

∫
V 2
λ

(
uL,ε(t, x1, x2)− E[uL,ε](t, x1)

)k
pξ(x2) dx2

where each integral is calculated by a quadrature formula of the corresponding cell.
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The multiresolution analysis takes into account the local structure of the stochastic problem by
resolving regions with large local changes, such as discontinuities, at higher resolution than smooth
regions. Thus, we avoid the Gibb’s phenomenon leading to an accurate approximation of the stochastic
moments.

5.2 Burgers’ equation with uncertain smooth initial values

In this section we consider the one-dimensional Burgers’ equation with uncertain smooth initial data
and non-uniform random variables:

∂tū(t,x;ωξ) + ∂x

(
ū2(t,x;ωξ)

2

)
= 0, x ∈ [0, 1], t > 0 (50)

with uncertain initial condition

ū(0,x;ωξ) = sin(2πx) sin(2πωξ), x ∈ [0, 1] (51)

for all realizations ωξ of the random variable ξ. In addition, we assume periodic boundary conditions
in the spatial direction. We consider the following random variables:

ξ1 ∼ U(0, 1), ξ2 ∼ N (0.5, 0.15), ξ3 ∼ B(2, 5), ξ4 ∼ B(2, 20), (52)

where U(a, b) is the uniform distribution in (a, b) ⊂ R, N (µ, σ2) is the normal distribution with mean
µ ∈ R and variance σ2 > 0 and B(α, β) is the beta distribution for values of α, β > 0.

To reformulate the stochastic Cauchy problem (50), (51) in the deterministic formulation we choose
ξ ∈ [0, 1] for the random variables ξ1, ξ3 and ξ4. In order to handle the non-compact support of the
random variable ξ2, we cut off the stochastic domain for the numerical solutions and set ξ ∈ [0, 1].
Although, we obtain an additional error by cutting off the stochastic domain, the domain can be chosen
so that this error becomes negligible compared to the discretization and perturbation error. For the
random variable ξ2 holds P(ξ2 ∈ [0, 1]) ≈ 0.9991. Therefore, more than 99.9% of all drawn realizations
take values in [0, 1]. Thus, we obtain the deterministic formulation of (50), (51):

∂tu(t,x, ξ) + ∂x

(
u2(t,x, ξ)

2

)
= 0, (x, ξ) ∈ [0, 1]× [0, 1], t > 0 (53)

with deterministic initial condition

u(0,x, ξ) = sin(2πx) sin(2πξ), (x, ξ) ∈ [0, 1]× [0, 1]. (54)

In this section, we have chosen the maximum number of refinement levels L = 6 and the number
of cells of the initial grid N0,x = 8 and N0,ξ = 16. We set the CFL number to 0.1. For uniform
thresholding we choose the constant Cheuristic = 0.1 for the global threshold value (44). On the other
hand, motivated by Thm. 5, for weighted thresholding we set Ci = Cheuristic/maxξ∈[0,1] pξi(ξ), where
pξi is the probability density of the corresponding random variable ξi for i = 1, . . . , 4.

Computations with uniform thresholding. We first investigate the numerical solution of an adaptive
multiresolution-based DG scheme, as described in Sec. 5.1, where the MRA is applied with uniform
thresholding. The numerical solution of (53), (54) is presented in Fig. 1.

We interpret each horizontal line as a realization of the corresponding random variable. For ξ < 0.5
a stationary shock is located at x = 0.5, whereby for ξ > 0.5 there is a rarefaction wave. Due to the
periodic boundary conditions, the roles are reversed at the boundaries x = 0 and x = 1. Thus, for
ξ < 0.5 a rarefaction wave develops at the boundaries whereby for ξ > 0.5 a stationary shock occurs.
The corresponding adaptive grid is also shown in Fig. 1. Obviously, the grid is refined in regions with
large local changes and less refined in regions with smooth data. Up to now, the grid adaptation is
only based on the data of the solution and does not consider stochasticity. Therefore, the adaptive grid
is the same for all random variables ξ1, . . . , ξ4.
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Figure 1: Solution for the Burgers’ equation (53) with uncertain initial data (54). Left: Initial data
at time t = 0; Middle: Numerical solution at time t = 0.35; Right: Corresponding adaptive grid with
uniform thresholding strategy and L = 6 refinement levels for the numerical solution at time t = 0.35.

(a) Uniform distribution U(0, 1) (b) Normal distribution N (0.5, 0.15)

(c) Beta distribution B(2, 5) (d) Beta distribution B(2, 20)

Figure 2: Stochastic moments of the problem (53), (54) for the different random variables (52) at time
t = 0.35. Computations are performed with uniform thresholding and L = 6 refinement levels.
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We emphasize that we have to calculate the numerical solution of (53), (54) only once for all
random variables ξ1, . . . , ξ4 in (52). The stochastic moments of these problems are then computed in a
post-processing step where we have to adjust the evaluation of the solution for each random variable.

The stochastic moments obtained by our deterministic approach (53), (54) for all random variables
(52) are shown in Fig. 2. The uniform distributed random variable ξ1 and the normal distributed
random variable ξ2 behave similarly due to the symmetry of the corresponding densities at ξ = 0.5.
Since the mass of the normal distributed random variable ξ2 is more concentrated around ξ = 0.5, the
standard deviation of the normal distributed random variable ξ2 is slightly smaller than the standard
deviation of the uniform random variable ξ1. In contrast, the mass of the beta distributed random
variables ξ3 is strongly concentrated for ξ < 0.5. Thus, the effects of the stationary shock at x = 0.5
dominate the stochastic moments. This behavior is amplified for the stochastic variables ξ4 where
the mass is highly concentrated for ξ < 0.25. For example, the shock at the spatial boundaries has
almost no effect on the stochastic moments for the beta distributed random variable ξ4. In Fig. 2
we additionally show the confidence interval of our approach to illustrate the affected regions of the
different random variables.

Computations with weighted thresholding. Next we investigate the numerical solution of (53), (54) using
the novel weighted thresholding. The results are shown in Fig. 3 for the normal distributed random
variable ξ2 as well as for the beta distributed random variables ξ3 and ξ4. The weighted thresholding
strategy results in an adaptive grid that is influenced by the underlying probability density. Thus,
grid refinement is triggered more in regions with high mass of the corresponding probability density
whereas regions with almost no mass of the corresponding probability density are not refined at all.
This is particularly noticeable for distributions with highly concentrated mass of the relevant density
functions, as in the case of the beta distributed random variable ξ4. We also note that the corresponding
probability density function dominates the effects of the shock for ξ > 0.5 at the boundaries in the
spatial directions, which is fully refined in the adaptive grid when using uniform thresholding, cf. Fig. 1.

Therefore, computations with weighted thresholding for non-uniform random variables have sparser
grids than computations with uniform thresholding. We emphasize that the solution itself may look
poor compared to the solution in Fig. 1, i.e., the discretization error may be large. This can be
particularly seen in regions with shocks where we usually need a locally high level of refinement to
properly resolve the discontinuities. However, the novel weighted thresholding strategy still leads to
good results for the stochastic moments as seen in Fig. 4. For the uniform random variable ξ1, pξ1 ≡ 1
holds and thus the resulting grid with weighted grid adaptation coincides with the adaptive grid with
uniform thresholding, cf. Fig. 1.

Comparison of uniform and weighted thresholding. We compare the L1-error of the stochastic moments
for the novel and the classic strategy. As reference solution we perform a computation with uniform
thresholding on a grid hierarchy with L = 12 refinement levels. We observe that for all random variables
(52) the error of the stochastic moments decreases by the empirical order of about 1, cf. Table 1. Using
weighted thresholding, the L1-error is comparable to the L1-error using uniform thresholding.

In Fig. 1 and Fig. 3 we observe that we need less cells using weighted thresholding than uniform
thresholding. To quantify these savings, we consider the ratio of the total number of cells between the
uniform thresholding strategy and the weighted thresholding strategy, i.e.,

ratio =
Ntotal,uniform

Ntotal,weighted
, (55)

where Ntotal,uniform and Ntotal,weighted are the total number of cells over all timesteps using uniform
thresholding and weighted thresholding, respectively. In Fig. 4 we show the ratio for random variables
ξ2, . . . , ξ4.

Although we have to fully refine parts of the shock using weighted thresholding for the normal
distribution ξ2 and the beta distributed random variable ξ3 we need less than half as many cells than
using grid adaptation with uniform thresholding. Also, if the beta distributed random variable ξ4 has
a highly concentrated mass, again we need about half the cells in the grid adaptation with weighted
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Figure 3: Solution for the Burgers’ equation (53) with uncertain initial data (54) at time t = 0.35 with
its adaptive grid using weighted thresholding up to L = 6 refinement levels. Left: Normal distribution
N (0.5, 0.15); Middle: Beta distribution B(2, 5); Right: Beta distribution B(2, 20).

N (0.5, 0.15) B(2, 5) B(2, 20)

L sol exp var sol exp var sol exp var

uniform 3 0.7082 0.6888 0.7401 0.7082 0.8063 0.7888 0.7082 1.1440 0.9833

thresholding 4 1.0490 0.9773 0.9407 1.0490 0.8775 0.8508 1.0490 0.6503 0.5412

5 1.1872 1.2277 1.1710 1.1872 1.2612 1.1953 1.1872 1.4187 1.3449

6 1.5073 1.4707 1.4532 1.5073 1.3098 1.2662 1.5073 0.9962 0.8778

weighted 3 0.6156 0.7986 0.8693 0.4278 0.5877 0.6703 0.1421 0.2683 0.1737

thresholding 4 1.1374 1.0759 1.1059 1.0998 1.1191 1.2348 0.2887 1.2678 1.1766

5 1.5974 1.2916 1.2455 1.2473 0.9518 0.8866 0.1803 0.9454 0.8491

6 1.5400 1.4918 1.4516 0.6675 1.5135 1.5276 0.0597 1.4901 1.3894

Table 1: Empirical order of convergence of the L1-error of the solution and the L1-error of the ex-
pectation and variance of (53), (54) using adaptive grid with uniform thresholding and weighted
thresholding.
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Figure 4: L1-error of the stochastic moments and the solution of (53), (54) at time t = 0.35 using both
uniform and weighted thresholding up to L = 6 refinement levels and the ratio of the number of total
cells between both methods. Top left: Normal distribution N (0.5, 0.15); Top right: Beta distribution
B(2, 5); Bottom left: Beta distribution B(2, 20). Bottom right: Ratio of the number of total cells.

thresholding than grid adaptation with uniform thresholding. This is because the grid has a higher
refinement level for ξ < 0.25 using weighted thresholding compared to the adaptive grid using uniform
thresholding due to the high concentrated mass of the random variable ξ4. Thus, weighted thresholding
does not only save cells in regions where the influence of probability is low, but also improves regions
with high mass of the corresponding probability density.

5.3 Euler equations with non-uniform uncertain initial values

Here we consider the one-dimensional Euler equations for a perfect gas with uncertain initial data.
In particular, we investigate Sod’s shock tube problem [45] assuming uncertain initial pressure on the
left. For a realization ωξ of a random variable ξ we introduce the conserved variable ū(t,x;ωξ) :=
(ρ̄, ρ̄v̄, ρ̄Ē)T describing the conservation of mass, momentum and energy. Here, ρ̄ ≡ ρ̄(t,x;ωξ), v̄ ≡
v̄(t,x;ωξ) and Ē ≡ Ē(t,x;ωξ) denote the density, momentum and total energy, respectively. The total
energy is the sum of kinetic and internal energy ē ≡ ē(t,x;ωξ), i.e.,

Ē =
1

2
v̄2 + ē.

Assuming a perfect gas the internal energy is determined by

ē =
p̄

(γ − 1)ρ̄



22 M. Herty et al.

with γ = 1.4 [49]. We investigate the behavior of the system with uncertain initial pressure on the left

p̄(0,x;ωξ) =

{
ωξ + 0.2, x < 0.5

0.1, x > 0.5
. (56)

Finally, the uncertain Riemann problem is determined by

∂tρ̄+ ∂x(ρ̄v̄) = 0, (57a)

∂t(ρ̄v̄) + ∂x(ρ̄v̄2 + p̄) = 0, x ∈ R, t > 0, (57b)

∂t(ρ̄Ē) + ∂x(v̄(ρ̄Ē + p̄)) = 0. (57c)

and uncertain initial data

ū(0,x;ωξ) =

{
(1.0, 0.0, 0.5 + 2.5ωξ)

T , x < 0.5

(0.125, 0.0, 0.25)T , x > 0.5
. (58)

For our investigations we consider the random variable ξ ∼ B(2, 5), where B(α, β) is the beta distri-
bution for values of α, β > 0.

Again, we replace the stochastic parameter ωξ at the expense of an additional space dimension.
Therefore, the conserved variable becomes u(t,x, ξ) := (ρ, ρv, ρE)T for (x, ξ) ∈ R × [0, 1], where
ρ ≡ ρ(t,x, ξ), v ≡ v(t,x, ξ), E ≡ E(t,x, ξ) and p ≡ p(t,x, ξ). The initial condition of the pressure is
given by

p(0,x, ξ) =

{
ξ + 0.2, x < 0.5

0.1, x > 0.5
, ξ ∈ [0, 1]. (59)

Thus, the deterministic approach of the system (57) reads

∂tρ+ ∂x(ρv) = 0, (60a)

∂t(ρv) + ∂x(ρv2 + p) = 0, (x, ξ) ∈ R× [0, 1], t > 0, (60b)

∂t(ρE) + ∂x(v(ρE + p)) = 0, (60c)

with initial condition

u(0,x, ξ) =

{
(1.0, 0.0, 0.5 + 2.5ξ)T , x < 0.5

(0.125, 0.0, 0.25)T , x > 0.5
, ξ ∈ [0, 1]. (61)

For this example we choose the maximum number of refinement levels L = 6 and the number of the
cells in the initial grid N0,x = N0,ξ = 8 and set the CFL number to 0.1. For uniform thresholding we
choose the constant Cheuristic = 0.1 as global threshold value (44). As in Sect. 5.2 for weighted thresh-
olding we set Ĉ = Cheuristic/maxξ∈[0,1] pξ(ξ) as global threshold value, where pξ is the corresponding
probability density of the random variable ξ ∼ B(2, 5).

Computations with uniform thresholding. The solution of (60), (61) for the final time t = 0.2 using
MRA with uniform thresholding is presented in Figure 5. Each horizontal cut represents the solution
of a single realization of the problem (60), (61). We observe that for higher initial pressure the shock
wave, the contact wave and the rarefaction wave propagate faster. This leads to discontinuities in
the stochastic direction for the leading shock wave. For the contact wave we only observe jumps in
the conserved variables (ρ, ρv, ρE)T in the stochastic direction but no discontinuities for velocity v
and pressure p. Thus, the solution only exhibits discontinuities in the stochastic direction when there
are discontinuities in the spatial direction, too. Furthermore, the grid is only fully refined along the
discontinuities caused by the shock wave and by the contact discontinuity. In smooth regions, the
adaptive grid has a low refinement level, so the grid is refined only in regions with high local changes.

The stochastic moments of the deterministic approach (60), (61) for the beta distributed random
variable ξ for the density ρ, momentum ρv, density of energy ρE, pressure p and velocity v, respectively,
are shown in Figure 6. Obviously, the moments are smooth where the discontinuities are smoothened
due to the averaging process.
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Figure 5: Solution for the Euler equations (60) with uncertain initial data (61) at time t = 0.2 with
L = 6 refinement levels using uniform thresholding. Top row (from left to right): density ρ; momentum
ρv; density of energy ρE. Bottom row (from left to right): pressure p; velocity v; corresponding adaptive
grid.

Figure 6: Stochastic moments for the solution of the Euler equations (60), (61) for the random variable
ξ ∼ B(2, 5) at time t = 0.2. Computations are performed with uniform thresholding and L = 6
refinement levels. Top row (from left to right): density ρ; momentum ρv; density of energy ρE. Bottom
row (from left to right): pressure p; velocity v.
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Computations with weighted thresholding. The numerical simulation of (60), (61) using the novel
thresholding strategy is shown in Figure 7 for the beta distributed random variable ξ. As illustrated
in Sect. 4, grid adaptation now depends strongly on the underlying probability density of the corre-
sponding random variable. Since the random variable ξ has a higher mass concentration for ξ < 0.5,
the grid is more refined than for ξ > 0.5. Moreover, grid refinement is triggered more along the shock
than along the region of the contact discontinuity. Although we do not have high stochastic influence
for ξ > 0.5, the shock is fully refined up to ξ = 0.75 whereby grid adaptation is not triggered for the
rarefaction wave. Our novel thresholding strategy thus takes into account both the stochasticity and
the local behavior of the solution itself. This leads to an adaptive grid with significantly fewer cells
than with uniform thresholding, see Figure 5. Due to the novel adaptation strategy with respect to
the stochastic moments, the solution itself may look poor. This is especially the case, for example, for
the velocity v and the momentum ρv, respectively, along the shock.

Figure 7: Solution for the Euler equations (60) with uncertain initial data (61) at time t = 0.2 with
L = 6 refinement levels using weighted thresholding for the random variable ξ ∼ B(2, 5). Top row
(from left to right): density ρ; momentum ρv; density of energy ρE. Bottom row (from left to right):
pressure p; velocity v; corresponding adaptive grid.

Comparison of uniform and weighted thresholding. We compare the L1-error of the stochastic moments
between our novel thresholding strategy and the classical thresholding method. As reference solution
we performed a solution with L = 10 refinement levels and uniform thresholding. These results are
presented in Figure 8. With both methods, the L1-error of the stochastic moments decreases by the
empirical order of accuracy of about 1 for all state variables, cf. Table 2. The L1-error of the stochastic
moments using weighted thresholding is of the same order of magnitude as the L1-error of the moments
with uniform thresholding and therefore comparable. If weighted thresholding is used instead, the
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solution itself has a poor convergence rate because the adaptation process is optimized for the stochastic
moments. This can be seen, for example, in the L1-error of the velocity which reflects the poor behavior
of the solution in Figure 7. In addition, in Figure 8 we show the ratio of the number of cells (55) between
weighted thresholding and uniform thresholding. Using our novel strategy saves more than half the cells
than using uniform thresholding. With increasing refinement levels this ratio decreases. Figure 9 shows
the adaptive grids with weighted thresholding for different maximum refinement levels L = 2, 4, 6.
As the refinement level increases, both the grids at the shock and the contact wave become more
and more refined in the stochastic direction since the local threshold value (26) becomes smaller with
increasing refinement levels. Thus, cells with non-significant details with respect to the probability
density function may become significant for higher refinement levels and the corresponding cell has
therefore to be refined. This effect is problem-dependent and may not occur at all, as for example in
Sect. 5.2, cf. Fig. 4.

(a) Density ρ (b) Momentum ρv (c) Density of energy ρE

(d) Pressure p (e) Velocity v (f) Ratio number of cells

Figure 8: L1-error of the stochastic moments and the solution of (60), (61) at time t = 0.2 using both
uniform and weighted thresholding up to L = 6 refinement levels and the ratio of the number of cells.

Density ρ Momentum ρv Density of energy ρE Velocity v Pressure p

L sol exp var sol exp var sol exp var sol exp var sol exp var

uniform 3 0.9246 1.1590 0.6287 1.0154 1.3011 0.8481 1.0498 1.2710 1.0183 1.0800 1.4388 1.1449 1.0804 1.2820 1.0164

4 0.9427 1.1043 0.7290 0.9815 1.1791 0.8649 1.0122 1.0349 0.8752 1.0330 1.0577 0.9696 1.0331 1.0354 0.8604

5 0.9604 1.0533 0.7958 0.9754 1.0415 0.9037 1.0298 1.0105 1.1142 1.0370 0.9064 0.8662 1.0468 1.0184 1.1164

6 0.9738 1.0515 0.8587 0.9905 1.0428 0.8933 1.0378 1.0685 1.0419 1.0480 1.0594 1.0882 1.0507 1.0656 1.0503

weighted 3 0.5136 1.0689 0.5683 0.4608 1.1541 0.6885 0.4489 1.0425 0.4664 0.5565 1.3490 0.7791 0.4579 1.0629 0.4504

thresholding 4 0.5125 1.1354 0.7327 0.4081 1.2206 0.8940 0.3858 1.3123 1.0538 0.4538 1.3292 1.2542 0.4014 1.3119 1.0517

5 0.5159 1.0804 0.8249 0.4968 1.0658 0.9590 0.3963 1.0269 1.1015 0.5427 0.9513 0.9869 0.3813 1.0308 1.0955

6 0.3485 1.0525 0.8763 0.2536 1.0575 0.8934 0.2235 1.0537 1.0474 0.2941 1.0211 1.0431 0.2228 1.0621 1.0763

Table 2: Empirical order of convergence of the L1-error of the solution and the L1-error of the ex-
pectation and variance of (60), (61) using adaptive grid with uniform thresholding and weighted
thresholding.
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Figure 9: Adaptive grids with weighted thresholding for the Euler equations (60) with uncertain initial
data (61) at time t = 0.2 for the random variable ξ ∼ B(2, 5) and different maximum refinement levels
L. From left to right: L = 2; L = 4; L = 6.

6 Conclusion

In the present work we investigate the solution of conservation laws with uncertain initial data. For
this purpose, we formulate the stochastic problem as a higher-dimensional deterministic problem. To
both, the solution and its moments determined by averaging over the stochastic direction, we apply a
novel multiresolution analysis that allows to investigate the interaction of the spatial scales with the
stochastic scales. In particular, we identify the relevant scales in the spatial and stochastic variables
in the solution that affect the moments. Depending on the probability density corresponding to the
random variable not all scales in the solution will affect the scales in the moments. This insight is
used to design a new multiresolution based grid adaptation strategy for the approximation of the
deterministic problem. The adapted scheme shows higher efficiency and accuracy in the moments of
the solution. Numerical results verify the analytical results.

In contrast to stochastic elliptic or parabolic PDEs, typically discontinuities occur in the spatial
solution of hyperbolic conservation laws. This reduces the regularity in the stochastic variables which
can be seen in our numerical results. Therefore, we believe that it is important to understand the
interaction of spatial and stochastic scales as we have done here for arbitrary number of stochastic
variables m ∈ N. The analytical results are confirmed numerically for m = 1. Because of the curse of
dimensionality this will not be feasible for higher dimension m+d > 3. For this purpose, the adaptation
strategy has to be applied directly to the moments instead of the solution. The current investigations
will be helpful in this regard.

A Appendix

Proof (Theorem 3)
For simplicity we only prove the case of a positive probability density pξ. In the case of a compactly supported probability
density pξ, we define Ωξ := supp(pξ) and extend the entropy solutions ū ≡ 0 and u ≡ 0 for all ωξ ∈ Rm \Ωξ. Then, we
proceed analogously to the proof in the case of positive density.

Let ū be the unique entropy solution according to Theorem 1. For u defined by (13) we have to verify the properties
of Definition 2.
Let ϕ ∈ C1

0 ([0, T ]× Rd+m) be a test function. Then for ωξ ∈ Ωξ the restriction

ϕ̄(t,x;ωξ) := ϕ(t, (x, ωξ)) (pξ(ωξ))
−1 (62)
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is a test function in C1
0 ([0, T ]× Rd) and the weak formulation (4) holds for Pξ-a.s. ωξ ∈ Ωξ. Using the Radon-Nikodym

theorem, integration of (4) over the induced probability space leads to∫
Ωξ

(∫ ∞
0

∫
Rd

ū(t,x;ωξ)ϕ̄t(t,x;ωξ) +
d∑
j=1

fj(ū(t,x;ωξ))
∂

∂xj
ϕ̄(t,x;ωξ) dx dt

+

∫
Rd
ū0(x;ωξ)ϕ̄(0,x;ωξ) dx

)
dPξ(ωξ)

=

∫
Rm

∫ ∞
0

∫
Rd
u(t,x, ξ)ϕt(t,x, ξ) +

d+m∑
j=1

fj(u(t,x, ξ))
∂

∂xj
ϕ(t,x, ξ) dx dt

+

∫
Rd
u0(x, ξ)ϕ(0,x, ξ) dx

)
(pξ(ξ))

−1 pξ(ξ) dξ = 0

for u(t,x, ωξ) := ū(t,x;ωξ) for Pξ-a.s. ωξ ∈ Ωξ and for a.e. x ∈ Rd using (12), (62) and (7). Using Fubini’s theorem we
finally obtain the weak formulation (9). Similarly, the entropy condition (5) for ū implies the entropy condition (10) for
u using (11). Note that due to (62) the test function ϕ is non-negative if and only if ϕ is non-negative.

To verify that u ∈ Cb([0, T ], L1
loc(Rd+m)) for T > 0, we observe that

‖u‖Cb([0,T ],L1(Rd+m)) ≤ ‖(pξ)
−1‖L∞(Ωξ)

‖ū‖Cb([0,T ],L1(Rd))

using the Radon-Nikodym theorem.
Conversely, we assume that u is the entropy solution of the deterministic Cauchy problem (8) and define ū(t, x;ωξ) :=

u(t, (x, ωξ)) for Pξ-a.s. ωξ ∈ Ωξ and for a.e. x ∈ Rd. We now verify that the weak formulation (9) implies the stochastic

weak formulation (4). For this purpose, let be ϕ̄ ∈ C1
0 ([0, T ]× Rd) an arbitrary test function. Furthermore, for ε > 0 let

be Jε : Rm → R the rescaled mollifier Jε(ξ) := 1
εm

J(ξ/ε) with

J(ξ) :=

{
cm exp

(
1

|ξ|2−1

)
, |ξ| < 1

0 , |ξ| ≥ 1

and cm > 0 chosen such that
∫
Rm J(ξ) dξ = 1. By means of the rescaled mollifier we define for fixed ξ̄ ∈ Ωξ and ε > 0

chosen such that Bε(ξ̄) ⊂ Ωξ the smooth function

ϕ(t, x, ξ) := ϕ̄(t, x)Jε(ξ̄ − ξ) pξ(ξ), ξ ∈ Rm,

where Bε(ξ̄) is an open ball with radius ε > 0 and center ξ̄ ∈ Ωξ. Note that the support of ϕ is bounded because

supp Jε(ξ̄ − ·) = Bε(ξ̄) and suppϕ ⊂ supp ϕ̄ × Bε(ξ̄) ⊂ supp ϕ̄ × Ωξ. Therefore, it holds ϕ ∈ C1
0 ([0, T ] × Rd+m). Then

we rewrite (9) applying Fubini’s theorem and (7)

0 =

∫
Rm

(∫ ∞
0

∫
Rd
u(t, x, ξ)ϕt(t, x, ξ) +

d∑
j=1

fj(u(t, x, ξ))
∂

∂xj
ϕ(t, x, ξ) dx dt

+

∫
Rd
u0(x, ξ)ϕ(0, x, ξ) dx

)
dξ

=

∫
Rm

(∫ ∞
0

∫
Rd
u(t, x, ξ)ϕ̄t(t, x) +

d∑
j=1

fj(u(t, x, ξ))
∂

∂xj
ϕ̄(t, x) dxdt

+

∫
Rd
u0(x, ξ)ϕ̄(0, x) dx

)
Jε(ξ̄ − ξ)pξ(ξ) dξ.

Since ϕ has compact support we introduce the weighted residual

R(ξ) := pξ(ξ)

∫ ∞
0

∫
Rd
u(t, x, ξ)ϕ̄t(t, x) +

d∑
j=1

fj(u(t, x, ξ))
∂

∂xj
ϕ̄(t, x) dx dt

+

∫
Rd
u0(x, ξ)ϕ̄(0, x) dx.

With the convolution Rε(ξ̄) := (Jε ∗ R)(ξ̄) it holds Rε(ξ̄) → R(ξ̄), ε → 0, for a.e. ξ̄ ∈ Ωξ leading to R(ξ̄) = 0 for a.e.
ξ̄ ∈ Ωξ and therefore R(ξ) = 0 for a.e. ξ ∈ Rm. Integrating the absolute value of the weighted residual over Rm we
obtain for ξ = ωξ: ∫

Ωξ

∣∣∣∣∫ ∞
0

∫
Rd
u(t, x, ωξ)ϕ̄t(t, x) +

d∑
j=1

fj(u(t, x, ωξ))
∂

∂xj
ϕ̄(t, x) dxdt

+

∫
Rd
u0(x, ωξ)ϕ̄(0, x) dx

∣∣∣∣dPξ(ωξ) = 0.
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Since the Lebesgue measure is σ-finite and Pξ is a finite measure, the null sets of the probability measure Pξ and the
Lebesgue measure are consistent and therefore the weak formulation holds for Pξ-a.e. ωξ ∈ Ωξ.

To verify that the entropy condition (10) implies the stochastic entropy condition (5), we may proceed analogously.
It remains to verify that ū(·, ·;ωξ) ∈ Cb([0, T ], L1(Rd)) for T > 0 and for Pξ-a.s. ωξ ∈ Ωξ. Using the Radon-Nikodym

theorem we observe that

max
t∈[0,T ]

‖ū(t, ·;ωξ)‖L1(Rd) ≤ ‖pξ‖L∞([ωξ−ε,ωξ+ε])‖u‖Cb([0,T ],L1(Rd×[ωξ−ε,ωξ+ε]))

for arbitrary ε > 0 which completes the proof.
ut

Proof (Lemma 2)
By Jensen’s inequality with Φ(x) = |x|q for q ∈ [1,∞), x ∈ R, (Φ convex and non-negative) and Fubini we obtain

‖E[uk]‖q
Lq(Ω1)

=

∫
Ω1

∣∣∣∣∫
Ω2

uk(x1,x2)pξ(x2) dx2

∣∣∣∣q dx1 ≤
∫
Ω1

∫
Ω2

∣∣∣uk(x1,x2)pξ(x2)
∣∣∣q dx2 dx1

≤ ‖pξ‖qL∞(Ω2)

∫
Ω1

∫
Ω2

∣∣∣uk(x1,x2)
∣∣∣q dx2 dx1 = ‖pξ‖qL∞(Ω2)

‖uk‖q
Lq(Ω)

.

This estimate implies (27).
In case of q = 1 we proceed as follows

‖E[uk]‖L1(Ω1)
=

∫
Ω1

∣∣∣∣∫
Ω2

uk(x1,x2)pξ(x2) dx2

∣∣∣∣dx1 ≤
∫
Ω1

∫
Ω2

∣∣∣uk(x1,x2)pξ(x2)
∣∣∣dx2 dx1

=

∫
Ω2

∫
Ω1

∣∣∣uk(x1,x2)
∣∣∣dx1pξ(x2) dx2 =

∫
Ω2

‖uk(·,x2)‖L1(Ω1)
pξ(x2) dx2

= E[‖uk‖L1(Ω1)
].

Applying Fubini and using the assumption on pξ we conclude

E[‖uk‖L1(Ω1)
] =

∫
Ω2

∫
Ω1

∣∣∣uk(x1,x2)
∣∣∣ dx1pξ(x2) dx2

≤ ‖pξ‖L∞(Ω2)

∫
Ω1

∫
Ω2

|u(x1,x2)|k dx2 dx1 = ‖pξ‖L∞(Ω2)‖u‖
k
Lk(Ω)

,

i.e., (28) holds. To estimate E[uk] in the L∞(Ω1)-norm we estimate analogously to the case q = 1:

‖E[uk]‖L∞(Ω1) = ess sup
x1∈Ω1

{∣∣∣∣∫
Ω2

uk(x1,x2)pξ(x2) dx2

∣∣∣∣}
≤ ess sup

(x1,x2)∈Ω1×Ω2

{|uk(x1,x2)|}
∫
Ω2

pξ(x2) dx2 = ‖uk‖L∞(Ω) ≤ ‖u‖kL∞(Ω),

where we use that ‖pξ‖L1(Ω2)
= 1 holds. This proves (29).

To verify (30) we proceed in analogy to the proof of (27) and obtain for q ∈ [1,∞)

‖Ek[u]‖q
Lq(Ω1)

=

∫
Ω1

∣∣∣∣∫
Ω2

u(x1,x2)pξ(x2) dx2

∣∣∣∣kq dx1 ≤
∫
Ω1

∫
Ω2

|u(x1,x2)pξ(x2)|kq dx2 dx1

≤ ‖pξ‖kqL∞(Ω2)

∫
Ω1

∫
Ω2

|u(x1,x2)|kq dx2 dx1 = ‖pξ‖kqL∞(Ω2)
‖uk‖q

Lq(Ω)
.

For the case q =∞, using ‖pξ‖L1(Ω2)
= 1 yields

‖Ek[u]‖L∞(Ω) = ess sup
x1∈Ω1

{∣∣∣∣∫
Ω2

u(x1,x2)pξ(x2) dx2

∣∣∣∣k
}
≤ ess sup
x1∈Ω1

{(
‖u(x1, ·)‖L∞(Ω2)‖pξ‖L1(Ω2)

)k}
= ess sup
x1∈Ω1

{
‖u(x1, ·)‖kL∞(Ω2)

}
≤ ‖u‖kL∞(Ω).

ut

Proof (Lemma 3)
First, we note that the relation

an − bn = (a− b)
n−1∑
k=0

an−1−kbk
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yields

|an − bn| ≤ n max{|a|, |b|}n−1 |a− b|. (63)

By the definition of the expectation we deduce

|E[uk](x1)− E[vk](x1)| ≤
∫
Ω2

|uk(x1,x2)− vk(x1,x2)|pξ(x2) dx2

≤
∫
Ω2

k (max{|u(x1,x2)|, |v(x1,x2)|})k−1|u(x1,x2)− v(x1,x2)|pξ(x2) dx2 (64)

≤ k (ess sup
x∈Ω

{(max{|u(x)|, |v(x)|}})k−1

∫
Ω2

|u(x1,x2)− v(x1,x2)|pξ(x2) dx2

≤ k (M(u, v))k−1 E[|u− v|](x1).

For q ∈ [1,∞) integration then yields the inequality (32):

‖E[uk]− E[vk]‖q
Lq(Ω1)

≤ (k (M(u, v))k−1)q
∫
Ω1

(E[|u− v|](x1))q dx1

= (k (M(u, v))k−1)q
∫
Ω1

|E[|u− v|](x1)|q dx1 = (k (M(u, v))k−1)q ‖E[|u− v|]‖q
Lq(Ω1)

.

For q =∞ we take the ess supx1∈Ω1
in (64). To verify the second inequality (33) we first observe by (63)

|Ek[u](x1)− Ek[v](x1)| ≤ k (max{|E[u](x1)|, |E[v](x1)|})k−1|E[u](x1)− E[v](x1)|

≤ k (max{‖E[u]‖L∞(Ω1), ‖E[v]‖L∞(Ω1)|})
k−1|E[u](x1)− E[v](x1)|

= k (ME(u, v))k−1|E[u− v](x1)| ≤ k (ME(u, v))k−1E[|u− v|](x1).

From this we conclude by integration for q ∈ [1,∞)

‖Ek[u]− Ek[v]‖Lq(Ω1) ≤ k (ME(u, v))k−1‖E[u− v]‖Lq(Ω1) ≤ k (ME(u, v))k−1‖E[|u− v|]‖Lq(Ω1).

Again, for q =∞ we replace the integration over Ω1 by ess supx1∈Ω1
in the above inequality.

Finally, we note that by (29) it holds

ME(u, v) ≤M(u, v).

ut
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