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Abstract

The dissertation provides new multiscale methods for the analysis of heterogeneous

media.

The first part of the dissertation treats heterogeneous media using the theory of

linear elasticity. In this context, a methodology is presented for bounding the higher

Lp norms, 2 ¤ p ¤ 8, of the local stress and strain fields inside random elastic

media. Optimal lower bounds that are given in terms of the applied loading and

the volume (area) fractions for random two-phase composites are presented. These

bounds provide a means to measure load transfer across length scales relating the

excursions of the local fields to applied loads.

The second part of the dissertation treats heterogeneous media using the peridy-

namic formulation of nonlocal continuum mechanics. In this context, a multiscale

analysis method is presented for capturing the dynamics inside fiber-reinforced

composites at both the structural scale and the microscopic scale. The method

provides a multiscale numerical method with a cost that is much less than solving

the full micro-scale model over the entire macroscopic domain.
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Introduction

This dissertation focuses on micromechanics, which is the analysis of multi-phase

materials for which the length scales of the individual phases are small relative to

characteristic length scales describing the greater body. The aim of micromechanics

is to relate the gross macroscopical behavior of heterogeneous media to the details

of their microscopical constitution1.

Many composite structures are hierarchical in nature and are made up of sub-

structures distributed across several length scales. Examples include fiber rein-

forced laminates as well as naturally occurring structures like bone. From the

perspective of failure initiation it is crucial to quantify the load transfer between

length scales. It is common knowledge that the load transfer can result in local fields

that are significantly greater than the applied macroscopic forces. The distribution

of local fields is of great fundamental and practical importance in understanding

many material properties2, such as breakdown phenomena [37] and the nonlinear

behavior of composites [36].

This work focuses on the behavior of local fields in composite media. The analysis

is carried out in the context of classical linear elasticity and in the context of

the peridynamic theory of nonlocal continuum mechanics, recently introduced by

Silling [62]. The goal in both cases is to compute the local field fluctuations about

average macroscopic fields inside heterogeneous media.

In the first part of this dissertation, Chapters 1–5 , composites made from two

linear isotropic elastic materials are considered. It is assumed that only the volume

(area) fraction and elastic properties of each elastic material are known. Quantities

1Markov and Preziosi [45]
2Torquato [71]
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useful for the study of load transfer include higher order moments of the stress and

strain fields inside the composite. The higher moments are sensitive to local field

concentrations generated by the interaction between the microstructure and the

macroscopic load. These quantities have seen extensive application in the theoret-

ical analysis of material failure, see [32]. In this work optimal lower bounds on the

higher moments of the local stress and strain fields are establish for several loading

conditions. These bounds provide the minimum amount of local field amplification

that can be expected from this class of composites.

The cases covered by this analysis do not yet provide the full story but they are

significant and necessary for further developments in this area. The cases covered

by this analysis include:

• Optimal lower bounds on the higher order moments and the L8 norm of

the local stress and strain fields when the applied macroscopic loading is

hydrostatic.

• Optimal lower bounds on the higher order moments and the L8 norm of

the local stress and strain fields when the applied macroscopic loading is

deviatoric.

• Optimal lower bounds on the higher order moments of the hydrostatic com-

ponent of the local stress and strain fields for general applied macroscopic

loading when the bulk moduli of the two materials are the same.

• Optimal lower bounds on the higher order moments and the L8 norm of

the Von Mises equivalent stress and the deviatoric component of the strain

for general applied macroscopic loading when the shear moduli of the two

materials are the same.

2



• Optimal lower bounds on the higher order moments of the local stress and

strain fields for a subspace of mixed mode loading characterized by a special

dimensionless group of material parameters when the shear moduli of the

two materials are the same.

The microgeometries that attain these bounds depend upon the macroscopic load-

ing and material properties. Several distinguished parameter regimes are identi-

fied where the optimal configurations are given by layered materials, Hashin and

Shtrikman coated sphere (cylinder) assemblages [27], or coated confocal ellipsoid

(ellipse) assemblages [48, 68]. It is well-known that these microgeometries give ex-

treme effective properties, see for example [2]. In this analysis, it is shown that

these microgeometries give extreme field properties.

The second part of this dissertation, Chapters 6–11, aims at developing multi-

scale analysis method for heterogeneous media in the peridynamic formulation of

continuum mechanics. The peridynamic formulation is a nonlocal theory in which

particles in a continuum interact with each other across a finite distance, as in

molecular dynamics. The equation of motion in this theory is an integral equation,

which does not include the spatial derivatives of the displacement field, rather than

a partial differential equation as in the classical theory. These features allow for

the damage to be incorporated at the level of these particle-interactions, so local-

ization and fracture occur as a natural outgrowth of the equation of motion and

constitutive models3.

Some theoretical aspects of peridynamic theory such as the motion of phase

boundaries, nonlinear dispersion relations, and the dynamics of an infinite bar has

been described in [11, 67, 73, 75]. A description of a meshfree numerical imple-

3Silling and Askari [65]
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mentation for the peridynamic formulation is given in [65], where bond failure is

related to the classical energy release rate in brittle fracture. The method is used

in [66] to simulate the tearing of nonlinear membranes and failure of nanofiber net-

works. The numerical solution of the peridynamic equation, has been also studied

in [13, 20]. Well-posedness of the linear peridynamic equation has been addressed

in [13, 14]. In [15], it has been shown that the integral operator in the linear peri-

dynamic equation of motion applied on a smooth function becomes in the limit of

vanishing non-locality just the differential operator of the Navier equation of linear

elasticity.

This work focuses on multiscale analysis of heterogeneous media using the peri-

dynamic formulation. The objective is to capture the dynamics in composites at

both the macroscopic scale and the microscopic scale with a cost that is much less

than the cost of full microscale solvers. Capturing load transfer in the peridynamic

context provides the ground work for understanding multiscale aspects of failure

propagation inside heterogeneous media.

4



Chapter 1
Optimal Lower Bounds on Local Stress
and Strain Fields in Random Media

1.1 Introduction

Over the last century major strides have been made in the characterization of ef-

fective constitutive laws relating average fluxes and gradients inside heterogeneous

media see for example [25, 46, 48, 50, 60, 70, 71]. However the knowledge of effective

properties alone are not sufficient for the quantitative description of load transfer

across length scales. Suitable mathematical quantities need to be invoked that are

sensitive to the presence of zones of high field values inside heterogeneous media.

Such quantities include the Lp norms of the deviatoric and hydrostatic components

of the local stress and strain. In this work we develop new methods for bounding

the Lp norms of the local stress and strain in terms of the applied loading for

2 ¤ p ¤ 8. The bounds provide a means to measure load transfer across length

scales relating the excursions of the local fields to the applied macroscopic loading.

Earlier work along these lines has been carried out for uniform applied hydrostatic

stress and strain and for uniform applied electric fields in random heterogeneous

media see, [41] and [42], and [40]. Those efforts deliver optimal lower bounds on

the Lp norms for the hydrostatic components of local stress and strain fields as well

as the magnitude of the local electric field for all p in the range 2 ¤ p ¤ 8. In this

treatment we build upon the earlier analysis and develop optimal lower bounds on

the hydrostatic and deviatoric components of the local stress and strain fields for

a ladder of progressively more complicated macroscopic load cases. In addition we

provide optimal bounds on the sum of the magnitudes of both hydrostatic and de-

viatoric parts of the local stress and strain. The analysis is carried out for random

5



two phase linearly elastic composites made from two isotropic elastic materials in

prescribed proportions. The bounds derived here quantify the minimum amount of

stress and strain amplification that can be expected from this class of composites.

In this work we focus on lower bounds for the basic reason that volume con-

straints alone do not preclude the existence of microstructures with rough inter-

faces for which the Lp norms of local fields are divergent see [49], [17], and also

[35]. It is now well known that finite upper bounds on the integral norms of local

fields should be expected once one enforces a sufficient regularity of the interface

separating two elastic materials, see [7], [8], [39], and [38].

Higher Lp norms of local fields are often used to describe phenomena related to

failure initiation inside heterogeneous media. In the applications the L8 norm of

the local field is used to describe the strength domain for both elastic–perfectly

plastic, periodic fiber reinforced composites [23] and for random, rigid–perfectly

plastic composites and polycrystals see for example [69], [61], [54], [59], [58], [19]

[22], [33], [51]. For p   8 the Lp norm of the local Von Mises stress is used in the

description of failure probabilities see [3], [32], and [31].

We conclude noting that earlier work related to local field properties examines

the stress field around a single inclusion subjected to a remote constant stress at

infinity [74]. In that work an optimal lower bound is presented for the supremum

of the maximum principal stress for a simply connected stiff inclusion embedded

in an infinite elastic host. For a range of remote stresses it was shown that the

class of optimal inclusion shapes are given by the ellipsoids. The more recent

work presented in [24] provides an optimal lower bound on the supremum of the

maximum principal stress for two-dimensional periodic composites consisting of a

single simply connected stiff inclusion in the period cell. The bound is given in

terms of the area fraction of the included phase and the eigenvalues of the average
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uniform stress applied to the composite. For an explicit range of prescribed average

stress the optimal inclusions are found to be given by the Vigdergauz [72] shapes.

Recently the work of [28] builds on the earlier work of [41, 42] and develops lower

bounds on the Lp norm of the local fields for statistically isotropic two-phase

composites. However to date those bounds have been shown to be optimal only

for p � 2, their optimality for p ¡ 2 remains to be seen. Optimal upper and lower

bounds on the L2 norm of local gradient fields are given in [43].

The first part of the dissertation, Chapters 1-5, is organized as follows. In the

next section we present the boundary value problem for two-phase elasticity. Chap-

ters 2 and 3 provide lower bounds for a ladder of load cases of increasing generality.

These lower bounds are derived in Chapter 4. The optimal microstructures that

attain the lower bounds are introduced and discussed in Chapter 5.

In this part of the dissertation, we will adopt the notation of bold-face letters

for vectors consistent with convention used in the Mechanics literature. For com-

pleteness we also introduce the following notation. The rank one matrix formed

by taking the outer product of two unit vectors a and b is denoted by ab b with

elements pa b bqij � aibj. The symmetric part of this matrix is denoted by ad b

with elements pad bqij � paibj � ajbiq{2.

1.2 Elastic Boundary Value Problem for

Heterogeneous Media

In this section we present the canonical boundary value problem used to describe

elastic fields inside heterogeneous materials, [21], [30], [71], see also [48]. The het-

erogeneous medium occupies Rd, d � 2, 3 and is is composed of two elastically

isotropic materials with elasticity tensors denoted by C1 and C2. The bulk and

shear moduli of material one and two are denoted by κ1 and µ1, and κ2 and

µ2 respectively. The geometry inside the heterogeneous material is specified by
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the indicator functions of phase one and two given by χ1pxq and χ2pxq. Here

χ1pxq takes the value 1 in phase one and zero outside and χ2pxq � 1 � χ1pxq.
The elastic tensor associated with the two phase medium is denoted by Cpxq and

Cpxq � χ1pxqC1 � χ2pxqC2.

The mean value of a field on Rd is defined to be the limit of averages of the field

over progressively larger volumes [21], [30], [71]. We denote the cube of side length

r centered at a point x by Qpr,xq. The mean value of a field f is given by

xfypxq � lim
rÑ8

1

rd

»
Qpr,xq

fpyq dy. (1.1)

In what follows we will simply write xfy to denote the mean value of a field. The

medium is assumed statistically homogeneous in the sense that the mean values

xχ1y, xχ2y together with all higher order correlation functions are constants and

do not depend on the centers of the cubes over which the averages are taken [71].

The volume (area) fractions of phase one and two are defined to be

θ1 � xχ1y and θ2 � xχ2y (1.2)

and θ1 � θ2 � 1.

We impose a constant strain ǫ on the heterogeneous material and we seek a local

elastic strain field ǫpxq of the form

ǫpxq � ǫ � ǫ̂pxq (1.3)

where the fluctuation ǫ̂pxq satisfies xǫ̂y � 0. Hence xǫy is a constant function and

xǫy � ǫ. The fluctuation is given in terms of the displacement field û with ǫ̂ijpxq �
pBjûipxq � Biûjpxqq{2 and we impose the condition xûyp0q � 0. The fluctuation û

satisfies
³
S
p|û|2 � |ǫ̂|2q dx   8 for any bounded subset S of Rd, d � 2, 3. The local

stress inside the composite is given by σpxq � Cpxqǫpxq and the equation of elastic
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equilibrium inside each phase is given by

div σ � 0. (1.4)

It is assumed that there is perfect contact across interfaces separating the two

materials. The traction at an interface with unit normal vector n is denoted by

the product σn and is the vector with components given by rσnsi � σijnj, where

summation is taken over repeated indices. Perfect contact implies that both the

displacement û and traction σn are continuous across the two phase interface, i.e.,

û|1 � û|2 , (1.5)

σ|1n � σ|2n. (1.6)

Here n is the unit normal to the interface pointing into material 2 and the subscripts

indicate the side of the interface that the displacement and traction fields are

evaluated on.

The existence of the solution û follows from the Lax-Milgram Lemma [21], [30].

The boundary value problem just described is known to hold for almost every

realization of a random two-phase medium associated with a stationary ergodic

random elasticity field see, [55], [21], [30] and also [48], [71].

For this case the macroscopic constitutive law is given by the constant effective

elasticity tensor Ce relating the mean stress to the mean strain

xσyij � Ce
ijklǫkl, (1.7)

where repeated indices indicate summation. The effective elastic tensor is defined

in terms of the solutions of six basis problems for three dimensional elasticity and

three basis problems for two-dimensional elasticity. For three dimensional elastic

problems we fix an orthonormal basis e1, e2, e3 For i ¤ j and i � 1, 2, 3 we choose
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as our constant strains ǫij � ei d ej. The local strain fluctuation associated with

ǫij is denoted by ǫ̂ijpxq and the formula for the effective elasticity tensor is given

by

Ce
ijkl � xCmnoppǫij

op � ǫ̂ij
opqǫkl

mny. (1.8)

The imposed strain ǫ is regarded as a macroscopic quantity and is referred to as

the imposed macroscopic strain. The fields σpxq, ǫpxq provide the local response to

the imposed macroscopic strain. The stress and strain fields σpxq, ǫpxq also give the

local response to an imposed macroscopic stress σ � xσy. This follows immediately

by fixing σ and choosing ǫ according to ǫij � pCeq�1
ijklσkl.

In what follows we consider all statistically homogeneous configurations of two

materials for which the volume fractions θ1 and θ2 are prescribed. The objective is

to provide explicit optimal lower bounds on the local stress and strain in terms of

the volume fractions, the elastic constants of the two materials, and the imposed

macroscopic stress and strain σ and ǫ.

We describe the various components of stress and strain tensors used in the

bounds. Stress and strain tensor fields are represented by d � d symmetric matrix

valued fields with respect to a fixed coordinate system in Rd, d � 2, 3. Let ψpxq and

ηpxq be two symmetric d � d matrix valued fields defined on Rd. Contractions of

two d�d matrix valued fields ψ and η are given by ψ : η � ψijηij and |ψ|2 � ψ : ψ.

Products of fourth order tensors C and matrices ψ are written as Cψ and are

given by rCψsij � Cijklψkl; and products of matrices η with vectors v are given

by rηvsi � ηijvj. The fourth order identity map on the space of d � d matrices is

denoted by I and Iijkl � 1{2pδikδjl � δilδjkq. The projection onto the hydrostatic

part of ψpxq is denoted by ΠH and is given explicitly by

ΠH
ijkl � 1

d
δijδkl and ΠHψpxq � tr ψpxq

d
I. (1.9)
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The projection onto the deviatoric part of ψ(x) is denoted by ΠD and I � ΠH�ΠD.

When ψpxq represents the local stress tensor, the well known Von Mises equivalent

stress is given by |ΠDψpxq|.
The isotropic elasticity tensor associated with each component material acts on

strain fields and is written as

Ci � 2µiΠ
D � dκiΠ

H , for i � 1, 2, (1.10)

where d � 2 for planar elastic problems and d � 3 for the three dimensional

problem.

In what follows we will display lower bounds on the Lp norms of the local

hydrostatic components of stress and strain given by xχipxq|ΠHσpxq|py1{p and

xχipxq|ΠHǫpxq|py1{p, the Lp norm of the local deviatoric components

xχipxq|ΠDσpxq|py1{p and xχipxq|ΠDǫpxq|py1{p, and the Lp norm of the full local

stress and strain xχipxq|σpxq|py1{p and xχipxq|ǫpxq|py1{p. The L8 norm of the mag-

nitude of a quantity q taken over Rd is denoted by }|q|}8. The bounds will be

derived for the full interval 2 ¤ p ¤ 8.
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Chapter 2
Optimal Lower Bounds on the Local
Stress Inside Random Composites

We present new optimal lower bounds on the local stress for a ladder of progres-

sively more general sets of imposed macroscopic stress. As we progress to more

general load cases we will apply additional hypotheses on the shear and bulk mod-

uli of the constituent materials. In this section we provide lower bounds for the

following applied macroscopic load cases: 1) lower bounds on the full local stress

for imposed hydrostatic stresses, 2) lower bounds on the full local stress inside

the material with larger shear modulus for elastic problems with imposed shear

stress, 3) lower bounds on the full local stress for µ1 � µ2, that are seen to be

optimal for a special class of imposed macroscopic stresses, 4) lower bounds on

the local Von Mises equivalent stress that are optimal for a similar special class

of imposed macroscopic stress fields, and 5) lower bounds on the hydrostatic and

deviatoric components of the local stress for the full set of imposed macroscopic

stresses subject to the hypotheses µ1 � µ2 and κ1 � κ2 respectively.

In what follows will adopt the notation κ� � maxtκ1, κ2u, µ� � maxtµ1, µ2u,
κ� � mintκ1, κ2u, and µ� � mintµ1, µ2u.

2.1 Hydrostatic Applied Stress

In this section we consider imposed macroscopic stresses that are hydrostatic, i.e.,

of the form σ � pI where p is a constant and I is the d� d identity matrix. Here

it is assumed that the elastic materials inside the heterogeneous medium are well-

ordered i.e., pµ1�µ2qpκ1�κ2q ¡ 0. Without loss of generality we will suppose in this

section that µ1 ¡ µ2 and κ1 ¡ κ2. We present lower bounds that are optimal for all

imposed hydrostatic stresses. The configurations that attain the bounds are given
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by the Hashin-Shtrikman coated sphere and (cylinder) assemblages. We describe

the construction of the coated sphere assemblage made from a core of material

one with a coating of material two. We note that the coated cylinder assemblage

is constructed similarly. One considers R3 filled with a space-filling assemblage of

spheres with sizes ranging down to the infinitesimal. Inside each sphere one places

a smaller concentric sphere filled with “core” material one and the surrounding

annulus is filled with the coating material two. The volume fractions of material

one and two is taken to be the same for all of the coated spheres.

We begin by presenting optimal lower bounds on the moments of the local stress

inside material one.

2.1.1 Optimal Lower Bounds on the Local Stress Inside
Material One

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for an imposed hydrostatic macroscopic stress

σ � pI the local stress inside material one satisfies

〈χ1|σpxq|r〉1{r ¥ θ
1{r
1

κ1κ2 � 2d�1
d

µ2κ1

κ1κ2 � 2d�1
d

µ2 pθ1κ1 � θ2κ2q |p| , for 2 ¤ r ¤ 8. (2.1)

Moreover for d � 2p3q and for every r in 2 ¤ r ¤ 8 the lower bound is attained by

the local stress inside the coated cylinder (sphere) assemblage with core of material

one and coating of material two.

A similar result holds for the local stress inside material two.

2.1.2 Optimal Lower Bounds on the Local Stress Inside
Material Two

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for an imposed hydrostatic macroscopic stress
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σ � pI the local stress inside material two satisfies

〈χ2|σpxq|r〉1{r ¥ θ
1{r
2

κ1κ2 � 2d�1
d

µ2κ2

κ1κ2 � 2d�1
d

µ2 pθ1κ1 � θ2κ2q |p| , for 2 ¤ r ¤ 8. (2.2)

Moreover for d � 2p3q and for every r in 2 ¤ r ¤ 8 the lower bound is attained by

the local stress inside the coated cylinder (sphere) assemblage with core of material

two and coating of material one.

The optimal lower bound on the L8 norm of the magnitude of the local stress

inside a random composite is given by the following result.

2.1.3 Optimal Lower Bounds on the L8 Norm of the
Local Stress

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for an imposed hydrostatic macroscopic stress

σ � pI the stress field inside the composite satisfies

}|σpxq|}8 ¥ κ1κ2 � 2d�1
d

µ2κ1

κ1κ2 � 2d�1
d

µ2 pθ1κ1 � θ2κ2q |p| . (2.3)

Moreover for d � 2p3q and for every r in 2 ¤ r ¤ 8 the lower bound is attained by

the local stress inside the coated cylinder (sphere) assemblage with core of material

one and coating of material two.

2.2 Deviatoric Applied Stress

In this section we consider imposed macroscopic stresses that are purely devia-

toric, i.e., σ � σD, where ΠDσD � σD. For two dimensional elastic problems any

deviatoric stress tensor can be expressed as the symmetric tensor product of two

orthogonal unit vectors a and b, i.e., σD � spadbq. Here s is an arbitrary scalar. In

three dimensions this type of stress tensor is referred to as a pure shear stress. For

two-dimensional elastic problems we present lower bounds on the local stress that

are optimal for all applied deviatoric stresses and for three dimensional problems
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we show that the lower bounds are optimal for any imposed pure shear stress. The

bounds are attained by simple laminates made by alternately layering material one

with material two in the proportions θ1 and θ2 respectively. The direction normal

to the layers is denoted by n. The optimal choice of layer direction is given by

n � a or n � b.

For a deviatoric macroscopic stress, we first present optimal lower bounds on

the local stress inside the component material with the larger shear modulus. Here

we denote the volume (area) fraction and indicator function of the material with

the larger shear modulus by θ� and χ� respectively.

2.2.1 Optimal Lower Bounds on the Moments of the
Local Stress Inside the Phase with Higher Shear
Modulus

Consider any heterogeneous medium with area (volume) fraction of materials one

and two given by θ1 and θ2, then for an imposed deviatoric macroscopic stress

σD � spadbq the stress field inside the material with larger shear modulus satisfies

〈χ�|σpxq|r〉1{r ¥ θ
1{r�

��σD
�� , for 2 ¤ r ¤ 8. (2.4)

For d � 2, 3 and for every 2 ¤ r ¤ 8 the lower bound (2.4) is attained by a

simple laminate. The vector normal to the layer interface for the optimal laminate

is chosen according to n � a or n � b.

The optimal lower bound on the L8 norm of the magnitude of the local stress

inside a random composite is given by the following result.

2.2.2 Optimal Lower Bounds on the L8 Norm of the
Local Stress

Consider any heterogeneous medium with area (volume) fraction of materials one

and two given by θ1 and θ2, then for an imposed deviatoric macroscopic stress
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σD � spad bq the stress field inside the composite satisfies

}|σpxq|}8 ¥ ��σD
�� . (2.5)

For d � 2, 3 the lower bound (2.5) is attained by a simple laminate with n � a or

n � b.

2.3 Lower Bounds on the Local Stress that are

Optimal for a Special Class of Imposed

Macroscopic Stress States

In this section we start by considering heterogeneous materials made from two elas-

tic materials sharing the same shear modulus, i.e., µ1 � µ2 � µ. We present new

lower bounds on the full local stress field that hold for every imposed macroscopic

stress σ. The lower bounds are shown to be optimal for special subsets S1,S2 of

imposed macroscopic stresses. The subsets S1,S2 are given by the set of imposed

constant stresses for which one can construct a confocal ellipsoid (ellipse) assem-

blage that has a constant and purely hydrostatic stress and strain field inside the

core phase of the confocal ellipsoid assemblage [24, 48].

We describe the construction of a confocal-ellipsoid assemblage with a core of ma-

terial one and a coating of material two noting that the confocal ellipse assemblage

is constructed in a similar way. Consider R
3 filled with a space-filling assemblage

of ellipsoids. Here, all ellipsoids have the same shape and orientation of axes and

differ only in their size. Inside each ellipsoid, one places a smaller confocal-ellipsoid

filled with material one and the surrounding coating is filled with material two. We

call these coated ellipsoids. The part of R
3 not covered by the coated ellipsoids has

zero measure. The volume fractions of materials one and two are the same for each

coated ellipsoid in the assemblage. The confocal ellipse assemblage is constructed

similarly.
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The set S1 of applied stresses is given explicitly by the parametric representation

[48]

σ �
�

κ2pκ1 � 2 pd�1qµ
d

q
κ1 � κ2

� 2θ1µpd� 1q
d

�
I � 2µθ2pM � 1

d
Iq, (2.6)

where M ranges over the totality of positive semidefinite d� d matrices with unit

trace. For each σ in S1 one can construct a confocal ellipsoid assemblage with a

core of material one and a coating of material two such that the local stress inside

the core is constant and hydrostatic. We note here that the set S1 is convex. The

analogous parameterization of the set of imposed stresses for which the local stress

is constant and hydrostatic for confocal ellipsoids with a core of material two is

obtained by interchanging subscripts one and two in (2.6). This set of macroscopic

stresses is denoted by S2.

The optimal lower bound on the moments of the local stress inside a random

composite is given by the following result.

2.3.1 Optimal Lower Bounds on the Local Stress Inside
Material One for µ1 � µ2

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic stress σ the stress

field inside material one satisfies

〈χ1pxq|σpxq|r〉1{r ¥ θ
1{r
1

κ1κ2 � 2d�1
d

µκ1

κ1κ2 � 2d�1
d

µpθ1κ1 � θ2κ2q |Π
Hσ|, for 2 ¤ r ¤ 8. (2.7)

Moreover for d � 2, 3 and for every r in 2 ¤ r ¤ 8, when σ lies in the set S1

the lower bound (2.7) is attained by the local stress inside material one for the

confocal-ellipse (confocal-ellipsoid) assemblage associated with σ.

A similar result holds for local stress fields inside material two.

17



2.3.2 Optimal Lower Bounds on the Local Stress Inside
Material Two for µ1 � µ2

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic stress field σ the

stress field inside material two satisfies

〈χ2pxq|σpxq|r〉1{r ¥ θ
1{r
2

κ1κ2 � 2d�1
d

µκ2

κ1κ2 � 2d�1
d

µpθ1κ1 � θ2κ2q |Π
Hσ|, for 2 ¤ r ¤ 8. (2.8)

Moreover for d � 2, 3 and for every r in 2 ¤ r ¤ 8, when σ lies in the set S2, the

lower bound (2.8) is attained by the local stress field inside material two for the

confocal-ellipse (confocal-ellipsoid) assemblage with core of material two associated

with σ.

We conclude this subsection by considering the two trivial lower bounds on the

moments of the local Von Mises equivalent stress given by
〈

χ1pxq|ΠDσpxq|r〉1{r ¥ 0

and
〈

χ2pxq|ΠDσpxq|r〉1{r ¥ 0. In what follows we make no hypothesis on the bulk

and shear moduli of the component materials and point out that the trivial bounds

are optimal for two subsets of imposed stresses σ. The subsets are denoted by Ŝ1

and Ŝ2 and these sets correspond to the sets S1 and S2 with µ � µ2 and µ � µ1

respectively.

2.3.3 Optimal Lower Bounds on the Local Von Mises
Equivalent Stress Inside Material One

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic stress σ it is evident

that the stress field inside material one satisfies

〈

χ1pxq|ΠDσpxq|r〉1{r ¥ 0, for 2 ¤ r ¤ 8. (2.9)
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Moreover for d � 2, 3 and for every r in 2 ¤ r ¤ 8, when σ lies in the set Ŝ1 the

lower bound (2.9) is attained by the local Von Mises stress inside material one for

the confocal-ellipse (confocal-ellipsoid) assemblage associated with σ.

A similar result holds for local stress fields inside material two.

2.3.4 Optimal Lower Bounds on the Local Von Mises
Equivalent Stress Inside Material Two

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic stress field σ it is

evident that the stress field inside material two satisfies

〈

χ2pxq|ΠDσpxq|r〉1{r ¥ 0, for 2 ¤ r ¤ 8. (2.10)

Moreover for d � 2, 3 and for every r in 2 ¤ r ¤ 8, when σ lies in the set Ŝ2, the

lower bound (2.10) is attained by the local Von Mises stress field inside material

two for the confocal-ellipse (confocal-ellipsoid) assemblage with core of material

two associated with σ.

2.4 Optimal Lower Bounds for General

Imposed Macroscopic Stresses and µ1 � µ2

In this section we consider two-phase heterogeneous media subject to a general

imposed macroscopic stress σ. We suppose that the two materials share the same

shear modulus µ � µ1 � µ2, and we present optimal lower bounds on the hydro-

static part of the local stress.

The first result is a lower bound on all moments of the local hydrostatic stress

inside each material.
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2.4.1 Optimal Lower Bounds on the Local Hydrostatic
Stress with µ1 � µ2 for Media Subjected to a
General Imposed Stress

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic stress σ the hydro-

static component of the local stress field inside the i-th material, i � 1, 2, satisfy

〈

χi|ΠHσpxq|r〉1{r ¥ θ
1{r
i

κ1κ2 � 2d�1
d

µκi

κ1κ2 � 2d�1
d

µpθ1κ1 � θ2κ2q |Π
Hσ|, for 2 ¤ r ¤ 8.

(2.11)

Moreover for d � 2, 3, the lower bound (2.11) is attained for every r in 2 ¤ r ¤ 8
by the local hydrostatic stress field inside laminates made from layering the two

materials in the prescribed proportions θ1 and θ2. Here the layering can be made

along any direction n.

The next result provides a lower bound on the L8 norm of the local stress inside

the heterogeneous medium.

2.4.2 Optimal Lower Bounds on the L8 Norm of the
Local Hydrostatic Stress with µ1 � µ2 for Media
Subjected to a General Imposed Stress

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic stress σ the hydro-

static component of the local stress field satisfies

}|ΠHσpxq|}8 ¥ κ1κ2 � 2d�1
d

µκ�
κ1κ2 � 2d�1

d
µpθ1κ1 � θ2κ2q |Π

Hσ|. (2.12)

Moreover for d � 2, 3, the lower bound (2.12) is attained by the local hydrostatic

stress field inside a simply layered material. Here the layering can be made along

any direction n.
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2.5 Optimal Lower Bounds for General

Imposed Macroscopic Stresses and κ1 � κ2

In this section we consider two-phase heterogeneous media subject to any imposed

macroscopic stress σ. We suppose that the two materials share the same bulk

modulus, i.e., κ � κ1 � κ2, and we present optimal lower bounds on the local Von

Mises equivalent stress.

The first result is a lower bound on all moments of the local Von Mises equivalent

stress inside the material with greater shear stiffness. To expedite the presentation

we denote the indicator function of and proportion of the material with greater

shear modulus by χ� and θ� respectively.

2.5.1 Optimal Lower Bounds on the Moments of the
Local Von Mises Equivalent Stress Inside the
Material with Greater Shear Modulus for κ1 � κ2

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic stress σ the local

Von Mises stress field inside the material with larger shear modulus satisfies

〈

χ�|ΠDσpxq|r〉1{r ¥ θ
1{r�

��ΠDσ
�� , for 2 ¤ r ¤ 8. (2.13)

For d � 2 let ψ1, ψ2 be an orthonormal system of eigenvectors for σ. Then for

every r in 2 ¤ r ¤ 8, the lower bound (2.13) is attained by the local Von Mises

stress inside a simple laminate with layer normal n � ψ1�ψ2?
2

. Here the deviatoric

projection of the local stress inside this laminate is uniform and given by

ΠDσpxq � ΠDσ. For d � 3 the explicit solution for the stress field inside a simple

layered material shows that this is not the case see, Section 5.2.

The next result provides a lower bound on the L8 norm of the local Von Mises

equivalent stress inside the heterogeneous material.
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2.5.2 Optimal Lower Bounds on the L8 Norm of the Von
Mises Equivalent Stress for κ1 � κ2

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic stress σ the local

Von Mises equivalent stress inside the medium satisfies

}|ΠDσpxq|}8 ¥ ��ΠDσ
�� . (2.14)

For d � 2, the lower bound (2.14) is attained by the local Von Mises stress inside

a simple laminate with layer normal n � ψ1�ψ2?
2

.
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Chapter 3
Optimal Lower Bounds on the Local
Strain Inside Random Composites

We present optimal lower bounds for the local strain that are given in terms of

the applied loads, material properties, and volume fractions of the constituent

materials. As in the previous section we provide new optimal bounds for a ladder

of progressively more general sets of imposed macroscopic loads. As we progress to

more general imposed macroscopic strains we will apply additional hypotheses on

the shear and bulk moduli of the constituent materials. In this section we provide

lower bounds for the following applied macroscopic load cases: 1) lower bounds on

the full local strain for imposed hydrostatic macroscopic strains, 2) lower bounds

on the full local strain inside the material with larger shear modulus for elastic

problems with imposed macroscopic shear strains, 3) lower bounds on the full

local strain for µ1 � µ2, that are seen to be optimal for a special class of applied

macroscopic strains, 4) lower bounds on the local deviatoric component of the

strain that are optimal for a special class of applied macroscopic strains, and 5)

lower bounds on the hydrostatic and deviatoric components of the local strain for

the full set of imposed macroscopic strains subject to the hypotheses µ1 � µ2 and

κ1 � κ2 respectively.

3.1 Imposed Hydrostatic Macroscopic Strain

In this section we consider imposed macroscopic strains that are hydrostatic, i.e.,

of the form ǫ � pI where p is a constant and I is the d � d identity matrix. Here

it is assumed that the elastic materials inside the heterogeneous medium are well-

ordered i.e., pµ1�µ2qpκ1�κ2q ¡ 0 and without loss of generality we will suppose in

this section that µ1 ¡ µ2 and κ1 ¡ κ2. We present lower bounds that are optimal
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for all applied hydrostatic stresses. The configurations that attain the bounds are

given by the Hashin-Shtrikman coated sphere and (cylinder) assemblages.

We start by presenting optimal lower bounds on the moments of the local strain

inside material one.

3.1.1 Optimal Lower Bounds on the Moments of the
Local Strain in Material One

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for an imposed hydrostatic macroscopic strain

ǫ � pI the local strain field inside material one satisfies

〈χ1pxq|ǫpxq|r〉1{r ¥ θ
1{r
1

κ2 � 2d�1
d

µ2

θ1κ2 � θ2κ1 � 2d�1
d

µ2

|p| , for 2 ¤ r ¤ 8, (3.1)

Moreover for d � 2p3q and for every r in 2 ¤ r ¤ 8 the lower bound is attained by

the local strain inside the coated cylinder (sphere) assemblage with core of material

one and coating of material two.

A similar result holds for the local strain field inside material two.

3.1.2 Optimal Lower Bounds on the Moments of the
Local Strain in Material Two

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for an imposed hydrostatic macroscopic strain

ǫ � pI the local strain field inside material two satisfies

〈χ2pxq|ǫpxq|r〉1{r ¥ θ
1{r
2

κ1 � 2d�1
d

µ1

θ1κ2 � θ2κ1 � 2d�1
d

µ1

|p| , for 2 ¤ r ¤ 8, (3.2)

Moreover for d � 2p3q and for every r in 2 ¤ r ¤ 8 the lower bound is attained by

the local strain inside the coated cylinder (sphere) assemblage with core of material

two and coating of material one.
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The optimal lower bound on the L8 norm of the magnitude of the local strain

inside a random composite is given by the following result.

3.1.3 Optimal Lower Bounds on the L8 Norm of the
Local Strain

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for an imposed hydrostatic macroscopic strain

ǫ � pI the local strain field inside the composite satisfies

}|ǫpxq|}L8pQq ¥ κ1 � 2d�1
d

µ1

θ1κ2 � θ2κ1 � 2d�1
d

µ1

|p| (3.3)

Moreover for d � 2 the lower bound is attained by the local strain inside the

coated cylinder assemblage with core of material two and coating of material one.

For d � 3 and if the elastic materials satisfy pκ1�κ2q�9pκ1�κ2q�16µ1 ¥ 0, then

the lower bound is attained by the local strain inside the coated sphere assemblage

with core of material two and coating of material one.

3.2 Deviatoric Applied Strain

In this section the imposed macroscopic strains are taken to be purely deviatoric,

i.e., ΠDǫD � ǫD. For two dimensional elastic problems the deviatoric strain tensor

can be expressed as the symmetric tensor product of two orthogonal unit vectors

a and b, i.e., ǫD � εpa d bq, where ε is an arbitrary scalar. In three dimensions

this type of strain tensor is referred to as a pure shear strain. For two-dimensional

elastic problems we present lower bounds on the local strain that are optimal for

all applied deviatoric strains and for three dimensional problems we show that

the lower bounds are optimal for any imposed pure shear strain. The bounds are

attained by simple laminates made by layering material one with material two

in the proportions θ1 and θ2 respectively. The direction normal to the layers is

denoted by n. The optimal choice of layer direction is given by n � a or n � b.
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We present optimal lower bounds on the local strain inside the component ma-

terial with the larger shear modulus. The volume fraction and indicator functions

associated with material having larger shear modulus are denoted by θ� and χ�.

3.2.1 Optimal Lower Bounds on the Moments of the
Local Strain Inside the Phase with Higher Shear
Modulus

Consider any heterogeneous medium with area (volume) fraction of materials one

and two given by θ1 and θ2, then for an imposed deviatoric macroscopic strain

ǫD � εpadbq the strain field inside the material with larger shear modulus satisfies

〈χ�pxq|ǫpxq|r〉1{r ¥ θ
1{r�

µ�
θ1µ2 � θ2µ1

��ǫD
�� , for 2 ¤ r ¤ 8. (3.4)

Moreover for d � 2, 3, the lower bound (3.4) is attained by the strain field inside

a simple laminate for every r in 2 ¤ r ¤ 8. Here the layering direction in the

optimal laminate is given by n � a or n � b.

3.3 Lower Bounds on the Local Strain that are

Optimal for a Special Class of Imposed

Macroscopic Strain States

In this section we start by considering heterogeneous materials made from two

elastic materials sharing the same shear modulus, i.e., µ1 � µ2 � µ. We present new

lower bounds on the full local strain field that hold for every applied macroscopic

strain ǫ. The lower bounds are shown to be optimal for special subsets E1, E2 of

applied strains. The subsets E1, E2 correspond the set of imposed constant strains

for which one can construct a confocal ellipsoid assemblage that has constant and

purely hydrostatic stress and strain fields inside the core phase of the confocal

ellipsoid assemblage [24, 48].
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The set E1 of applied strains is given explicitly by the parametric representation

developed in [48]

ǫ �
�

dκ2 � pd�1qµ
d

d2pκ1 � κ2q
�

I � θ2M, (3.5)

where M ranges over the totality of positive semidefinite d� d matrices with unit

trace. For each ǫ in E1 one can construct a confocal ellipsoid assemblage with

core material one and coating material two such that the local strain inside the

core is constant and hydrostatic. We note here that the set E1 is convex. The

analogous parameterization of the set of imposed strains for which the local strain

is constant and hydrostatic for suitably constructed confocal ellipsoids with core

two is obtained by interchanging subscripts one and two in (3.5). The associated

set of macroscopic strains is denoted by E2.

We present optimal lower bounds on the local strain inside material one that

hold for all composites with µ � µ1 � µ2.

3.3.1 Optimal Lower Bounds on the Local Strain Inside
Material One with µ1 � µ2

Consider any heterogeneous medium with area (volume) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic strain ǫ the strain

field inside material one satisfies

〈χ1pxq|ǫpxq|r〉1{r ¥ θ
1{r
1

κ2 � 2d�1
d

µ

θ1κ2 � θ2κ1 � 2d�1
d

µ

��ΠHǫ
�� , for 2 ¤ r ¤ 8. (3.6)

Moreover for d � 2p3q and for every r in 2 ¤ r ¤ 8 if ǫ lies in E1 the lower bound

is attained by the local strain inside the confocal ellipsoid (ellipse) assemblage.

A similar result holds for the strain fields inside materials two.
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3.3.2 Optimal Lower Bounds on the Local Strain Inside
Material Two with µ1 � µ2

Consider any heterogeneous medium with area (volume) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic strain ǫ the strain

field inside material two satisfies

〈χ2pxq|ǫpxq|r〉1{r ¥ θ
1{r
2

κ1 � 2d�1
d

µ

θ1κ2 � θ2κ1 � 2d�1
d

µ

��ΠHǫ
�� , for 2 ¤ r ¤ 8. (3.7)

Moreover for d � 2p3q and for every r in 2 ¤ r ¤ 8 if ǫ lies in E2 the lower bound

is attained by the local strain inside the confocal ellipsoid (ellipse) assemblage.

We conclude this subsection by considering the two trivial lower bounds on the

moments of the deviatoric component of the local strain given by

〈

χ1pxq|ΠDǫpxq|r〉1{r ¥ 0 and
〈

χ2pxq|ΠDǫpxq|r〉1{r ¥ 0. In what follows we make

no hypothesis on the bulk and shear moduli of the component materials and point

out that the trivial bounds are optimal for two subsets of imposed macroscopic

strains ǫ. The subsets are denoted by Ê1 and Ê2 and these sets correspond to E1

and E2 with µ � µ2 and µ � µ1 respectively.

3.3.3 Optimal Lower Bounds on the Deviatoric
Component of the Local Strain Inside Material One

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic strain ǫ it is evident

that the strain field inside material one satisfies

〈

χ1pxq|ΠDǫpxq|r〉1{r ¥ 0, for 2 ¤ r ¤ 8. (3.8)

Moreover for d � 2p3q and for every r in 2 ¤ r ¤ 8 if ǫ lies in Ê1 the lower bound is

attained by the local strain inside the confocal ellipsoid (ellipse) assemblage with

a core of material one.
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A similar result holds for strain fields inside material two.

3.3.4 Optimal Lower Bounds on the Deviatoric
Component of the Local Strain Inside Material Two

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic strain ǫ it is evident

that the strain field inside material two satisfies

〈

χ2pxq|ΠDǫpxq|r〉1{r ¥ 0, for 2 ¤ r ¤ 8. (3.9)

For d � 2p3q and for every r in 2 ¤ r ¤ 8 if ǫ lies in Ê2 the lower bound is attained

by the local strain inside the confocal ellipsoid (ellipse) assemblage with a core of

material two.

3.4 Optimal Lower Bounds for General

Imposed Macroscopic Strains and µ1 � µ2

In this section we consider two-phase heterogeneous media subject to a general

imposed macroscopic strain ǫ. We suppose that the two materials share the same

shear modulus µ � µ1 � µ2, and we present optimal lower bounds on the hydro-

static part of the local strain.

The first result is a lower bound on all moments of the local hydrostatic strain

inside each material.

3.4.1 Optimal Lower Bounds on the Local Hydrostatic
Strain Inside Material One with µ1 � µ2 for Media
Subjected to a General Imposed Strain

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic strain ǫ the hydro-

static component of the local strain field inside material one satisfies

〈

χ1pxq|ΠHǫpxq|r〉1{r ¥ θ
1{r
1

κ2 � 2d�1
d

µ

θ1κ2 � θ2κ1 � 2d�1
d

µ

��ΠHǫ
�� , for 2 ¤ r ¤ 8. (3.10)
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Moreover for d � 2p3q and for 2 ¤ r ¤ 8 the lower bound (3.10) is attained by

any simple layering of the two materials along any direction n.

A similar result holds for strain fields inside material two.

3.4.2 Optimal Lower Bounds on the Local Hydrostatic
Strain Inside Material Two with µ1 � µ2 for Media
Subjected to a General Imposed Strain

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic strain ǫ the hydro-

static component of the local strain field inside material two satisfies

〈

χ2pxq|ΠHǫpxq|r〉1{r ¥ θ
1{r
2

κ1 � 2d�1
d

µ

θ1κ2 � θ2κ1 � 2d�1
d

µ

��ΠHǫ
�� , for 2 ¤ r ¤ 8. (3.11)

Moreover for d � 2p3q, the lower bound (3.11) is attained by any simple layering

of the two materials along any direction n.

The next result provides an optimal result on the L8 norm of the local strain

inside a heterogeneous medium.

3.4.3 Optimal Lower Bounds on the L8 Norm of the
Local Hydrostatic Strain for Composites Subjected
to a General Imposed Strain and µ1 � µ2

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic strain ǫ the hydro-

static component of the local strain field satisfies

}|ΠHǫpxq|}8 ¥ κ� � 2d�1
d

µ

θ1κ2 � θ2κ1 � 2d�1
d

µ
|ΠHǫ|. (3.12)

Moreover for d � 2p3q, the lower bound (3.12) is attained by any simple layering

of the two materials along any direction n.
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3.5 Optimal Lower Bounds for General

Imposed Macroscopic Strains and κ1 � κ2

In this section we consider two-phase heterogeneous media subjected to any im-

posed macroscopic strain ǫ. We suppose that the two materials share the same

bulk moduli, i.e., κ � κ1 � κ2. For this case we present optimal lower bounds on

the moments of the deviatoric component of the local strain inside the material

possessing the largest shear modulus.

3.5.1 Optimal Lower Bounds on the Moments of the
Deviatoric Component of the Local Strain for a
General Imposed Macroscopic Strain and κ1 � κ2

Consider any heterogeneous medium with volume (area) fraction of materials one

and two given by θ1 and θ2, then for any imposed macroscopic strain ǫ the deviatoric

component of the local strain inside the material with the largest shear stiffness

satisfies

〈

χ�pxq|ΠDǫpxq|r〉1{r ¥ θ
1{r�

µ�
θ1µ2 � θ2µ1

��ΠDǫ
�� , for 2 ¤ r ¤ 8. (3.13)

For d � 2 let ψ1, ψ2 be the orthonormal system of eigenvectors for ǫ then for

2 ¤ r ¤ 8 the lower bound (3.13) is attained by the deviatoric component of the

local strain inside a simple layered material with layer normal n � ψ1�ψ2?
2

.
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Chapter 4
Lower Bounds on Local Stress and
Strain Fields

In this chapter, we derive the lower bounds on the local stress and strain inside

the composite presented in Chapters 2 and 3.

The lower bounds on the local stress and strain are established with the aid of

two elementary inequalities that follow immediately from Jensen’s inequality. Let

ψpxq be a symmetric d� d matrix valued field defined on Rd. Then

〈χipxqψpxq : ψpxq〉 ¥ 1

θi

|〈χipxqψpxq〉|2 (4.1)

and

〈ψpxq : ψpxq〉 ¥ |〈ψpxq〉|2 (4.2)

These inequalities are strict in that equality holds in (4.1) only if ψpxq is constant

on the set of points where χi � 1 and in (4.2) only if ψpxq is constant everywhere.

Lower bounds on the local stress are derived in the first subsection and lower

bounds on the local strain are derived in the second subsection.

4.1 Lower Bounds on Local Stress Fields
4.1.1 Hydrostatic Applied Stress

In this section the imposed macroscopic stress is taken to be hydrostatic, i.e.,

σ � pI and the two materials are well ordered. With out loss of generality we

make the choice µ1 ¡ µ2 and κ1 ¡ κ2. For heterogeneous media with prescribed

volume (area) fractions of material one and two the lower bounds on the hydrostatic

component of the local stress are given by [42]
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〈

χ1pxq|ΠHσpxq|r〉1{r ¥ θ
1{r
1

κ1κ2 � 2d�1
d

µ2κ1

κ1κ2 � 2d�1
d

µ2 pθ1κ1 � θ2κ2q |p| , for 2 ¤ r ¤ 8,

(4.3)

〈

χ2pxq|ΠHσpxq|r〉1{r ¥ θ
1{r
2

κ1κ2 � 2d�1
d

µ2κ2

κ1κ2 � 2d�1
d

µ2 pθ1κ1 � θ2κ2q |p| , for 2 ¤ r ¤ 8.

(4.4)

and

}|ΠHσpxq|}8 ¥ κ1κ2 � 2d�1
d

µ2κ1

κ1κ2 � 2d�1
d

µ2 pθ1κ1 � θ2κ2q |p| . (4.5)

It is pointed out that one also has lower bounds on the hydrostatic component of

the local stress for the non-well ordered case [42].

The lower bounds (2.1), (2.2), (2.3) follow immediately noting that the full local

stress |σpxq| is given by |σpxq| � p|ΠHσpxq|2�|ΠDσpxq|2q1{2 so |σpxq| ¥ |ΠHσpxq|.
In Section 5.2 we establish the optimality of these lower bounds for the well ordered

case.

4.1.2 Deviatoric Applied Stress

In what follows we make no assumption on the relative magnitudes of the compo-

nent bulk moduli. We examine the local stress field inside the material with larger

shear modulus and without loss of generality we suppose that the shear modu-

lus of material one is greater than that of material two, i.e., µ1 ¡ µ2. We derive

new lower bounds on the local stress inside material one that hold for any imposed

macroscopic deviatoric stress. In subsequent sections these lower bounds are shown

to be optimal for imposed macroscopic deviatoric stresses in two dimensions and

for imposed macroscopic stresses that are pure shear stresses in three dimensions.

The local stress inside material one satisfies the following estimate

〈χ1σpxq : σpxq〉 ¥ 1

θ1

|〈χ1σpxq〉|2 , (4.6)
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which can be seen by taking ψ � σ in Eq. (4.1). Because of orthogonality, we see

that

|〈χ1σpxq〉|2 � ��〈χ1Π
Dσpxq〉��2 � ��〈χ1Π

Hσpxq〉��2
Thus Eq. (4.6) becomes

〈χ1σpxq : σpxq〉 ¥ 1

θ1

��〈χ1Π
Dσpxq〉��2 (4.7)

The average stress inside material one can be written as

〈χ1σpxq〉 � 〈χ1Cpxqǫpxq〉
� C1 〈χ1ǫpxq〉 . (4.8)

Averaging the local stress-strain relation σpxq � Cpxqǫpxq and applying the defi-

nition of the effective elastic tensor gives

σ � Ceǫ � 〈�pC2 � χ1pC1 � C2q� ǫpxq〉

� C2ǫ� pC1 � C2q 〈χ1ǫpxq〉 . (4.9)

Using Eq. (4.9) the deviatoric part of the average macroscopic stress can be written

as

ΠDσ � 2µ2Π
Dǫ� 2pµ1 � µ2q 〈χ1Π

Dǫpxq〉 (4.10)

We apply the deviatoric projection on both sides of equation Eq. (4.8) to find that

〈

χ1Π
Dσpxq〉 � 2µ1

〈

χ1Π
Dǫpxq〉 (4.11)

Solving for
〈

χ1Π
Dǫpxq〉 in Eq. (4.10) and substituting in Eq. (4.11), one obtains

〈

χ1Π
Dσpxq〉 � 2µ1µ2

µ1 � µ2

�
1

2µ2

ΠDσ �ΠDǫ



(4.12)

From Eq. (1.7) it follows that

ΠDǫ � ΠDpCeq�1σ (4.13)

34



Up to this point we have assumed that the imposed macroscopic stress was given

by an arbitrary d� d matrix. From now on in this subsection we will assume that

the imposed macroscopic stress is taken to be deviatoric for both two and three

dimensional elastic problems, i.e.,

σ � σD � ΠDσD (4.14)

From Eqs. (4.12) and (4.13), one obtains

〈

χ1Π
Dσpxq〉 � 2µ1µ2

µ1 � µ2

�
1

2µ2

ΠDσ �ΠDpCeq�1σ



(4.15)

� 2µ1µ2

µ1 � µ2

�
1

2µ2

ΠD �ΠDpCeq�1



ΠDσ, (4.16)

where in the second equality we used the assumption that σ is deviatoric.

We apply Cauchy-Schwarz inequality to find that��〈χ1Π
Dσpxq〉��2 ¥ p 2µ1µ2

µ1 � µ2

q2 p
1

2µ2
ΠDσ : ΠDσ � ppCeq�1ΠDσ : ΠDσq2

|ΠDσ|2 . (4.17)

The effective elasticity tensor Ce satisfies the following well known estimate, see

[56]

pCeq�1σ : σ ¤ pθ1pC1q�1 � θ2pC2q�1qσ : σ (4.18)

From Eq. (4.18) one obtains

pCeq�1ΠDσ : ΠDσ ¤ pθ1pC1q�1 � θ2pC2q�1qΠDσ : ΠDσ

�
�

θ1

2µ1

� θ2

2µ2


 ��ΠDσ
��2 (4.19)

after a straightforward calculation. It now easily follows from Eq. (4.19) that

1

2µ2

ΠDσ : ΠDσ � pCeq�1ΠDσ : ΠDσ ¥
�

1

2µ2

�
�

θ1

2µ1

� θ2

2µ2



 ��ΠDσ
��2

� θ1pµ1 � µ2q
2µ1µ2

��ΠDσ
��2 (4.20)

35



Because µ1 ¡ µ2, and after some simplification, we obtain from Eqs. (4.44) and

(4.20) that ��〈χ1Π
Dσpxq〉��2 ¥ θ2

1

��ΠDσ
��2 (4.21)

and it follows from Eq. (4.43) that

〈

χ1|ΠDσpxq|2〉 �
〈

χ1Π
Dσpxq : σpxq〉 ¥ θ1

��ΠDσ
��2 . (4.22)

An application of Hölder’s inequality to the left hand side of (4.22) delivers

〈

χ1|ΠDσpxq|r〉1{r ¥ θ
1{r
1

��ΠDσ
�� , for 2 ¤ r ¤ 8 (4.23)

From the orthogonality of the projections ΠH and ΠD it is evident that

|χ1σpxq|2 � ��χ1Π
Dσpxq��2 � ��χ1Π

Hσpxq��2
¥ ��χ1Π

Dσpxq��2 (4.24)

and it follows that

〈χ1|σpxq|r〉1{r ¥ 〈

χ1|ΠDσpxq|r〉1{r
, for 2 ¤ r ¤ 8. (4.25)

The bound (2.4) now follows immediately from Eqs. (4.25) and (4.23). Substitution

of ψpxq � σpxq into (4.2) and (4.24) gives

}|σpxq|}8 ¥ax|σpxq|2y ¥ |ΠDpσq| (4.26)

and (2.5) follows.

4.1.3 Lower Bounds on Stress Fields Subject to General
Imposed Macroscopic Stresses and µ1 � µ2

In this section no constraints are placed on the imposed macroscopic stress. The

imposed macroscopic stress can be any constant d � d stress tensor, d � 2, 3.
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In what follows we suppose the two component materials share the same shear

modulus, i.e., µ � µ1 � µ2. We will derive new lower bounds on the local stress

inside material one that hold for any imposed macroscopic stress. In subsequent

sections the lower bounds on the full local stress are shown to be optimal for special

sets S1 and S2 and the lower bounds on the hydrostatic component of the local

stress is shown to be optimal for all imposed macroscopic stresses.

From Eqs. (4.8) and (4.9) and since µ1 � µ2, one obtains

〈

χ1Π
Hσpxq〉 � κ1

κ1 � κ2

�
ΠHσ � dκ2Π

Hǫ
�

(4.27)

The hydrostatic stress inside material one satisfies the following estimate

〈

χ1Π
Hσpxq : σpxq〉 ¥ 1

θ1

��〈χ1Π
Hσpxq〉��2 , (4.28)

which can be seen by taking ψ � ΠHσ in Eq. (4.1).

For a composite consisting of two isotropic phases of equal shear moduli

(µ1 � µ2 � µ), Hill’s relation [29] shows that the effective elasticity tensor Ce is

given by

Ce � 2µΠD � dκeΠH , (4.29)

where

κe � pθ1κ1 � θ2κ2q � θ1θ2pκ1 � κ2q2
θ1κ2 � θ2κ1 � 2d�1

d
µ

(4.30)

From Eqs. (1.7) and (4.29), one obtains

ΠHǫ � 1

dκe
ΠHσ (4.31)

Substituting in (4.27) one can write

〈

χ1Π
Hσpxq〉 � κ1

κ1 � κ2

p1� κ2

κe
qΠHσ (4.32)

and from estimate (4.28), it follows that

〈

χ1Π
Hσpxq : σpxq〉 ¥ κ2

1

θ1pκ1 � κ2q2 p1�
κ2

κe
q2 ��ΠHσ

��2 (4.33)
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Using the formula for κe given (4.30) we rewrite (4.33) as

〈

χ1Π
Hσpxq : σpxq〉 ¥ θ1

�
κ1κ2 � 2d�1

d
µκ1

κ1κ2 � 2d�1
d

µpθ1κ1 � θ2κ2q
�2 ��ΠHσ

��2 . (4.34)

For p and q such that p ¥ 1 and 1{p� 1{q � 1, we apply Hölder’s inequality to

find that

θ
1{q
1

〈

χ1|ΠHσpxq|2p
〉1{p ¥ 〈

χ1|ΠHσpxq|2〉 (4.35)

and hence the inequality

〈

χ1|ΠHσpxq|2p
〉1{p ¥ θ

1{p
1

�
κ1κ2 � 2d�1

d
µκ1

κ1κ2 � 2d�1
d

µpθ1κ1 � θ2κ2q
�2 ��ΠHσ

��2 , (4.36)

for 1 ¤ p ¤ 8.

Similar arguments give the bound

〈

χ2Π
Hσpxq : σpxq〉 ¥ θ2

�
κ1κ2 � 2d�1

d
µκ2

κ1κ2 � 2d�1
d

µpθ1κ1 � θ2κ2q
�2 ��ΠHσ

��2 (4.37)

and it follows that

〈

χ2|ΠHσpxq|2p
〉1{p ¥ θ

1{p
2

�
κ1κ2 � 2d�1

d
µκ2

κ1κ2 � 2d�1
d

µpθ1κ1 � θ2κ2q
�2 ��ΠHσ

��2 (4.38)

The bound (2.11) follows from Eqs. (4.36) and (4.38). The L8 bound, Eq. (2.12),

follows from the bound (2.11) by taking r � 8 noting that

}|ΠHσpxq|}8 ¥ }χi|ΠHσpxq|}8 for i � 1, 2.

To establish the bounds (2.7) and (2.8), we observe that because of orthogonality

one obtains

|σpxq|2 � |ΠHσpxq|2 � |ΠDσpxq|2 ¥ |ΠHσpxq|2 (4.39)

From Eq. (4.39) one can easily show that for i � 1, 2

〈χipxq|σpxq|r〉1{r ¥ 〈|ΠHσpxq|r〉1{r
(4.40)

The bounds (2.7) and (2.8) follow from Eqs. (2.11) and (4.40).
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4.1.4 Lower Bounds on Stress Fields Subject to General
Imposed Macroscopic Stresses and κ1 � κ2

In this subsection no constraints are placed on the imposed macroscopic stress.

The imposed macroscopic stress can be any constant d� d stress tensor, d � 2, 3.

In what follows we suppose that the two component materials share the same bulk

modulus, i.e., κ � κ1 � κ2 and we derive new lower bounds on the local Von Mises

stress inside the material with greater shear stiffness. To fix ideas we suppose that

material one has the greater shear stiffness, i.e., µ1 ¡ µ2. We will establish the

lower bound Eq. (2.13) with the aid of the following observation whose proof is

provided in Section 4.1.5.

For κ � κ1 � κ2, the effective elasticity tensor Ce can be written as

Ce � ΠDCeΠD � dκΠH (4.41)

and consequently

pCeq�1 � pΠDCeΠDq�1 � 1

dκ
ΠH . (4.42)

The Von Mises equivalent stress inside material one satisfies the following esti-

mate

〈

χ1Π
Dσpxq : σpxq〉 ¥ 1

θ1

��〈χ1Π
Dσpxq〉��2 , (4.43)

which can be seen by taking ψ � ΠDσ in Eq. (4.1).

We notice from Eq. (4.41) that Ce commutes with ΠD which implies that pCeq�1

commutes with ΠD. Thus from Eq. (1.7) it follows that

ΠDǫ � ΠDpCeq�1σ

� pCeq�1ΠDσ

Thus Eq. (4.12) becomes

〈

χ1Π
Dσpxq〉 � 2µ1µ2

µ1 � µ2

�
1

2µ2

ΠDσ � pCeq�1ΠDσ



(4.44)
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We apply Cauchy-Schwarz inequality to find that��〈χ1Π
Dσpxq〉��2 ¥ p 2µ1µ2

µ1 � µ2

q2 p
1

2µ2
ΠDσ : ΠDσ � ppCeq�1ΠDσ : ΠDσq2

|ΠDσ|2 (4.45)

With (4.45) in hand we proceed as in Section 5.1.2 to discover��〈χ1Π
Dσpxq〉��2 ¥ θ2

1

��ΠDσ
��2 (4.46)

and it follows from Eq. (4.43) that

〈

χ1Π
Dσpxq : σpxq〉 ¥ θ1

��ΠDσ
��2 . (4.47)

The bounds (2.13) and (2.14) now follow from Hölder’s inequality and arguments

identical to those of Section (4.1.3).

The bound (2.14) follows directly from

}|ΠDσpxq|}8 ¥ a
〈ΠDσpxq : σpxq〉 ¥ ��ΠDσ

�� , (4.48)

where the last inequality is a consequence of Eq. (4.2).

4.1.5 Form of Ce for Mixtures of Two Elastically Isotropic
Materials with Common Bulk Modulus.

In this section, we show that when κ � κ1 � κ2, the effective elasticity tensor Ce

can be written as

Ce � ΠDCeΠD � dκΠH .

Let ǫ � 〈ǫ〉. Then since the two materials are isotropic and κ1 � κ2 � κ one

obtains

Ceǫ � 〈Cpxq ǫpxq〉
� 〈

2µpxqΠDǫpxq〉� 〈

d κΠHǫpxq〉

� ΠD 〈2µpxqǫpxq〉� d κΠHǫ. (4.49)
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Since ΠHΠD � 0, one obtains from Eq. (4.49) that

ΠHCeǫ � d κΠHǫ. (4.50)

For a deviatoric uniform field ǫ � ΠDǫ, it follows from Eq. (4.49) that

CeΠDǫ � ΠD 〈2µpxqǫpxq〉 (4.51)

Thus for any two uniform strain fields ξ and η

CeΠDξ : ΠHη � ΠHCeΠDξ : η � 0 (4.52)

and using this observation one finds that

Ceξ : η � CepΠDξ �ΠHξq : pΠDη �ΠHηq
� CeΠDξ : ΠDη � CeΠHξ : ΠHη

� ΠDCeΠDξ : η �ΠHCeΠHξ : η (4.53)

From Eq. (4.50) one obtains

ΠHCeΠHξ : η � d κΠHξ : η (4.54)

Thus Eq. (4.53) becomes

Ceξ : η � pΠDCeΠD �ΠHq ξ : η (4.55)

from which the result follows.

4.1.6 Proof of (4.18)

For completeness, we provide a proof for inequality (4.18) presented in

Section 4.1.2.

The complementary energy pCeq�1σ : σ satisfies the following variational prin-

ciple (see, for example [71])

pCeq�1σ : σ � inf
τ

〈

C�1τ : τ
〉

(4.56)
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where τ satisfies ∇�τ � 0, 〈τ〉 � σ, and τ � τT . Taking the trial field σ in the

variational principle above, one obtains

pCeq�1σ : σ ¤ 〈

C�1
〉

σ : σ. (4.57)

Inequality (4.18) follows from this observation and the fact that

〈

C�1
〉 � θ1pC1q�1 � θ2pC2q�1.

4.2 Lower Bounds on Local Strain Fields
4.2.1 Hydrostatic Applied Strain

In this section we suppose that the imposed macroscopic strain is hydrostatic, i.e.,

ǫ � pI. It is assumed that the elastic materials are well-ordered and we suppose

that µ1 ¡ µ2 and κ1 ¡ κ2. For this case the lower bounds on the hydrostatic

component of the local strain are given by [41]

〈

χ1pxq|ΠHǫpxq|r〉1{r ¥ θ
1{r
1

κ2 � 2d�1
d

µ2

θ1κ2 � θ2κ1 � 2d�1
d

µ2

|p| , for 2 ¤ r ¤ 8. (4.58)

and

〈

χ2pxq|ΠHǫpxq|r〉1{r ¥ θ
1{r
2

κ1 � 2d�1
d

µ1

θ1κ2 � θ2κ1 � 2d�1
d

µ1

|p| , for 2 ¤ r ¤ 8. (4.59)

}|ΠHǫpxq|}8 ¥ κ1 � 2d�1
d

µ1

θ1κ2 � θ2κ1 � 2d�1
d

µ1

|p| (4.60)

It is pointed out that similar bounds hold for the non-well ordered case [41].

The lower bounds (3.1) and (3.2) and (3.3) follow immediately noting that the

norm of the local strain is given by

|ǫpxq| � p|ΠHǫpxq|2 � |ΠDǫpxq|2q1{2 so |ǫpxq| ¥ |ΠHǫpxq|.
4.2.2 Deviatoric Applied Strain

In what follows we make no assumption on the magnitudes of the bulk modulus

of each component material. We examine the local strain field inside the material
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with larger shear modulus and without loss of generality we suppose that µ1 ¡ µ2.

We derive new lower bounds on the local strain inside material one that hold

for any imposed macroscopic deviatoric strain. In subsequent sections these lower

bounds are shown to be optimal for imposed macroscopic deviatoric strains in two

dimensions and for imposed macroscopic strains that are pure shear strains in three

dimensions.

The local strain inside material one satisfies the following inequality

〈χ1ǫpxq : ǫpxq〉 ¥ 1

θ1

|〈χ1ǫpxq〉|2
¥ 1

θ1

��〈χ1Π
Dǫpxq〉��2 , (4.61)

which can be seen by taking ψ � ǫ in Eq. (4.1) and noting that

|xχ1ǫy|2 � |xχ1Π
Dǫy|2 � |xχ1Π

Dǫy|2.
We apply the deviatoric projection on both sides of equation Eq. (4.9) and solve

for
〈

χ1Π
Dǫpxq〉 to obtain

〈

χ1Π
Dǫpxq〉 � 1

2pµ1 � µ2qΠ
DpCe � C2qǫ (4.62)

Now we apply the hypothesis that ǫ is deviatoric, i.e., ǫ � ǫD � ΠDǫD and from

Eq. (4.62) one obtains

〈

χ1Π
Dǫpxq〉 � 1

2pµ1 � µ2qpΠ
DCeǫ� 2µ2Π

Dǫq
� 1

2pµ1 � µ2qpΠ
DCeΠDǫ� 2µ2Π

Dǫq. (4.63)

We apply the Cauchy-Schwarz inequality to find that��〈χ1Π
Dǫpxq〉��2 ¥ 1

p2µ1 � 2µ2q2
pCeΠDǫ : ΠDǫ� 2µ2Π

Dǫ : ΠDǫq2
|ΠDǫ|2 . (4.64)

The effective elasticity tensor satisfies the following well known estimate [56]

CeΠDǫ : ΠDǫ ¥ xC�1pxqy�1ΠDǫ : ΠDǫ

� 2µ1µ2

θ1µ2 � θ2µ1

|ΠDǫ|2 (4.65)
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Using Eq. (4.65) one obtains

CeΠDǫ : ΠDǫ� 2µ2Π
Dǫ : ΠDǫ ¥ θ1µ2pµ1 � µ2q

θ1µ2 � θ2µ1

��ΠDǫ
��2 (4.66)

Because µ1 ¡ µ2, and after some simplification, we obtain from Eqs. (4.82) and

(4.83) that ��〈χ1Π
Dǫpxq〉��2 ¥ θ2

1µ
2
2pθ1µ2 � θ2µ1q2

��ΠDǫ
��2 (4.67)

and it follows from Eq. (4.61) that

〈χ1ǫpxq : ǫpxq〉 ¥ θ1
µ2

2pθ1µ2 � θ2µ1q2
��ΠDǫ

��2 (4.68)

The lower bound (3.4) now easily follows from application of Hölder’s inequality

to the left side of (4.68).

4.2.3 Lower Bounds on the Local Strain for General
Imposed Macroscopic Strains and µ1 � µ2

The dilatational strain inside material one satisfies the following estimate

〈

χ1Π
Hǫpxq : ǫpxq〉 ¥ 1

θ1

��〈χ1Π
Hǫpxq〉��2 , (4.69)

which can be seen by taking ψ � ΠHǫ in Eq. (4.1).

From Eq. (4.9) and since µ1 � µ2, one obtains

Ceǫ � C2ǫ� 2pκ1 � κ2qΠH 〈χ1ǫpxq〉 (4.70)

Substitution of (4.29) into (4.70) and solving for ΠH 〈χ1ǫpxq〉 gives

ΠH 〈χ1ǫpxq〉 � κe � κ2

κ1 � κ2

��ΠHǫ
�� (4.71)

It follows from Eqs. (4.69) and (4.71) that

〈

χ1Π
Hǫpxq : ǫpxq〉 ¥ 1

θ1

�
κe � κ2

κ1 � κ2


2 ��ΠHǫ
��2 . (4.72)
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Substitution of (4.30) into (4.72) gives

〈

χ1Π
Hǫpxq : ǫpxq〉 ¥ θ1

�
κ2 � 2d�1

d
µ

θ1κ2 � θ2κ1 � 2d�1
d

µ

�2 ��ΠHǫ
��2 . (4.73)

For p and q such that p ¥ 1 and 1{p� 1{q � 1, we apply Hölder’s inequality to

find that

θ
1{q
1

〈

χ1|ΠHǫpxq|2p
〉1{p ¥ 〈

χ1|ΠHǫpxq|2〉 (4.74)

and hence the inequality

〈

χ1|ΠHǫpxq|2p
〉1{p ¥ θ

1{p
1

�
κ2 � 2d�1

d
µ

θ1κ2 � θ2κ1 � 2d�1
d

µ

�2 ��ΠHǫ
��2 , (4.75)

for 1 ¤ p ¤ 8, and the bound Eq. (3.10) follows.

Similar arguments give the bound

〈

χ2Π
Hǫpxq : ǫpxq〉 ¥ θ2

�
κ1 � 2d�1

d
µ

θ1κ2 � θ2κ1 � 2d�1
d

µ

�2 ��ΠHǫ
��2 (4.76)

and it follows that

〈

χ2|ΠHǫpxq|2p
〉1{p ¥ θ

1{p
2

�
κ1 � 2d�1

d
µ

θ1κ2 � θ2κ1 � 2d�1
d

µ

�2 ��ΠHǫ
��2 (4.77)

from which the bound Eq. (3.11) follows. The L8 bound, Eq. (3.12), follows from

the bounds (3.10) and (3.11) by taking r � 8 noting that

}|ΠDǫpxq|}8 ¥ }χi|ΠDǫpxq|}8 for i � 1, 2.

To establish the bounds (3.6) and (3.7), we observe that because of orthogonality

one obtains

|ǫpxq|2 � |ΠHǫpxq|2 � |ΠDǫpxq|2 ¥ |ΠHǫpxq|2 (4.78)

It easily follows from (4.78) that for i � 1, 2

〈χipxq|ǫpxq|r〉1{r ¥ 〈

χipxq|ΠHǫpxq|r〉1{r
(4.79)

The bounds (3.6) and (3.7) follow from Eqs. (3.10), (3.11), and (4.79).
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4.2.4 Lower Bounds on the Local Von Mises Strain for
General Imposed Strains and κ1 � κ2

In this section we consider a composite in which κ1 � κ2 � κ and assume without

loss of generality that µ1 ¡ µ2. The Von Mises equivalent strain inside material

one satisfies the following estimate

〈

χ1Π
Dǫpxq : ǫpxq〉 ¥ 1

θ1

��〈χ1Π
Dǫpxq〉��2 , (4.80)

which can be seen by taking ψ � ΠDǫ in Eq. (4.1).

Since κ1 � κ2 the effective elastic tensor is of the form given by (4.41) so ΠD

commutes with Ce. Thus Eq. (4.62) becomes

〈

χ1Π
Dǫpxq〉 � 1

2pµ1 � µ2qpC
e � 2µ2qΠDǫ (4.81)

and we apply the Cauchy-Schwarz inequality to find that��〈χ1Π
Dǫpxq〉��2 ¥ 1

p2µ1 � 2µ2q2
pCeΠDǫ : ΠDǫ� 2µ2Π

Dǫ : ΠDǫq2
|ΠDǫ|2 . (4.82)

Application of (4.65) to (4.82) gives.

CeΠDǫ : ΠDǫ� 2µ2Π
Dǫ : ΠDǫ ¥ θ1µ2pµ1 � µ2q

θ1µ2 � θ2µ1

��ΠDǫ
��2 . (4.83)

We easily see from Eqs. (4.82) and (4.83) that��〈χ1Π
Dǫpxq〉��2 ¥ θ2

1µ
2
2pθ1µ2 � θ2µ1q2

��ΠDǫ
��2 (4.84)

and it follows from Eq. (4.80) that

〈

χ1Π
Dǫpxq : ǫpxq〉 ¥ θ1

µ2
2pθ1µ2 � θ2µ1q2

��ΠDǫ
��2 . (4.85)

The bound (3.13) follows immediately from Hölder’s inequality applied to the

left hand side of (4.85).
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4.2.5 Proof of (4.65)

For completeness, we provide a proof for inequality (4.65) presented in

Section 4.2.2.

The effective elastic energy satisfies

Ceǫ : ǫ � 〈Cpxqǫpxq : ǫpxq〉 . (4.86)

Applying Legendre transform to the local elastic energy in the right-hand side of

Eq. (4.86) one obtains

Ceǫ : ǫ ¥ 〈

2ǫpxq : ηpxq � C�1pxqηpxq : ηpxq〉 , (4.87)

for all Q-periodic symmetric d � d tensors η P L2pQq. Setting η equal a constant

deviator η � ΠDη, inequality (4.87) becomes

Ceǫ : ǫ ¥ 2ǫ : ΠDη � 〈

C�1pxq〉ΠDη : ΠDη

� 2ǫ : ΠDη �
�

θ1

2µ1

� θ1

2µ1



ΠDη : ΠDη. (4.88)

Optimizing over η gives

Ceǫ : ǫ ¥ 2µ1µ2

θ1µ2 � θ2µ1

|ǫ|2, (4.89)

from which inequality (4.65) follows by setting ǫ � ΠDǫ.
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Chapter 5
Microstructures That Support Optimal
Local Fields

It is well known that the coated sphere, coated ellipsoid and laminated microstruc-

tures possess optimal effective elastic properties, for reviews of the literature see

[48] and [71]. In the following sections we show that these microstructures possess

optimal local field properties as well.

5.1 The Coated Sphere Construction and

Optimal Lower Bounds on Local Stress and

Strain Fields

In this section, it is shown that the lower bounds presented in Sections (2.1) and

(3.1) are attained by the stress and strain fields fields inside the Hashin-Shtrikman

[26, 27] coated cylinder and sphere assemblages, see Figure 5.1. We introduce the

normalized Lp norm of a field f over a domain S by p|S|�1
³
S
|fpxq|p dxq1{p. One

striking feature of the fields inside the coated sphere and cylinder assemblage is

that the normalized Lp norm of the local stress or strain taken over a prototypical

coated cylinder or sphere is the same as the Lp norm of the whole assemblage. Thus

the Lp norms of local fields inside these assemblages are obtained by computing

the Lp norm of a prototypical coated sphere or disk. Assuming that the applied

field σ is hydrostatic, the stress field inside a prototypical coated sphere (cylinder)

centered at the origin with core of material one and coating of material two in

Hashin-Shtrikman assemblage, is given by

σ �
$''&''%B1 σ �B2

�
dx̂b x̂� I

|x|d



σ, a   |x| ¤ b

B3 σ, |x| ¤ a

(5.1)

48



FIGURE 5.1. Hashin-Shtrikman coated cylinder assemblage.

where x̂ � x{|x|, a and b are the inner and outer radii of the coated sphere

(cylinder), and the constants B1, B2, B3 are given by

B1 � κ1κ2 � 2d�1
d

µ2κ2

κ1κ2 � 2d�1
d

µ2 pθ1κ1 � θ2κ2q , (5.2)

B2 � �2µ2a
dpκ1 � κ2q

dpκ1κ2 � 2d�1
d

µ2 pθ1κ1 � θ2κ2qq , (5.3)

B3 � κ1κ2 � 2d�1
d

µ2κ1

κ1κ2 � 2d�1
d

µ2 pθ1κ1 � θ2κ2q . (5.4)

We notice from Eq. (5.1) that the stress field inside the core material (material

one) is hydrostatic, thus

〈χ1pxq|σpxq|r〉1{r � 〈

χ1pxq|ΠHσpxq|r〉1{r
(5.5)

On the other hand, as reported by Lipton [42], the local hydrostatic stress inside

this microstructure attains the lower bound (4.3). Optimality of the lower bound

(2.1) follows from these observations. Similar arguments show the lower bound

(2.2) is attained by the stress field inside material two of a coated sphere (cylinder)

assemblage with core of material two and coating of material one.

Next we show that the L8 bound (2.3) is attained by the stress field inside the

coated sphere (cylinder) assemblage. One uses equations (5.1)-(5.4) to compute
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the maximum stress inside each material. It is found that

}χ1|σ|}8 � κ1κ2 � 2d�1
d

µ2κ1

κ1κ2 � 2d�1
d

µ2 pθ1κ1 � θ2κ2q |σ| (5.6)

}χ2|σ|}8 �
bpκ1κ2 � 2d�1

d
µ2κ2q2 � 2

d
pµ2pκ1 � κ2qq2

κ1κ2 � 2d�1
d

µ2 pθ1κ1 � θ2κ2q |σ| (5.7)

Let D � 2d�1
d

. Then a straightforward calculation shows that

}χ1|σ|}28 � }χ2|σ|}28 � 1

pκ1κ2 �Dµ2 pθ1κ1 � θ2κ2qq2 |σ|
2 �

pκ1 � κ2q
�

µ2
2ppD2 � 2

d
qκ2 � pD2 � 2

d
qκ1q � 2Dµ2κ1κ2



.

(5.8)

Since κ1 ¥ κ2 and D2 � 2
d
¥ 0 for d � 2, 3, it follows from Eq. (5.8) that

}|σ|}2L8pQ1q ¥ }|σ|}2L8pQ2q and hence

}|σ|}8 � }χ1|σ|}8 � κ1κ2 � 2d�1
d

µ2κ1

κ1κ2 � 2d�1
d

µ2 pθ1κ1 � θ2κ2q |σ| (5.9)

and it is evident that the local stress attains the bound (2.3).

Next we assume that the applied field ǫ is hydrostatic, the strain field inside

a prototypical coated sphere (cylinder) with core of material two and coating of

material one in Hashin-Shtrikman assemblage, is given by

ǫ �
$''&''%A1 ǫ� A2

�
dx̂b x̂� I

|x|d



ǫ, a   |x| ¤ b

A3 ǫ, |x| ¤ a

(5.10)

and the constants A1, A2, A3 are given by

A1 � κ2 � 2d�1
d

µ1

θ1κ2 � θ2κ1 � 2d�1
d

µ1

, (5.11)

A2 � �adpκ2 � κ1q
θ1κ2 � θ2κ1 � 2d�1

d
µ1

, (5.12)

A3 � κ1 � 2d�1
d

µ1

θ1κ2 � θ2κ1 � 2d�1
d

µ1

. (5.13)
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We see from Eq. (5.10) that the strain field inside the core material (material two)

is hydrostatic, thus

〈χ2pxq|ǫpxq|r〉1{r � 〈

χ2pxq|ΠHǫpxq|r〉1{r
(5.14)

On the other hand this microstructure attains the lower bound (4.59) see [41].

Optimality of the lower bound (3.2) follows from these observations. Similar ar-

guments show the lower bound (3.1) is attained by the strain field inside material

one of a coated sphere (cylinder) assemblage with core of material one and coating

of material two.

To show that the strain field inside the coated sphere (cylinder) assemblage at-

tains the L8 bound (3.3) we use equations (5.10)-(5.13) to compute the maximum

strain inside each material. It is found that

}χ1|ǫ|}8 �
bpκ2 � 2d�1

d
µ1q2 � d

2
pκ1 � κ2q2

θ1κ2 � θ2κ1 � 2d�1
d

µ1

|ǫ| (5.15)

}χ2|ǫ|}8 � κ1 � 2d�1
d

µ1

θ1κ2 � θ2κ1 � 2d�1
d

µ1

|ǫ| (5.16)

A straightforward calculation shows that

}χ2|ǫ|}28 � }χ1|ǫ|}28 � pκ1 � κ2q
�
pκ1 � κ2q � d

2
pκ1 � κ2q � 4

d� 1

d
µ1



�

1

pθ1κ2 � θ2κ1 � 2d�1
d

µ1q2 |ǫ|2 . (5.17)

It follows from Eq. (5.17) that if d � 3 and the elastic materials satisfy

pκ1 � κ2q � 3
2
pκ1 � κ2q � 8

3
µ1 ¥ 0 or if d � 2, then }χ2|ǫ|}8 ¥ }χ1|ǫ|}8 and hence

}|ǫ|}8 � }χ2|ǫ|}8 � κ1 � 2d�1
d

µ1

θ1κ2 � θ2κ1 � 2d�1
d

µ1

|ǫ| (5.18)

and it is evident that the bound (3.3) is attained by the local fields inside the

coated sphere (cylinder) assemblage.
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5.2 The Stress and Strain Fields Inside Simple

Laminates and Optimal Bounds on Local

Fields

For a two-phase simple laminate of two isotropic phases the local stress field is

piecewise constant under uniform applied stress σ. Thus

σ � 〈χ1pxqσpxq � χ2pxqσpxq〉
� θ1σ

1 � θ2σ
2 (5.19)

where σi is the (constant) field inside the i-th phase. Since the stress field inside

each phase satisfies the equation of elastic equilibrium Eq. (1.4) and from the

continuity of the displacement u and the traction σn across the two phase interface

Eqs. (1.5) and (1.6), it follows that

σ1n � σ2n (5.20)

pC1q�1σ1 � pC2q�1σ2 � λd n (5.21)

where λ is a vector to be determined and n is the layering direction of the laminate.

Solution of the system of equations (5.19)–(5.21 delivers the local stress field inside

each layer. The fields are given by

σ1 �
�
pC1q�1 � θ1

θ2

pC2q�1


�1�
λd n� 1

θ2

pC2q�1σ



(5.22)

σ2 �
�
pC2q�1 � θ2

θ1

pC1q�1


�1��λd n� 1

θ1

pC1q�1σ



(5.23)

and

λd n � �Apσnd nq �
�

Bpσn � nq � C
trσ

d



nd n, (5.24)

where
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A � ∆µ

µ1µ2

B � ∆µ

�
〈κ〉 p1� 2

d
q � 〈µ〉 κ1κ2

µ1µ2

2µ1µ2 〈κ〉 p1� 1
d
q � κ1κ2 〈µ〉

�
C � ∆µ 〈κ〉�∆κ 〈µ〉

2µ1µ2 〈κ〉 p1� 1
d
q � κ1κ2 〈µ〉

, (5.25)

where 〈rµ〉 � θ1µ2�θ2µ1, and 〈rκ〉 � θ1κ2�θ2κ1. Here ∆µ � µ1�µ2, ∆κ � κ1�κ2,

〈µ〉 � θ1µ1 � θ2µ2, and 〈κ〉 � θ1κ1 � θ2κ2.

The local piece wise constant strain field inside each layer can be found in a

similar way. For this case

ǫ � 〈χ1pxqǫpxq � χ2pxqǫpxq〉
� θ1ǫ

1 � θ2ǫ
2 (5.26)

where ǫi is the (constant) field inside the i-th phase. Rewriting equations (5.20)

and (5.21) in terms of the strain gives

pC1ǫ1qn � pC2ǫ2qn (5.27)

ǫ1 � ǫ2 � λd n (5.28)

where λ is a vector to be determined and n is the layering direction of the laminate.

Solution of the system of equations (5.26) – (5.28) delivers the local strain field

inside each material. The strain fields are given by

ǫ1 � ǫ� θ2λd n (5.29)

ǫ2 � ǫ� θ1λd n (5.30)

and

λd n � �Apǫnd nq �
�

Bpǫn � nq � C
trǫ

d



nd n (5.31)
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Here

A � 2∆µ

〈rµ〉
B � 2∆µpd 〈rκ〉� pd � 2q 〈rµ〉q

〈rµ〉 pp2d � 2q 〈rµ〉� d 〈rκ〉q
C � dp2∆µ � d∆κq

p2d � 2q 〈rµ〉� d 〈rκ〉q . (5.32)

where 〈rµ〉 � θ1µ2 � θ2µ1, and 〈rκ〉 � θ1κ2 � θ2κ1.

We recall that both deviatoric applied stress in two dimensions as well as pure

shear stresses in three dimensions can be expressed in the form σ � spad bq with

a � b � 0, |a| � 1 and |b| � 1. On choosing n � a or n � b in (5.24), one easily

sees that that

λ d n � � ∆µ

2µ1µ2

σ (5.33)

and it follows from Eqs. (5.22) and (5.23) that

σ1 � σ2 � σ (5.34)

From this observation it is evident that the stress field inside this simple laminate

attains the bounds (2.4) and (2.5).

The deviatoric applied strain in two dimensions as well as pure shear strains in

three dimensions also are expressed in the form ǫ � εpadbq with a �b � 0, |a| � 1

and |b| � 1. On choosing n � a or n � b in (5.31) one easily finds that

λ d n � �∆µ

〈rµ〉 ǫ (5.35)

and it follows from Eq. (5.29) that

ǫ1 � µ2

〈rµ〉 ǫ (5.36)

From this observation it is evident that the strain field inside this simple laminate

attains the bound (3.4).
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When both materials share the same shear modulus we find that the local hy-

drostatic stress and strain fields inside simple laminates have extremal properties.

We demonstrate first that the lower bounds (2.11) and (2.12) are attained by the

hydrostatic stress fields inside any simple laminate. For a simple laminate the stress

field inside each material is constant hence both sides of inequality (4.28) are in

fact equal and

〈

χ1Π
Hσpxq : σpxq〉 � 1

θ1

��〈χ1Π
Hσpxq〉��2 � θ1

��ΠHσ1
��2 , (5.37)

where σ1 is the constant field inside material one. On the other hand, since µ1 � µ2

one obtains from Eqs. (4.32) and (4.30) that

1

θ1

��〈χ1Π
Hσpxq〉��2 � θ1

�
κ1κ2 � 2d�1

d
µκ1

κ1κ2 � 2d�1
d

µpθ1κ1 � θ2κ2q
�2 ��ΠHσ

��2 . (5.38)

Thus it follows from Eqs. (5.37) and (5.38) that the local hydrostatic stress inside

a simply layered laminate attains the bound (2.11) when i � 1. Given µ1 � µ2

these arguments show that if the stress field is constant inside material one then

its hydrostatic part attains the lower bound (2.11). Similar arguments show the

optimality of the bound (2.11) when i � 2. The fact that the hydrostatic stress

inside a rank-one laminate attains the bound (2.11) for i � 1 and i � 2, implies

that it also attains the L8 bound (2.12).

We demonstrate that the lower bounds (3.10), (3.11) and (3.12) are attained by

the hydrostatic strain fields inside any simple laminate. For a simple laminate the

strain field inside each material is constant hence both sides of inequality (4.69)

are in fact equal

〈

χ1Π
Hǫpxq : ǫpxq〉 � 1

θ1

��〈χ1Π
Hǫpxq〉��2 � θ1

��ΠHǫ1
��2 , (5.39)
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FIGURE 5.2. A rank-one layered material.

where ǫ1 is the constant field inside material one. On the other hand, since µ1 � µ2

one observes that(4.71) and (4.30) imply

1

θ1

��〈χ1Π
Hǫpxq〉��2 � θ1

�
κ2 � 2d�1

d
µ

θ1κ2 � θ2κ1 � 2d�1
d

µ

�2 ��ΠHǫ
��2 . (5.40)

It easly follows from (5.39) and (5.40) that the hydrostatic component of the local

strain attains the lower bound (3.10). Given µ1 � µ2 these arguments show that if

the strain field is constant inside material one then its hydrostatic part attains the

lower bound (3.10). Similar arguments show the optimality of the bound (3.11).

The fact that the dilitational strain inside a rank-one laminate attains the two

bounds (3.10) and (3.11), implies that it also attains the L8 bound (3.12).

We suppose that κ1 � κ2, d � 2 and we denote the orthonormal system of

eigenvectors for a prescribed 2�2 imposed macroscopic stress by ψ1, ψ2. We show

that the lower bounds presented in Section (2.5) are attained by the stress fields

inside a rank-one laminate with layering direction n � 1?
2
pψ1 � ψ2q, see Figure

5.2. Choosing κ1 � κ2 and n � 1?
2
pψ1 �ψ2q in (5.24) gives

λd n � � ∆µ

2µ1µ2

ΠDσ (5.41)

and it follows from Eqs. (5.22) and (5.23)that

ΠDσ1 � ΠDσ2 � ΠDσ (5.42)
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From this observation it is evident that the stress field inside this rank-one laminate

attains the bounds (2.13) and (2.14).

A similar phenomena occurs for the local strain fields inside a simple laminate.

As before suppose κ1 � κ2, d � 2 and denote the eigenvectors for an imposed 2�2

macroscopic strain ǫ by ε1 and ε2. We set κ1 � κ2 and n � 1?
2
pε1 � ε2q in Eq.

(5.31) to discover that

λd n � �∆µ

〈rµ〉 ΠDǫ. (5.43)

It now follows from Eq. (5.29) that

ΠDǫ1 � µ2

〈rµ〉 ΠDǫ (5.44)

From this observation it is evident that the Von Mises equivalent strain field inside

this rank-one laminate attains the bound (3.13).

5.3 The Confocal Ellipsoid Assemblage and

Optimal Lower Bounds on Local Stress and

Strain Fields for Subsets of Imposed

Macroscopic Loads

In this section, it is shown that the lower bounds (2.7), (2.8), (2.9), and (2.10)

are attained by the stress fields inside the confocal-ellipsoid and confocal-ellipse

assemblages. Assuming that the uniform stress lies in S1 it follows that there is

a confocal-ellipse (confocal-ellipsoid) assemblage with core of material one and

coating of material two associated with σ such that the local stress inside the core

material is constant and hydrostatic. Since the stress field inside material one of

material two is constant, then it follows from earlier arguments that

〈

χ1Π
Hσpxq : σpxq〉 � θ1

�
κ1κ2 � 2d�1

d
µκ1

κ1κ2 � 2d�1
d

µpθ1κ1 � θ2κ2q
�2 ��ΠHσ

��2 . (5.45)
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On the other hand, since the stress field in material one is hydrostatic one sees

that

〈

χ1Π
Dσpxq : σpxq〉 � 0 (5.46)

and it is also evident that the lower bounds (2.9) are attained. From Eqs. (5.45)

and (5.46), and the fact that σpxq � ΠHσpxq �ΠDσpxq one obtains

〈χ1σpxq : σpxq〉 � θ1

�
κ1κ2 � 2d�1

d
µκ1

κ1κ2 � 2d�1
d

µpθ1κ1 � θ2κ2q
�2 ��ΠHσ

��2 , (5.47)

from which optimality of the bound (2.7) follows.

Identical arguments show that the local stress field inside material two of a

confocal-ellipse (confocal-ellipsoid) assemblage with core of material two and coat-

ing of material one saturates the bounds (2.8) and (2.10).

A similar phenomena occurs for the local strain inside the confocal ellipse and

confocal ellipsoid assemblage. Here we show that the lower bounds (3.6), (3.7),

(3.8), and (3.9) are attained by the strain fields inside the confocal-ellipsoid and

confocal-ellipse assemblages. Assuming that the uniform strain lies in E1 it follows

that there is a confocal-ellipse (confocal-ellipsoid) assemblage with core of material

one and coating of material two associated with ǫ such that the local stress inside

the core material is constant and hydrostatic. Since the strain field in material one

of is constant, then it follows from earlier arguments that

〈

χ1Π
Hǫpxq : ǫpxq〉 � θ1

�
κ2 � 2d�1

d
µ

θ1κ2 � θ2κ1 � 2d�1
d

µ

�2 ��ΠHǫ
��2 . (5.48)

On the other hand, since the strain field in material one is hydrostatic one obtains

〈

χ1Π
Dǫpxq : ǫpxq〉 � 0 (5.49)

and it is also evident that the lower bounds (3.8) are attained. From Eqs. (5.48)

and (5.49), and the fact that ǫpxq � ΠHǫpxq �ΠDǫpxq one obtains

〈χ1ǫpxq : ǫpxq〉 � θ1

�
κ2 � 2d�1

d
µ

θ1κ2 � θ2κ1 � 2d�1
d

µ

�2 ��ΠHǫ
��2 , (5.50)
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from which optimality of the bound (3.6) follows.

Similar arguments show that the strain field in material two of a confocal-ellipse

(confocal-ellipsoid) assemblage with core of material two and coating of material

one attains the bounds (3.7) and (3.9).

59



Chapter 6
Multiscale Analysis of Heterogeneous
Media in the Peridynamic Formulation

6.1 Introduction

The peridynamic formulation is a nonlocal continuum theory for deformable bodies

that does not use the spatial derivatives of the displacement field. Interactions

between material particles are characterized by a pairwise force field that acts

across a finite horizon, see Section 6.2. The same equations of motion are applicable

over the entire body and no special treatment is required near or at defects. These

properties make it a potentially powerful tool to model problems that involve

cracks, interfaces, and other defects, see [4, 5, 20, 63, 64, 65]. This work focuses on

the multiscale analysis of heterogeneous media using the peridynamic formulation.

The objective is to capture the dynamics inside composites at both the structural

scale and the microscopic scale with a cost far below that of direct numerical

simulation.

We consider particle or fiber reinforced composites. Here the characteristic length

scale of the particle or fiber reinforced geometry is assumed to be very small relative

to the length scale of the applied loads. The length scale of the microstructure is

denoted by ε. We study three peridynamic models of fiber-reinforced materials.

In the first model, which we call “the short-range bond model”, the peridynamic

horizon is of the same length scale as that of the microstructure and the horizon

approaches zero as ε goes to zero. In the second model, a long-range ε-independent

pairwise force is added to the short-range pairwise force of the first model. Here

the long-range pairwise force depends only on the relative position of the two

particles and the associated peridynamic horizon is fixed and independent of the
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microstructure length scale ε. We will refer to the second model as “the short-

range and long-range bond model”. In the third model, we consider a long-range

pairwise force that fluctuates with the microstructure. The peridynamic horizon in

this model is fixed and independent of ε. This model will be called “the fluctuating

long-range bond model”.

In all of these models, the peridynamic initial value problem is a partial integro-

differential equation with rapidly-oscillating coefficients supplemented with initial

conditions.

A multiscale analysis method is developed for the first two models. The concept

of two-scale convergence, introduced by Nguetseng [53] and Allaire [1], is used

as a tool to identify both the macroscopic and microscopic dynamics inside the

composite. A downscaling method obtained through the use of Semigroup theory

provides a strong convergence result which captures the mirco-level fluctuations

about the macroscopic displacement field. The downscaling step in the first model

is complemented with error estimates for sufficiently regular initial data. This

multiscale analysis is shown to provide the theoretical framework for an inexpensive

multiscale numerical method for computing the deformation of fiber-reinforced

composites in the presence of residual forces.

A multiscale analysis method is developed for the third model. The Semigroup

theory of linear operators [16, 18] is utilized to identify both the macroscopic

and microscopic dynamics of the composite. Downscaling and error estimates are

provided for this model. Finally, an inexpensive multiscale numerical method is

presented.

The second part of the dissertation, Chapters 6-11, is organized as follows. Sec-

tion 6.2 provides an overview of the peridynamic formulation of continuum me-

chanics. In Section 6.3, we introduce three peridynamic models of fiber-reinforced
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FIGURE 6.1. Fiber-reinforced composite.

composites. The results for the first two models are discussed and derived in Chap-

ters 7-10. In Chapter 7, we present a multiscale analysis method for these two

models. Chapter 8 provides uniqueness and existence results for the linear peri-

dynamic initial-value problem (6.10)-(6.12). In Chapter 9, we review two-scale

convergence and then use it to identify the two-scale asymptotic limit of (6.10)-

(6.12). In Chapter 10, we build on the analysis provided in Chapter 9 to justify

the results of Chapter 7. Chapter 11 is devoted to the third peridynamic model of

fiber-reinforced composites. A multiscale analysis method is presented and justified

for this model.

6.2 The Peridynamic Formulation of

Continuum Mechanics

In the peridynamic theory, the time evolution of the displacement vector field u,

in a heterogeneous medium, is given by the partial integro-differential equation

ρpxq B2
t upx, tq �

»
Hx

fpupx̂, tq � upx, tq, x̂� x, xq dx̂� bpx, tq, px, tq P Ω� p0, T q
(6.1)

where Hx is a neighborhood of x, ρ is the mass density, b is a prescribed loading

force density field, and Ω is a bounded set in R
3. Here f denotes the pairwise force

field whose value is the force vector (per unit volume squared) that the particle

at x̂ exerts on the particle at x. For a homogeneous medium f is of the form

fpupx̂, tq � upx, tq, x̂ � xq, i.e., it depends only on the relative position of the two
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FIGURE 6.2. New and old bond and displacements within the peridynamic horizon.

particles. We will often refer to f as a bond force. Equation (6.1) is supplemented

with initial conditions for upx, 0q and Btupx, 0q. For the sake of simplicity, we assume

constant mass density given by ρpxq � 1. However, the removal of this hypothesis

presents no barrier to the subsequent analysis. For the purposes of discussion it

will be convenient to set

ξ � x̂� x,

which represents the relative position of these two particles in the reference con-

figuration, and

η � upx̂, tq � upx, tq,
which represents their relative displacement (see Figure 6.2). In the peridynamic

formulation, it is assumed that for a given material there is a positive number δ,

called the horizon, such that

fpη, ξ, xq � 0, for |ξ| ¡ δ.

The pairwise force field f is required to satisfy the following properties:

fp�η,�ξ, x� ξq � �fpη, ξ, xq (6.2)
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which assures conservation of linear momentum, and

pξ � ηq � fpη, ξ, xq � 0

which assures conservation of angular momentum.

A material is said to be microelastic if the pairwise force is derivable from a

scalar micropotential ω

fpη, ξ, xq � Bω
Bη pη, ξ, xq.

It can be shown that for a microelastic material the pairwise force is of the form

(see [62])

fpη, ξ, xq � Hp|ξ � η|, ξ, xqpξ � ηq,
where H is a real-valued function. Finally, a material is linear if the associated

bond force fpη, ξ, xq is linear in η.

In this treatment, all materials will be taken to be microelastic and linear.

6.3 Three Peridynamic Models of

Fiber-Reinforced Materials

To fix ideas, we consider a periodic medium of unidirectional fiber-reinforced ma-

terial. Here the pairwise force is given by the linearized version of the bond-stretch

model proposed in [65]

fpη, ξ, xq � αpx, x� ξq ξ b ξ

|ξ|3 η, for ξ P Hx.

Here α is a real-valued function satisfying αpx, x̂q � αpx̂, xq. We will study three

different peridynamic models for this composite. These models are distinct in the

way the coefficient α and the neighborhood set Hx are defined. We start by pro-

viding the mathematical description of the periodic microgeometry.

Let Y � R
3 be a unit cube and the local coordinates inside Y are denoted by y

with the origin at the center of the unit cube. The unit cube is composed of a fiber
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FIGURE 6.3. (a) Composite cube Y . (b) Cross-section of Y along the fiber direction.

which is surrounded by a second material called the matrix material, see Figure 6.3.

Let χf denote the indicator function of the set occupied by the fiber material and

χm denote the the indicator function of the set occupied by the matrix material.

Here χf is given by

χfpyq �
$'&'% 1, y is in the fiber phase,

0, otherwise,

and χm is given by

χmpyq � 1� χfpyq.
We extend the functions χf and χm to R

3 by periodicity. For future reference, we

denote by θf and θm the volume fractions of the fiber material and the matrix

material, respectively. Here θf � ³Y χfpyqdy and θm � 1� θf. Also, we let n denote

a unit vector parallel to the fiber direction.

In the first model, the short-range pairwise force is given by

fshortpηy, ξy, yq �
$'&'% αpy, y � ξyqξy b ξy|ξy|3 ηy, |ξy| ¤ δ

0, otherwise.

(6.3)

where y P Y , ξy � ŷ � y, ηy � upŷ, tq � upy, tq, and α is given by

αpy, ŷq � Cf χfpyqχfpŷq � Cm χmpyqχmpŷq � Ci pχfpyqχmpŷq � χmpyqχfpŷqq . (6.4)
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We note that (6.3)-(6.4) give the pairwise force on R
3 associated with a unit peri-

odic geometry. In summary, the function α in (6.4) is given by

αpy, ŷq �

$''''&''''%
Cf, if y and ŷ are in the fiber phase

Cm, if y and ŷ are in the matrix phase

Ci, otherwise.

In equation (6.3), the peridynamic horizon δ is chosen to be smaller than the fiber

thickness in the unit cell. The material parameters Cf and Cm are intrinsic to each

phase and can be determined through experiments. Bonds connecting particles

in the different materials are characterized by Ci, which can be chosen such that

Cf ¡ Ci ¡ Cm ¡ 0, see [65].

The microgeometry associated with the length scale ε is obtained by rescaling

the bond force fshort as follows. For x P Ω,

f ε
shortpη, ξ, xq �

$'&'%
1

ε2
α

�
x

ε
,
x� ξ

ε



ξ b ξ

|ξ|3 η, |ξ| ¤ εδ

0 , otherwise.

We see from (6.4) that αpx
ε
, x̂

ε
q is given by

α

�
x

ε
,
x̂

ε



� Cf χε

f pxqχε
f px̂q � Cm χε

mpxqχε
mpx̂q � Ci pχε

f pxqχε
mpx̂q � χε

mpxqχε
f px̂qq ,

(6.5)

where χε
f pxq :� χfpx

ε
q and χε

mpxq :� χmpx
ε
q.

The peridynamic equation of motion for this model is given by

B2
t u

εpx, tq �
»

Hεδpxq
1

ε2
α

�
x

ε
,
x̂

ε


 px̂� xq b px̂� xq
|x̂� x|3 puεpx̂, tq�uεpx, tqq dx̂�b

�
x,

x

ε
, t
	

(6.6)

supplemented with initial conditions

uεpx, 0q � u0
�
x,

x

ε

	
, (6.7)

Btu
εpx, 0q � v0

�
x,

x

ε

	
. (6.8)
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FIGURE 6.4. Long-range bonds (horizon γ) and short-range bonds (horizon εδ).

In what follows, we will denote by s a real number such that 3
2
  s   8. In

(6.6)-(6.8), bpx, y, tq is in Cpr0, T s; LspΩ � Y q3q and Y -periodic in y and u0px, yq
and v0px, yq are in LspΩ� Y q3 and Y -periodic in y.

In the second model, the following long-range pairwise force is added to the

short-range pairwise force of the first model (see Figure 6.4)

flongpη, ξq �
$'&'% λpξqξ b ξ

|ξ|3 η, |ξ| ¤ γ

0, otherwise,

where γ is a prescribed peridynamic horizon. Here λ is a real-valued function

defined by

λpξq �
$'&'% CM

f , νξ ¤ π

2
θf,

CM
m , otherwise,

(6.9)

where νξ denotes the angle between ξ and a line parallel to the fiber direction, with

0 ¤ νξ ¤ π
2
. The constants CM

f and CM
m are macroscopic parameters determined

through experiments, see [65, 14].
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Now the peridynamic equation of motion associated with the total pairwise force

is given by

B2
t u

εpx, tq �
»

Hγpxq
λpx̂� xqpx̂� xq b px̂� xq

|x̂� x|3 puεpx̂, tq � uεpx, tqq dx̂

�
»

Hεδpxq
1

ε2
α

�
x

ε
,
x̂

ε


 px̂� xq b px̂� xq
|x̂� x|3 puεpx̂, tq � uεpx, tqq dx̂

� b
�
x,

x

ε
, t
	

,

(6.10)

supplemented with initial conditions

uεpx, 0q � u0
�
x,

x

ε

	
, (6.11)

Btu
εpx, 0q � v0

�
x,

x

ε

	
. (6.12)

Remark 6.3. The first model follows from the second model on setting λ � 0.

Thus in Chapters 7-10, we will often present our results and analysis for the second

model only.

In the third model, the pairwise force is given by

fpηy, ξy, yq �
$'&'% αLpy, y � ξyqξy b ξy|ξy|3 ηy, |ξy| ¤ δ

0, otherwise,

where y P Y and δ is a prescribed peridynamic horizon, and αL is given by

αLpy, y � ξyq �

$''''&''''%
Cf |ξy| δnpξyq, if y and y � ξy are in the fiber phase,

and ξy is parallel to n,

Cm |ξy| , otherwise.

Here δn is the Dirac delta distribution concentrated at a line parallel to n. The

function αL can be written in terms of χf as follows

αLpy, y � ξyq � Cf |ξy| δnpξyqχfpyqχfpy � ξyq � Cm |ξy| p1� δnpξyqχfpyqχfpy � ξyqq .
(6.13)
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We note that in equation (6.13), χfpyq � χfpy � ξyq because y and y � ξy both lie

on a line parallel to the fiber direction n.

The the pairwise force defined on Ω is given by

f εpη, ξ, xq �
$'&'% αε

Lpx, x� ξq ξ b ξ

|ξ|3 η, |ξ| ¤ δ

0 , otherwise,

where αε
L is defined by

αε
Lpx, x� ξq � Cf |ξ| δnpξqχε

f pxq � εCm |ξ| p1� δnpξqχε
f pxqq . (6.14)

The peridynamic equation of motion for this model is given by

B2
t u

εpx, tq �
»

Hδpxq
αεpx, x̂qpx̂� xq b px̂� xq

|x̂� x|3 puεpx̂, tq � uεpx, tqq dx̂ (6.15)

supplemented with initial data

uεpx, 0q � u0 pxq , (6.16)

Btu
εpx, 0q � v0 pxq . (6.17)

Here the initial data u0 and v0 are in LppΩq3 with 1 ¤ p   8 and the loading force

in equation (6.15) is zero.
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Chapter 7
Multiscale Analysis Method for the
Short-Range and Long-Range Bond
Model

In this chapter, we present the multiscale analysis method for computing the de-

formation of fiber-reinforced composites modeled by the peridynamic formulation.

This is done for the Short-Range and Long-Range Bond model described in Sec-

tion 6.3. The method delivers a computationally inexpensive multiscale numerical

method for analysis of these peridynamic models of fiber-reinforced materials. It

consists of the following three steps.

(i) Macroscopic Equation

Compute the macroscopic or average displacement field by solving a peridy-

namic macroscopic equation.

(ii) Cell–Problem

Compute the micro-level mechanical responses by solving a peridynamic cell-

problem.

(iii) Downscaling

The displacement field of the oscillatory peridynamic equation is given ap-

proximately by superimposing the rescaled micro-level mechanical responses

over the average displacement field. The error in this approximation is shown

to converge in norm to zero.

In the following sections, we consider four cases of initial and loading conditions.

For each case, we present the macroscopic equation, the cell-problem, and the

downscaling step. The results provided in this chapter are justified in Chapter 10.
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For convenience, we introduce the following notation for the average of a periodic

function. Let a function of the form ppyq, ppx, yq, or ppx, y, tq be Y -periodic in the

variable y. Its average over Y is denoted by

sp �
»

Y

ppyq dy,

sppxq �
»

Y

ppx, yq dy, or

sppx, tq �
»

Y

ppx, y, tq dy,

respectively. For future reference, we let

K �
»

Hγpxq
λpx̂� xqpx̂� xq b px̂� xq

|x̂� x|3 dx̂ . (7.1)

By the change of variables ξ � x̂� x, it is easy to see that K is a constant matrix,

which depends on the macroscopic parameters γ, CM
matrix

, and CM
fiber

.

For future reference, we will adopt the notation Lp
perpY q for the space of Lebesgue

p-integrable functions which are Y -periodic. Similarly, CperpY q denotes the space

of continuous Y -periodic functions. Also we denote by C0,βpsΩq the space of Hölder

continuous functions with exponent β, where 0   β ¤ 1.

7.1 First Case

In this section, the loading force and initial data are given by

b
�
x,

x

ε
, t
	 � lpx, tq � R

�x

ε

	
, (7.2a)

u0
�
x,

x

ε

	 � u0pxq � u1

�x

ε

	
, (7.2b)

v0
�
x,

x

ε

	 � v0pxq � v1

�x

ε

	
, (7.2c)

where l P Cpr0, T s; LspΩq3q, R is in Ls
perpY q3 with sR � 0, u0 and v0 are in LspΩq3,

and u1 and v1 are in Ls
perpY q3 with su1 � sv1 � 0. Here, Rpx

ε
q can be interpreted as

a residual force. For example, such forces can arise from the differences in thermal

expansion between the two materials.
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7.1.1 The Macroscopic Equation

The macroscopic or homogenized peridynamic equation is given by

B2
t u

Hpx, tq �
»

Hγpxq
λpx̂� xqpx̂� xq b px̂� xq

|x̂� x|3 puHpx̂, tq � uHpx, tqq dx̂� lpx, tq,
(7.3)

supplemented with initial data

uHpx, 0q � u0pxq, Btu
Hpx, 0q � v0pxq. (7.4)

Here the macroscopic displacement uH is the weak limit of the sequence of dis-

placements uε. This is described by the following theorem.

Theorem 7.1. Let uε be the solution of (6.10)-(6.12), where b, u0, and v0 are

given by (7.2). Then as ε Ñ 0

uεpx, tq Ñ uHpx, tq weakly in LspΩ� p0, T qq3,
where uH P C2pr0, T s; LspΩq3q is the unique solution of (7.3)-(7.4).

Moreover, assume that l P Cpr0, T s; CpsΩq3q, and u0 and v0 are in CpsΩq3. Then

uH is in C2pr0, T s; CpsΩq3q.
7.1.2 The Cell–Problem

The cell-problem or the micro-level peridynamic equation is given by

B2
t rpy, tq �

»
Hδpyq

αpy, ŷqpŷ � yq b pŷ � yq
|pŷ � yq|3 prpŷ, tq � rpy, tqq dŷ

�K rpy, tq � Rpyq, (7.5)

supplemented with initial conditions

rpy, 0q � u1pyq, Btrpy, 0q � v1pyq. (7.6)

The matrix K is given by (7.1).
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7.1.3 Downscaling

The macroscopic displacement uH together with the rescaled solution of the cell

problem provide an approximation to the actual solution uε. This is expressed in

the following theorem.

Theorem 7.2. Let uε be the solution of (6.10)-(6.12), where b, u0, and v0 are

given by (7.2). Assume that l P Cpr0, T s; CpsΩq3q, and u0 and v0 are in CpsΩq3.
Then for almost every t P p0, T q,

lim
εÑ0

���uεpx, tq � �
uHpx, tq � r

�x

ε
, t
		���

LspΩq3 � 0, (7.7)

where r P C2pr0, T s; Ls
perpY q3q is the unique solution of (7.5)-(7.6).

Moreover, assume that λ � 0 in equation (6.10). Then, for t P p0, T q and u0, v0,

and lp�, tq in C0,βpsΩq3, the error in (7.7) is estimated by

���uεpx, tq � �
uHpx, tq � r

�x

ε
, t
		���

LspΩq3 ¤ M1ptqεβ, (7.8)

where M1ptq is independent of ε. The function M1ptq is given explicitly in

Section 10.2.1.

7.2 Second Case

In this section, the loading force and initial data are given by

b
�
x,

x

ε
, t
	 � F

�x

ε
, t
	

hpxq, (7.9a)

u0
�
x,

x

ε

	 � 0, (7.9b)

v0
�
x,

x

ε

	 � 0, (7.9c)

where F P Cpr0, T s; Ls
perpY q3�3q and h P LspΩq3.

73



7.2.1 The Macroscopic Equation

The macroscopic peridynamic equation is given by

B2
t u

Hpx, tq �
»

Hγpxq
λpx̂� xqpx̂� xq b px̂� xq

|x̂� x|3 puHpx̂, tq � uHpx, tqq dx̂� sF ptqhpxq,
(7.10)

supplemented with initial data

uHpx, 0q � 0, Btu
Hpx, 0q � 0. (7.11)

Here the macroscopic displacement uH is the weak limit of the sequence of dis-

placements uε. This is described by the following theorem.

Theorem 7.3. Let uε be the solution of (6.10)-(6.12), where b, u0, and v0 are

given by (7.9). Then as ε Ñ 0

uεpx, tq Ñ uHpx, tq weakly in LspΩ� p0, T qq3,
where uH P C2pr0, T s; LspΩq3q is the unique solution of (7.10)-(7.11).

Moreover, assume that h P CpsΩq3. Then uH is in C2pr0, T s; CpsΩq3q.
7.2.2 The Cell–Problem

The micro-level peridynamics is given by the following equations. For j � 1, 2, 3,

B2
t r

jpy, tq �
»

Hδpyq
αpy, ŷqpŷ � yq b pŷ � yq

|pŷ � yq|3
�
rjpŷ, tq � rjpy, tq� dŷ

�K rjpy, tq � pF jpy, tq � sF jptqq, (7.12)

supplemented with initial conditions

rjpy, 0q � 0, Btr
jpy, 0q � 0. (7.13)

In (7.12), F jpy, tq and sF jptq denote the jth columns of the matrices F py, tq andsF ptq, respectively. The matrix K is given by (7.1).
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7.2.3 Downscaling

The macroscopic displacement uH together with the rescaled solution of the cell

problem provide an approximation to the actual solution uε. This is expressed in

the following theorem.

Theorem 7.4. Let uε be the solution of (6.10)-(6.12), where b, u0, and v0 are

given by (7.9). Assume that h P CpsΩq3. Then for almost every t P p0, T q,
lim
εÑ0

�����uεpx, tq �
�

uHpx, tq � 3̧

j�1

rj
�x

ε
, t
	

hjpxq
������

LspΩq3
� 0, (7.14)

where rj P C2pr0, T s; Ls
perpY q3q is the unique solution of (7.12)-(7.13).

Moreover, assume that λ � 0 in equation (6.10). Then, for t P p0, T q and

h P C0,βpsΩq3, the error in (7.14) is estimated by�����uεpx, tq �
�

uHpx, tq � 3̧

j�1

rj
�x

ε
, t
	

hjpxq
������

LspΩq3
¤ M2ptqεβ, (7.15)

where M2ptq is independent of ε. The function M2ptq is given explicitly in

Section 10.2.2.

7.3 Third Case

In this section, the loading force and initial data are given by

b
�
x,

x

ε
, t
	 � 0, (7.16a)

u0
�
x,

x

ε

	 � F
�x

ε

	
hpxq, (7.16b)

v0
�
x,

x

ε

	 � 0, (7.16c)

where F P Ls
perpY q3�3 and h P LspΩq3.

7.3.1 The Macroscopic Equation

The macroscopic peridynamic equation is given by

B2
t u

Hpx, tq �
»

Hγpxq
λpx̂ � xqpx̂ � xq b px̂ � xq

|x̂ � x|3 puHpx̂, tq � uHpx, tqq dx̂, (7.17)
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supplemented with initial data

uHpx, 0q � sFhpxq, Btu
Hpx, 0q � 0. (7.18)

Here the macroscopic displacement uH is the weak limit of the sequence of dis-

placements uε. This is described by the following theorem.

Theorem 7.5. Let uε be the solution of (6.10)-(6.12), where b, u0, and v0 are

given by (7.16). Then as ε Ñ 0

uεpx, tq Ñ uHpx, tq weakly in LspΩ � p0, T qq3,
where uH P C2pr0, T s; LspΩq3q is the unique solution of (7.17)-(7.18).

Moreover, assume that h P CpsΩq3. Then uH is in C2pr0, T s; CpsΩq3q.
7.3.2 The Cell–Problem

The micro-level peridynamics is given by the following equations. For j � 1, 2, 3,

B2
t r

jpy, tq �
»

Hδpyq
αpy, ŷqpŷ � yq b pŷ � yq

|pŷ � yq|3
�
rjpŷ, tq � rjpy, tq� dŷ

�K rjpy, tq, (7.19)

supplemented with initial conditions

rjpy, 0q � F jpyq � sF j, Btr
jpy, 0q � 0. (7.20)

In (7.20), F jpyq and sF j denote the jth columns of the matrices F pyq and sF , re-

spectively. The matrix K is given by (7.1).

7.3.3 Downscaling

The macroscopic displacement uH together with the rescaled solution of the cell

problem provide an approximation to the actual solution uε. This is expressed in

the following theorem.
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Theorem 7.6. Let uε be the solution of (6.10)-(6.12), where b, u0, and v0 are

given by (7.16). Assume that h P CpsΩq3. Then for almost every t P p0, T q,
lim
εÑ0

�����uεpx, tq �
�

uHpx, tq � 3̧

j�1

rj
�x

ε
, t
	

hjpxq
������

LspΩq3
� 0, (7.21)

where rj P C2pr0, T s; Ls
perpY q3q is the unique solution of (7.19)-(7.20).

Moreover, assume that λ � 0 in equation (6.10). Then, for t P p0, T q and h P
C0,βpsΩq3, the error in (7.21) is estimated by�����uεpx, tq �

�
uHpx, tq � 3̧

j�1

rj
�x

ε
, t
	

hjpxq
������

LspΩq3
¤ M3ptqεβ, (7.22)

where M3ptq is independent of ε. The function M3ptq is given explicitly in

Section 10.2.3.

7.4 Fourth Case

In this section, the loading force and initial data are given by

b
�
x,

x

ε
, t
	 � 0, (7.23a)

u0
�
x,

x

ε

	 � 0, (7.23b)

v0
�
x,

x

ε

	 � F
�x

ε

	
hpxq, (7.23c)

where F P Ls
perpY q3�3 and h P LspΩq3.

7.4.1 The Macroscopic Equation

The macroscopic peridynamic equation is given by

B2
t u

Hpx, tq �
»

Hγpxq
λpx̂ � xqpx̂ � xq b px̂ � xq

|x̂ � x|3 puHpx̂, tq � uHpx, tqq dx̂, (7.24)

supplemented with initial data

uHpx, 0q � 0, Btu
Hpx, 0q � sFhpxq. (7.25)

Here the macroscopic displacement uH is the weak limit of the sequence of dis-

placements uε. This is described by the following theorem.
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Theorem 7.7. Let uε be the solution of (6.10)-(6.12), where b, u0, and v0 are

given by (7.23). Then as ε Ñ 0

uεpx, tq Ñ uHpx, tq weakly in LspΩ� p0, T qq3,
where uH P C2pr0, T s; LspΩq3q is the unique solution of (7.24)-(7.25).

Moreover, assume that h P CpsΩq3. Then uH is in C2pr0, T s; CpsΩq3q.
7.4.2 The Cell–Problem

The micro-level peridynamics is given by the following equations. For j � 1, 2, 3,

B2
t r

jpy, tq �
»

Hδpyq
αpy, ŷqpŷ � yq b pŷ � yq

|pŷ � yq|3
�
rjpŷ, tq � rjpy, tq� dŷ

�K rjpy, tq, (7.26)

supplemented with initial conditions

rjpy, 0q � 0, Btr
jpy, 0q � F jpyq � sF j. (7.27)

In (7.27), F jpyq and sF j denote the jth columns of the matrices F pyq and sF , re-

spectively. The matrix K is given by (7.1).

7.4.3 Downscaling

The macroscopic displacement uH together with the rescaled solution of the cell

problem provide an approximation to the actual solution uε. This is expressed in

the following theorem.

Theorem 7.8. Let uε be the solution of (6.10)-(6.12), where b, u0, and v0 are

given by (7.23). Assume that h P CpsΩq3. Then for almost every t P p0, T q,
lim
εÑ0

�����uεpx, tq �
�

uHpx, tq � 3̧

j�1

rj
�x

ε
, t
	

hjpxq
������

LspΩq3
� 0, (7.28)

where rj P C2pr0, T s; Ls
perpY q3q is the unique solution of (7.26)-(7.27).
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Moreover, assume that λ � 0 in equation (6.10). Then, for t P p0, T q and h P
C0,βpsΩq3, the error in (7.28) is estimated by�����uεpx, tq �

�
uHpx, tq � 3̧

j�1

rj
�x

ε
, t
	

hjpxq
������

LspΩq3
¤ M4ptqεβ, (7.29)

where M4ptq is independent of ε. The function M4ptq is given explicitly in

Section 10.2.3.
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Chapter 8
Existence and Uniqueness Results for
the Peridynamic Equation

In this chapter, we make use of semigroup theory of operators to study the existence

and uniqueness of (6.10)-(6.12). We begin by introducing the following operators.

For v P LspΩq3, with 3
2
  s   8, let

AL,1vpxq �
»

Hγpxq
λpx̂� xqpx̂� xq b px̂� xq

|x̂� x|3 vpx̂q dx̂, (8.1)

AL,2vpxq �
»

Hγpxq
λpx̂� xqpx̂� xq b px̂� xq

|x̂� x|3 dx̂ vpxq, (8.2)

Aε
S,1vpxq �

»
Hεδpxq

1

ε2
α

�
x

ε
,
x̂

ε


 px̂� xq b px̂� xq
|x̂� x|3 vpx̂q dx̂, (8.3)

Aε
S,2vpxq �

»
Hεδpxq

1

ε2
α

�
x

ε
,
x̂

ε


 px̂� xq b px̂� xq
|x̂� x|3 dx̂ vpxq. (8.4)

Also we set

AL � AL,1 � AL,2, (8.5)

Aε
S � Aε

S,1 � Aε
S,2, (8.6)

Aε � AL � Aε
S. (8.7)

Then by making the identifications uεptq � uεp�, tq and bεptq � bp�, �
ε
, tq, we can

write (6.10)-(6.12) as an operator equation in LspΩq3$''''&''''%
:uεptq � Aεuεptq � bεptq, t P r0, T s
uεp0q � uε

0,

9uεp0q � vε
0.

(8.8)

or equivalently, as an inhomogeneous Abstract Cauchy Problem in

LspΩq3 � LspΩq3 $'&'% 9U εptq � A
εU εptq � Bεptq, t P r0, T s

U εp0q � U ε
0 .

(8.9)
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where

U εptq �
��� uεptq

9uεptq

��
, U ε
0 �

��� uε
0

vε
0

��
, Bεptq �
��� 0

bεptq

��
, and A
ε �

��� 0 I

Aε 0

��
.

Here I denotes the identity map in LspΩq3.
Proposition 8.1. Let 3

2
  s   8 and assume that bε P Cpr0, T s; LspΩq3q. Then

(a) The operators Aε and A
ε are linear and bounded on LspΩq3 and

LspΩq3 � LspΩq3, respectively. Moreover, the bounds are uniform in ε.

(b) Equation (8.9) has a unique classical solution U ε in

C1pr0, T s; LspΩq3 � LspΩq3q which is given by

U εptq � etAε

U ε
0 �

» t

0

ept�τqAε

Bεpτq dτ, t P r0, T s, (8.10)

where

etAε � 8̧

n�0

tn

n!
pAεqn. (8.11)

Moreover, equation (8.8) has a unique classical solution uε P C2pr0, T s; LspΩq3q
which is given by

uεptq � cosh
�
t
?

Aε

	
uε

0 �?
Aε

�1
sinh

�
t
?

Aε

	
vε

0

�?Aε
�1
» t

0

sinh
�
t
?

Aε

	
bεpτq dτ (8.12a)

with the notation

cosh
�
t
?

Aε

	
:� 8̧

n�0

t2n

p2nq! pAεqn (8.12b)

?
Aε

�1
sinh

�
t
?

Aε

	
:� 8̧

n�0

t2n�1

p2n� 1q! pAεqn (8.12c)

(c) The sequences puεqε¡0, p 9uεqε¡0, and p:uεqε¡0 are bounded

in L8pr0, T s; LspΩq3q.
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Proof. Part (a). It is clear that the operators Aε
S,1, Aε

S,2, AL,1, and AL,2 are linear.

So we begin the proof by showing that Aε
S,1 and Aε

S,2 are uniformly bounded on

LspΩq3 for 3
2
  s   8. Let v P LspΩq3. Then by the change of variables x̂ � x� εz

in (8.3) we obtain

Aε
S,1vpxq �

»
Hδp0q

α
�x

ε
,
x

ε
� z

	 z b z

|z|3 vpx� εzq dz. (8.13)

Let αmax � max
y,y1PY

αpy, y1q. Then by taking the Euclidean norm in (8.13), we see

that

|Aε
S,1vpxq| ¤ αmax

»
Hδp0q

1

|z| |vpx� εzq| dz

¤ αmax

�»
Hδp0q

1

|z|s1 dz


1{s1 �»
Hδp0q

|vpx� εzq|s dz


1{s
, (8.14)

where Hölder’s inequality was used in the second inequality, with 1{s� 1{s1 � 1

and 1 ¤ s1   3. By changing the variable of integration back to x̂ in the second

integral, and then taking the limit as ε Ñ 0, we see that»
Hδp0q

|vpx� εzq|s dz � 1

ε3

»
Hδεpxq

|vpx̂q|s dx̂

Ñ |Hδpxq| |vpxq|s, a.e. x, (8.15)

where we have used Lebesgue’s Differentiation Theorem to evaluate this limit. On

the other hand, we observe that the first integral in (8.14) is finite because s1   3.

Therefore, it follows from (8.14) and (8.15) that

|Aε
S,1vpxq| ¤ M1 |vpxq|,

for some real number M1 ¡ 0 which is independent of ε. It follows that

}Aε
S,1v}LspΩq3 ¤ M1 }v}LspΩq3 ,

which shows that the operator Aε
S,1 is uniformly bounded. Similarly, Aε

S,2 can be

written as

Aε
S,2vpxq �

»
Hδp0q

α
�x

ε
,
x

ε
� z

	 z b z

|z|3 dz vpxq. (8.16)
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Thus

|Aε
S,2vpxq| ¤ αmax

»
Hδp0q

1

|z| dz |vpxq|,
from which the boundedness of Aε

S,2 immediately follows. Combining these results

shows that Aε
S, which is given by Aε

S,1 �Aε
S,2, is a uniformly bounded operator on

LspΩq3.
Next we show that the linear operator AL � AL,1 �AL,2 is bounded on LspΩq3.

Let λmax � max
ξPHγp0q λpξq. Then by taking the Euclidean norm in (8.1), we see that

|AL,1vpxq| ¤ λmax

»
Hγpxq

1

|x̂� x| |vpx̂q| dx̂

¤ λmax

�»
Hγpxq

1

|x̂� x|s1 dx̂

�1{s1 �»
Hγpxq

|vpx̂q|s dx̂

�1{s
, (8.17)

where Hölder’s inequality was used in the second inequality, with 1{s� 1{s1 � 1

and 1 ¤ s1   3. By the change of variables ξ � x̂ � x, it is easy to see that the

first integral in (8.17) is independent of x and finite because s1   3. Therefore from

(8.17) we obtain

}AL,1v}LspΩq3 ¤ λmax

�»
Hγp0q

1

|z|s1 dz

�1{s1

}v}LspΩq3 .

This shows that AL,1 is bounded on LspΩq3. The boundedness of AL,2, which is

given by (8.2), is clear. Therefore AL is bounded on LspΩq3.
Since Aε � AL � Aε

S, we conclude that

}Aεv}LspΩq3 ¤ M }v}LspΩq3 , (8.18)

for some real number M ¡ 0 which is independent of ε.

The operator A
ε is clearly linear, thus it remains to show that this operator is

uniformly bounded on LspΩq3�LspΩq3. To see this, we let pv, wq P LspΩq3�LspΩq3.
The norm in this Banach space is given by

}pv, wq}LspΩq3�LspΩq3 � }v}LspΩq3 � }w}LspΩq3 .
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We note that

A
ε

�
v

w



�
�

0 I

Aε 0


�
v

w



�
�

w

Aεv



.

Thus by taking the norm, we obtain

}Aεpv, wq}LspΩq3�LspΩq3 � }w}LspΩq3 � }Aεv}LspΩq3

¤ }w}LspΩq3 � }Aε} }v}LspΩq3 . (8.19)

From (8.19) and since we may assume that M ¡ 1 in (8.18), it follows that

}Aεpv, wq}LspΩq3�LspΩq3 ¤ M}pv, wq}LspΩq3�LspΩq3 , (8.20)

completing the argument.

Part (b). We have seen from Part (a) that A
ε is a bounded linear operator on the

Banach space LspΩq3�LspΩq3. Also, since bε is in Cpr0, T s; LspΩq3q by assumption,

it follows that Bε � p0, bεq is in Cpr0, T s; LspΩq3 � LspΩq3q. From these facts, it

follows from the theory of semigroups that1

(i) The operator A
ε generates a uniformly continuous semigroup tetAεut¥0 on

LspΩq3 � LspΩq3, where etAε

is given by (8.11).

(ii) The inhomogeneous Abstract Cauchy Problem (8.9) has a unique classical

solution U ε P C1pr0, T s; LspΩq3 � LspΩq3q which is given by (8.10).

It immediately follows from (ii) that the second order inhomogeneous Abstract

Cauchy Problem (8.8) has a unique classical solution uε P C2pr0, T s; LspΩq3q. It

remains to show that uε is given explicitly by (8.12). To see this, we begin by

the following observations which can be easily shown using induction. For n �
0, 1, 2, . . ., we have

1see for example [57, 16].
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�
0 I

Aε 0


2n �
� pAεqn 0

0 pAεqn



(8.21)

�
0 I

Aε 0


2n�1 �
�

0 pAεqn
pAεqn�1 0



(8.22)

From (8.11) and by using these two equations we see that

etAε � 8̧

n�0

tn

n!

��� 0 I

Aε 0

��
n

�
�����

8̧

n�0

t2n

p2nq! pAεqn 8̧

n�0

t2n�1

p2n� 1q! pAεqn
8̧

n�0

t2n�1

p2n� 1q! pAεqn�1
8̧

n�0

t2n

p2nq! pAεqn

����

(8.23)

Equation (8.12) follows from equations (8.10) and (8.23), and the fact that

U ε �
��� uε

9uε

��
.

Part (c). We recall that

uε
0pxq :� u0px,

x

ε
q

vε
0pxq :� v0px,

x

ε
q

Also by assumption u0px, yq, v0px, yq are in LspΩ; Ls
perpY q3q. Therefore we see that

}uε
0}LspΩq3 ¤ }u0}LspΩ;Ls

perpY q3q :�
�»

Ω

»
Y

|u0px, yq|s dydx


1{s
,

}vε
0}LspΩq3 ¤ }v0}LspΩ;Ls

perpY q3q :�
�»

Ω

»
Y

|v0px, yq|s dydx


1{s
.

Thus uε
0 and vε

0 are uniformly bounded in LspΩq3, which implies that U ε
0 is uniformly

bounded in LspΩq3 � LspΩq3. Similarly we can show that for t P r0, T s, bεptq is

uniformly bounded in LspΩq3. Since bεptq is continuous in t, it follows that bε

is uniformly bounded in Cpr0, T s; LspΩq3q, which implies that Bε is uniformly

bounded in Cpr0, T s; LspΩq3 � LspΩq3q.
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Next we note that

}etAε} ¤ et}Aε}

¤ etM , (8.24)

where in the last inequality we have used the fact that A
ε is uniformly bounded.

Taking the norm in both sides of (8.10) and by using (8.24), we obtain

}U εptq}LspΩq3�LspΩq3 ¤ M1e
tM �

» t

0

ept�τqMM2 dτ, (8.25)

for some positive numbers M1, M2, and M . This implies that U ε is uniformly

bounded in L8pr0, T s; LspΩq3�LspΩq3q. Therefore the sequences puεqε¡0 and p 9uεqε¡0

are bounded in L8pr0, T s; LspΩq3q. Finally, it follows from equation (8.8) that the

sequence p:uεqε¡0 is bounded in L8pr0, T s; LspΩq3q, completing the proof.
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Chapter 9
Two-Scale Convergence and the
Two-Scale Limit Equation

The aim of this chapter is to identify the two-scale limit of the peridynamic initial-

value problem (6.10)-(6.12).

9.1 Two-Scale Convergence

We begin by defining two-scale convergence and recalling some results from two-

scale convergence. In the subsequent discussion, we will often refer to the following

function spaces

K � tψ P C8
c pR3 � Y q, ψpx, yq is Y -periodic in yu,

J � tψ P C8
c pR3 � Y � R

�q, ψpx, y, tq is Y -periodic in yu,
Q � tw P C2pr0, T s; LspΩ� Y q3q, wpx, y, tq is Y -periodic in y, and 3{2   s   8u.

Let p and p1 be two real numbers such that 1   p   8 and 1{p� 1{p1 � 1.

Definition 9.1 (Two-scale convergence [53, 1]). A sequence pvεq of functions in

LppΩq, is said to two-scale converge to a limit v P LppΩ� Y q if, as ε Ñ 0»
Ω

vεpxqψ �
x,

x

ε

	
dx Ñ

»
Ω�Y

vpx, yqψpx, yq dxdy (9.1)

for all ψ P Lp1pΩ; CperpY qq. We will often use vε 2á v to denote that pvεq two-scale

converges to v.

If the sequence pvεq is bounded in LppΩq then Lp1pΩ; CperpY qq can be replaced

by K in Definition (9.1) (see [44]).

The following are well-known results on two-scale convergence, which can be

found in [44].
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Proposition 9.2. If pvεq converges to v in LppΩq then pvεq two-scale converges torvpx, yq � vpxq.
Proposition 9.3. If ψ P K then ψpx, x

ε
q two-scale converges to ψpx, yq.

Proposition 9.4. Let pvεq be a sequence in LppΩq which two-scale converges to

v P LppΩ� Y q. Then»
Ω

vεpxqψ �
x,

x

ε

	
dx Ñ

»
Ω�Y

vpx, yqψpx, yq dxdy,

for every ψ of the form ψpx, yq � ψ1pxqψ2pyq, where ψ1 P Lrp1pΩq and ψ2 P Lr1p1
per pY q,

with 1 ¤ r ¤ 8 and 1{r � 1{r1 � 1.

Proposition 9.5. Let pvεq be a sequence in LppΩq which two-scale converges to

v P LppΩ� Y q. Then as ε Ñ 0

vε Ñ
»

Y

vpx, yq dy weakly in LppΩq.
Definition 9.1 is motivated by the following compactness result of Nguetseng,

see [53].

Theorem 9.6. Let pvεq be a bounded sequence in LppΩq. Then there exists a subse-

quence and a function v P LppΩ�Y q such that the subsequence two-scale converges

to v.

For the time-dependent problems studied in this work, we slightly modify the

above two-scale convergence definition and results to allow for homogenization

with a parameter, see [9, 12]. Here the parameter is denoted by t.

Definition 9.7. A sequence pvεq of functions in LppΩ�p0, T qq, is said to two-scale

converge to a limit v P LppΩ� Y � p0, T qq if, as ε Ñ 0»
Ω�p0,T q

vεpx, tqψ �
x,

x

ε
, t
	

dxdt Ñ
»

Ω�Y �p0,T q
vpx, y, tqψpx, y, tq dxdydt (9.2)

for all ψ P J .
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Theorem 9.8. Let pvεq be a bounded sequence in LppΩ�p0, T qq. Then there exists

a subsequence and a function v P LppΩ � Y � p0, T qq such that the subsequence

two-scale converges to v.

The proof of this result is essentially the same as the proof of Theorem 9.6. A

slight variation of Theorem 9.8 can be found in [12] and [9].

The following is a direct consequence of Definition 9.7 and the definition of weak

convergence.

Proposition 9.9. Let pvεq be a bounded sequence in LppΩ� p0, T qq that two-scale

converges to v P LppΩ� Y � p0, T qq. Then as ε Ñ 0

vε Ñ
»

Y

vpx, y, tq dy weakly in LppΩ� p0, T qq.

Finally, we state the following well-known result on the weak limit of oscillatory

periodic functions, which can be found in [10].

Proposition 9.10. Let h P LqpΩq be a Y -periodic function, where 1 ¤ q ¤ 8. Set

hεpxq � hpx
ε
q for x P Ω. Then as ε Ñ 0,

hε Ñ sh � »
Y

hpyq dy weakly in LqpΩq, (9.3)

if 1 ¤ q   8, and

hε Ñ sh weakly-� in L8pΩq, (9.4)

if q � 8.

9.2 The Two-Scale Limit Equation

In this section, we use two-scale convergence to identify the limit of (6.10)-(6.12).

We observe that the loading force and initial data given by equations (7.2), (7.9),
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(7.16), or (7.23), satisfy the following

b
�
x,

x

ε
, t
	

2á bpx, y, tq, (9.5a)

u0
�
x,

x

ε

	
2á u0px, yq, (9.5b)

v0
�
x,

x

ε

	
2á v0px, yq. (9.5c)

We note that from Proposition 8.1(c) and Theorem 9.8 it follows that, up to some

subsequences, uε 2á u, 9uε 2á u�, and :uε 2á u��, where u, u�, and u�� are in

Lspr0, T s; LspΩ� Y q3q. We shall see later that upx, y, tq is uniquely determined by

an initial value problem. Therefore u is independent of the subsequence, and the

whole sequence puεq two-scale converges to u.

In order to identify the two-scale limit of (6.10), we multiply both sides by a

test function ψpx, x
ε
, tq, where ψpx, y, tq is Y -periodic in y and is such that

ψ P C8
c pR3 � Y � Rq3, and integrate on Ω � R

�

»
Ω�R�

B2
t u

εpx, tq � ψ �
x,

x

ε
, t
	

dxdt

�
»

Ω�R�

�pAL � Aε
Squεpx, tq � b

�
x,

x

ε
, t
		 � ψ �

x,
x

ε
, t
	

dxdt

After integrating by parts twice, we obtain

»
Ω�R�

uεpx, tq � B2
t ψ

�
x,

x

ε
, t
	

dxdt�
»

Ω

Btu
εpx, 0q � ψ �

x,
x

ε
, 0
	

dx

�
»

Ω

uεpx, 0q � Btψ
�
x,

x

ε
, 0
	

dx

�
»

Ω�R�

�pAL � Aε
Squεpx, tq � b

�
x,

x

ε
, t
		 � ψ �

x,
x

ε
, t
	

dxdt
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By letting ε Ñ 0 we obtain»
Ω�Y �R�

upx, y, tq � B2
t ψpx, y, tq dxdydt�

»
Ω�Y

v0px, yq � ψpx, y, 0q dxdy

�
»

Ω�Y

u0px, yq � Btψpx, y, 0q dxdy

� lim
εÑ0

»
Ω�R�

pAL � Aε
Squεpx, tq � ψ �x,

x

ε
, t
	

dxdt

�
»

Ω�Y �R�
bpx, y, tq � ψpx, y, tq dxdydt (9.6)

For i � 1, 2, 3, we extend uipx, y, tq by periodicity from Ω� Y � p0, T q to

Ω�R
3�p0, T q. We will use the following lemma to compute the limit on the right

hand side of (9.6).

Lemma 9.11. Let w be in LspΩ; Ls
perpY q3q and define

BLwpx, yq �
»

Hγpxq
λpx̂� xqpx̂� xq b px̂� xq

|x̂� x|3
�»

Y

wpx̂, y1q dy1 � wpx, yq



dx̂,

BSwpx, yq �
»

Hδpyq
αpy, ŷqpŷ � yq b pŷ � yq

|ŷ � y|3 pwpx, ŷq � wpx, yqq dŷ.

Then as ε Ñ 0,

(a) ALuεpx, tq 2á BLupx, y, tq.
Moreover, the operator BL is linear and bounded on LspΩ; Ls

perpY q3q.
(b) Aε

Suεpx, tq 2á BSupx, y, tq.
Moreover, the operator BS is linear and bounded on LspΩ; Ls

perpY q3q.
The proof of this lemma is provided at the end of this section.

Using Lemma (9.11) and Lebesgue’s dominated convergence theorem, it follows

that

lim
εÑ0

»
Ω�R�

pAL � Aε
Squεpx, tq � ψ �x,

x

ε
, t
	

dxdt

�
»

Ω�Y �R�
pBL �BSqupx, y, tq � ψpx, y, tq dxdydt.
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Thus (9.6) becomes»
Ω�Y�R�

upx, y, tq � B2
t ψpx, y, tq dxdydt�

»
Ω�Y

v0px, yq � ψpx, y, 0q dxdy

�
»

Ω�Y

u0px, yq � Btψpx, y, 0q dxdy

�
»

Ω�Y�R�
ppBL �BSqupx, y, tq � bpx, y, tqq � ψpx, y, tq dxdydt (9.7)

We shall see from Lemma 9.13, provided before the end of this section, that u has

two classical partial derivatives with respect to t, for almost every t, and the initial

conditions supplementing (9.7) are given by

upx, y, 0q � u0px, yq, Btupx, y, 0q � v0px, yq. (9.8)

Thus by integrating by parts twice, equation (9.7) becomes»
Ω�Y�R�

B2
t upx, y, tq � ψpx, y, tq dxdydt

�
»

Ω�Y�R�
ppBL �BSqupx, y, tq � bpx, y, tqq � ψpx, y, tq dxdydt (9.9)

Since this is true for any function ψ P C8c pR3 � Y � Rq3 for which ψpx, y, tq is

Y -periodic in y, we obtain that for almost every x, y, and t

B2
t upx, y, tq � Bupx, y, tq � bpx, y, tq, (9.10)

where B � BL � BS. It follows from Lemma 9.11 that B is a bounded linear

operator on LspΩ; Ls
perpY q3q. Therefore, the initial value problem given by (9.10)

and (9.8), interpreted as a second-order inhomogeneous abstract Cauchy problem

defined on LspΩ; Ls
perpY q3q, has a unique solution u P Q.

The following summarizes the results of this chapter.
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Theorem 9.12. Let puεq be the sequence of solutions of (6.10)-(6.12). Then

uε 2á u where u P Q is the unique solution of

B2
t upx, y, tq �

»
Hγpxq

λpx̂ � xqpx̂ � xq b px̂ � xq
|x̂ � x|3

�»
Y

upx̂, y1, tq dy1 � upx, y, tq



dx̂

�
»

Hδpyq
αpy, ŷqpŷ � yq b pŷ � yq

|ŷ � y|3 pupx, ŷ, tq � upx, y, tqq dŷ

� bpx, y, tq,
(9.11)

supplemented with initial conditions

upx, y, 0q � u0px, yq, (9.12)

Btupx, y, 0q � v0px, yq. (9.13)

Lemma 9.13. Let t P r0, T s and define

gpx, y, tq �
» t

0

» τ

0

u��px, y, lq dldτ � tu�px, y, 0q � upx, y, 0q. (9.14)

Then g is in LspΩ � Y � p0, T qq3, twice differentiable with respect to t almost

everywhere, and satisfies

(a) For almost every x, y, and t, gpx, y, tq � upx, y, tq, Btgpx, y, tq � u�px, y, tq,
and B2

t gpx, y, tq � u��px, y, tq.
(b) For almost every x and y

gpx, y, 0q � upx, y, 0q � u0px, yq,
Btgpx, y, 0q � u�px, y, 0q � v0px, yq.

Proof. Part (a). Let ψ1px, yq be in C8
c pΩ � Y q3 and Y -periodic in y, and let φ be

in C8
c pR�q. Then by using integration by parts, we see that»

Ω�R�
Btu

εpx, tq � ψ1

�
x,

x

ε

	
φptq dxdt � �

»
Ω�R�

uεpx, tq � ψ1

�
x,

x

ε

	
9φptq dxdt.
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Sending ε to 0 and using the fact that, up to a subsequence, Btu
ε 2á u�, we obtain»

Ω�Y�R�
u�px, y, tq � ψ1 px, yqφptq dxdydt

� �
»

Ω�Y�R�
upx, y, tq � ψ1 px, yq 9φptq dxdydt.

Since this holds for every ψ1 we conclude that»
R�

u�px, y, tqφptq dt � �
»

R�
upx, y, tq 9φptq dt, (9.15)

for almost every x and y and for every φ P C8
c pR�q. Similarly, by using the fact

that, up to a subsequence, B2
t u

ε 2á u��, we see that»
R�

u��px, y, tqφptq dt �
»

R�
upx, y, tq:φptq dt, (9.16)

for almost every x and y and for every φ P C8
c pR�q. We note that from (9.14) it

is easy to see that g is twice differentiable in t almost everywhere and satisfies

Btgpx, y, tq �
» t

0

u��px, y, τq dτ � u�px, y, 0q, (9.17)

B2
t gpx, y, tq � u��px, y, tq. (9.18)

We will use these facts together with (9.15) and (9.16) to show that Btg � u�

almost everywhere and g � u almost everywhere.

For φ P C8
c pR�q, we have»

R�
Btgpx, y, tq 9φptq dt � �

»
R�

B2
t gpx, y, tqφptq dt

� �
»

R�
u��px, y, tqφptq dt

� �
»

R�
upx, y, tq:φptq dt

�
»

R�
u�px, y, tq 9φptq dt

where (9.18) and (9.16) were used in the second and third steps, respectively. Thus

we obtain »
R�

pBtgpx, y, tq � u�px, y, tqq 9φptq dt � 0, (9.19)

94



for every φ P C8
c pR�q. Since Btgpx, y, 0q � u�px, y, 0q, we conclude from (9.19) that

Btgpx, y, tq � u�px, y, tq almost everywhere.

We also have

»
R�

gpx, y, tq 9φptq dt � �
»

R�
Btgpx, y, tqφptq dt

� �
»

R�
u�px, y, tqφptq dt

�
»

R�
upx, y, tq 9φptq dt

where the fact that Btgpx, y, tq � u�px, y, tq almost everywhere was used in the

second step and (9.15) was used in the third step. Thus we see that

»
R�

pgpx, y, tq � upx, y, tqq 9φptq dt � 0, (9.20)

for every φ P C8
c pR�q. Since gpx, y, 0q � upx, y, 0q, we conclude from (9.20) that

gpx, y, tq � upx, y, tq almost everywhere, completing the proof of Part (a).

Part (b). Let ψpx, y, tq be in C8
c pΩ�Y �Rq3 and Y -periodic in y. Then by using

integration by parts, we see that

»
Ω�R�

Btu
εpx, tq � ψ �

x,
x

ε
, t
	

dxdt � �
»

Ω�R�
uεpx, tq � Btψ

�
x,

x

ε
, t
	

dxdt

�
»

Ω

uεpx, 0q � ψ �
x,

x

ε
, 0
	

dx.

Sending ε to 0, we obtain

»
Ω�Y�R�

u�px, y, tq � ψ px, y, tq dxdydt � �
»

Ω�Y�R�
upx, y, tq � Btψ px, y, tq dxdydt

�
»

Ω�Y

u0px, yq � ψ px, y, 0q dxdy.

(9.21)
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On the other hand, using Part (a), we see that»
Ω�Y�R�

u�px, y, tq � ψ px, y, tq dxdydt �
»

Ω�Y�R�
Btgpx, y, tq � ψ px, y, tq dxdydt

� �
»

Ω�Y�R�
gpx, y, tq � Btψ px, y, tq dxdydt

�
»

Ω�Y

gpx, y, 0q � ψ px, y, 0q dxdy

� �
»

Ω�Y�R�
upx, y, tq � Btψ px, y, tq dxdydt

�
»

Ω�Y

upx, y, 0q � ψ px, y, 0q dxdy.

(9.22)

From (9.21) and (9.22) we obtain that»
Ω�Y

�
u0px, yq � upx, y, 0q� � ψ px, y, 0q dxdy � 0,

for every ψ. Therefore

upx, y, 0q � u0px, yq,
almost everywhere. Similarly we can show that

Btupx, y, 0q � v0px, yq,
almost everywhere, completing the proof of Part (b).

Proof of Lemma 9.11. Part (a). Since AL � AL,1�AL,2, we will compute the two-

scale limits of AL,1u
ε and AL,2u

ε, then combine them to show that as ε Ñ 0,

ALuεpx, tq 2á BLupx, y, tq. (9.23)

Let ψ P C8
c pR3 � Y q3 such that ψpx, yq is Y -periodic in y, and φ P C8

c pR�q. Then

from the definition of AL,1, equation (8.1), we see that»
Ω�R�

AL,1u
εpx, tq � ψ �

x,
x

ε

	
φptq dxdt

�
»

Ω�R�

»
Hγpxq

λpx̂� xqpx̂� xq b px̂� xq
|x̂� x|3 uεpx̂, tq dx̂ � ψ �

x,
x

ε

	
φptq dxdt,

(9.24)
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Since uεpx, tq 2á upx, y, tq, we obtain using Proposition 9.9 that, as ε Ñ 0,

uε Ñ
»

Y

upx, y, tq dy weakly in LspΩ� p0, T qq3. (9.25)

It follows from (9.25) that, for fixed x,

lim
εÑ0

»
R�

»
Hγpxq

λpx̂� xqpx̂� xq b px̂� xq
|x̂� x|3 uεpx̂, tqφptq dx̂dt

�
»

R�

»
Hγpxq

λpx̂� xqpx̂� xq b px̂� xq
|x̂� x|3

�»
Y

upx̂, y1, tq dy1



φptq dx̂dt.

(9.26)

We note that by replacing vpxq with uεpx, tq in (8.17), we obtain�����»Hγpxq
λpx̂� xqpx̂� xq b px̂� xq

|x̂� x|3 uεpx̂, tq dx̂

�����
¤ λmax

�»
Hδpxq

1

|x̂� x|s1 dx̂


1{s1 �»
Hδpxq

|uεpx̂, tq|s dx̂


1{s

¤ λmax

�»
Hδpxq

1

|x̂� x|s1 dx̂


1{s1 }uε}L8pr0,T s; LspΩq3q. (9.27)

From Proposition 8.1, }uε}L8pr0,T s; LspΩq3q is bounded. Thus from (9.26), and (9.27)

and by using Lebesgue’s dominated convergence theorem, we conclude that the

convergence of the sequence of functions in (9.26) is not only point-wise in x

convergence but also strong in LspΩq3. Therefore we can use Proposition 9.2 and

(9.26) to evaluate the limit of (9.24) as ε Ñ 0. We find that

lim
εÑ0

»
Ω�R�

AL,1u
εpx, tq � ψ �

x,
x

ε

	
φptq dxdt

�
»

Ω�R�

»
Hγpxq

λpx̂� xqpx̂� xq b px̂� xq
|x̂� x|3

�»
Y

upx̂, y1, tq dy1



dx̂ � ψ �
x,

x

ε

	
φptq dxdt,

(9.28)

Next we evaluate the two-scale limit of AL,2u
ε. We recall from (8.2) that

AL,2u
εpx, tq �

»
Hγpxq

λpx̂� xqpx̂� xq b px̂� xq
|x̂� x|3 dx̂ uεpx, tq, (9.29)
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from which immediately follows that as ε Ñ 0,

AL,2u
ε 2á

»
Hγpxq

λpx̂� xqpx̂� xq b px̂� xq
|x̂� x|3 dx̂ upx, y, tq. (9.30)

Combining equations (9.28) and (9.30), the result (9.23) follows.

The fact that the two operators BL and BS are linear and bounded on the

Banach space LspΩ; Ls
perpY qq can be shown by arguments similar to those used in

the proof of Proposition 8.1.

Part (b). Since Aε
S � Aε

S,1 �Aε
S,2, we will compute the two-scale limits of Aε

S,1u
ε

and Aε
S,2u

ε, then combine them to show that as ε Ñ 0,

Aε
Suεpx, tq 2á BSupx, y, tq. (9.31)

Let ψpx, y, tq � ψ2pxqψ1pyqφptq, where ψ2 P C8
c pR3q, ψ1 P C8

perpY q3, and

φ P C8
c pR�q. Then by using (8.13), replacing vpxq with uεpx, tq, we see that»

Ω�R�
Aε

S,1u
εpx, tq � ψ �

x,
x

ε
, t
	

dxdt

�
»

Ω�R�

»
Hδp0q

α
�x

ε
,
x

ε
� z

	 z b z

|z|3 uεpx� εz, tq dz � ψ �
x,

x

ε
, t
	

dxdt.

(9.32)

We recall that α
�

x
ε
, x

ε
� z

�
is defined by equation (6.5). Without loss of generality,

we may assume that α
�

x
ε
, x

ε
� z

�
is given by

α
�x

ε
,
x

ε
� z

	 � χf

�x

ε

	
χf

�x

ε
� z

	
.

Thus after a change in the order of integration in the right hand side of equation

(9.32), we see that»
Ω�R�

Aε
S,1u

εpx, tq � ψ �
x,

x

ε
, t
	

dxdt

�
»

Hδp0q
1

|z|3
»

Ω�R�
χf

�x

ε

	
χf

�x

ε
� z

	
uεpx� εz, tq�z ψ1

�x

ε

	�z ψ2pxqφptq dxdtdz.

(9.33)
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Now we focus on evaluating the limit as ε Ñ 0 of the inner integral in (9.33). By

the change of variables r � x� εz we obtain

»
Ω�R�

χf

�x

ε

	
χf

�x

ε
� z

	
uεpx� εz, tq�z ψ1

�x

ε

	�z ψ2pxqφptq dxdt

�
»

R3�R�
χΩpr � εzqχf

�r

ε
� z

	
χf

�r

ε

	
uεpr, tq�z ψ1

�r

ε
� z

	�z ψ2pr � εzqφptq drdt

(9.34)

:� aεpzq,

where χΩ denotes the indicator function of Ω. We will show that for z P Hδp0q,

lim
εÑ0

aεpzq �
»

Ω�Y�R�
χf py � zqχf pyq upr, y, tq�z ψ1 py � zq�z ψ2prqφptq drdydt.

(9.35)

To see this, we approximate χΩ by smooth functions ζn such that as n Ñ 8,

ζnprq Ñ χΩprq almost everywhere and ζn Ñ χΩ in Ls1
locpΩq, with 1{s � 1{s1 � 1.

Then by adding and subtracting ζnpr � εzq to and from χΩpr � εzq in (9.34), we

obtain that

aεpzq � a
n,ε
1 pzq � a

n,ε
2 pzq, (9.36)

where,

a
n,ε
1 pzq :�

»
R3�R�

pχΩpr � εzq � ζnpr � εzqq �
χf

�r

ε
� z

	
χf

�r

ε

	
uεpr, tq�z ψ1

�r

ε
� z

	�z ψ2pr � εzqφptq drdt, (9.37)

a
n,ε
2 pzq :�

»
R3�R�

ζnpr � εzq �
χf

�r

ε
� z

	
χf

�r

ε

	
uεpr, tq�z ψ1

�r

ε
� z

	�z ψ2pr � εzqφptq drdt. (9.38)
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From (9.37) and by using Hölder’s inequality, we see that

|an,ε
1 pzq| ¤

�»
R3

|χΩpr � εzq � ζnpr � εzq|s1 dr


1{s1 �»
R�

�»
R3

χf

�r

ε
� z

	
χf

�r

ε

	 ���uεpr, tq�z ψ1

�r

ε
� z

	�z ψ2pr � εzq���s dr


1{s �
φptq dt. (9.39)

We note that the second term on the right hand side of (9.39) is bounded above

uniformly in ε. This follows from Hölder’s inequality applied to the inner integral

and the fact that puεqε¡0 is bounded in L8locpR�; LspΩq3q. On the other hand, by

the change of variables r1 � r � εz, the first term on the right hand side of (9.39)

becomes �»
R3

|χΩpr1q � ζnpr1q|s1 dr1

1{s1

,

which goes to zero as n Ñ 8. From these two facts and (9.39), we conclude that

for all ε ¡ 0 and z P Hδp0q,
lim
nÑ8 a

n,ε
1 pzq � 0. (9.40)

Now for fixed n, since ζn and ψ2 are smooth functions, we see that as ε Ñ 0,

ζnpr � εzqψ2pr � εzq Ñ ζnprqψ2prq uniformly. Therefore, we see from (9.38) that

lim
εÑ0

a
n,ε
2 pzq

� lim
εÑ0

»
R3�R�

ζnprq χf

�r

ε
� z

	
χf

�r

ε

	
uεpr, tq�z ψ1

�r

ε
� z

	�z ψ2prqφptq drdt

�
»

R3�Y�R�
ζnprqχf py � zqχf pyqupr, y, tq�z ψ1 py � zq�z ψ2prqφptq drdydt,

(9.41)

where in the last step the fact that puεqε¡0 two-scale converges to upr, y, tq was

used. By taking the limit as n Ñ 8 in (9.41), we obtain

lim
nÑ8 lim

εÑ0
a

n,ε
2 pzq

�
»

Ω�Y�R�
χf py � zqχf pyqupr, y, tq�z ψ1 py � zq�z ψ2prqφptq drdydt. (9.42)
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From (9.40) and (9.42) and since

lim
εÑ0

aεpzq � lim
nÑ8 lim

εÑ0
pan,ε

1 pzq � a
n,ε
2 pzqq,

equation (9.35) follows.

From (9.33) and (9.35), and by using Lebesgue’s dominated convergence theo-

rem, we obtain

lim
εÑ0

»
Ω�R�

Aε
S,1u

εpx, tq � ψ �
x,

x

ε
, t
	

dxdt

�
»

Hδp0q
1

|z|3
»

Ω�Y�R�
χf py � zqχf pyqupr, y, tq�z ψ1 py � zq�z ψ2prqφptq drdydtdz

�
»

Ω�R�

»
Hδp0q

1

|z|3
»

Y

χf py � zqχf pyqupr, y, tq�z ψ1 py � zq�z dydz ψ2prqφptqdrdt,

(9.43)

where we have changed the order of integration in the last step. After shifting the

domain of integration in the inner integral of the right hand side of equation (9.43),

we obtain »
Y

χf py � zqχf pyqupr, y, tq�z ψ1 py � zq�z dy

�
»

Y�z

χf pyqχf py � zqupr, y � z, tq�z ψ1 pyq�z dy

�
»

Y

χf pyqχf py � zqupr, y � z, tq�z ψ1 pyq�z dy, (9.44)

where in the last step the fact that the integrand is Y -periodic in y was used.

Substituting (9.44) in equation (9.43), then by changing the order of integration

we obtain

lim
εÑ0

»
Ω�R�

Aε
S,1u

εpx, tq � ψ �
x,

x

ε
, t
	

dxdt

�
»

Ω�R�

»
Y

»
Hδp0q

χf pyqχf py � zq z b z

|z|3 upr, y � z, tqdz � ψ1pyqdy ψ2prqφptqdrdt

�
»

Ω�Y�R�

»
Hδpyq

χfpyqχf pŷq pŷ � yq b pŷ � yq
|ŷ � y|3 upr, ŷ, tqdŷ � ψpr, y, tq drdydt.

(9.45)
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In the last equality the change of variables ŷ � y � z was used.

Next we evaluate the two-scale limit of Aε
S,2u

ε. Let ψ be a test function in J .

Then by using (8.16), replacing vpxq with uεpx, tq, we obtain»
Ω�R�

Aε
S,2u

εpx, tq � ψ �
x,

x

ε
, t
	

dxdt

�
»

Ω�R�

»
Hδp0q

α
�x

ε
,
x

ε
� z

	 z b z

|z|3 dz uεpx, tq � ψ �
x,

x

ε
, t
	

dxdt.

(9.46)

The right hand side of (9.46), after changing the order of integration, is equal to»
Hδp0q

1

|z|3
»

Ω�R�
α
�x

ε
,
x

ε
� z

	
uεpx, tq�z ψ

�
x,

x

ε
, t
	�z dxdtdz. (9.47)

Using the fact that puεqε¡0 two-scale converges to upx, y, tq, we see that for

z P Hδp0q,
lim
εÑ0

»
Ω�R�

α
�x

ε
,
x

ε
� z

	
uεpx, tq�z ψ

�
x,

x

ε
, t
	�z dxdt

�
»

Ω�Y�R�
α py, y � zqupx, y, tq�z ψ px, y, tq�z dxdydt. (9.48)

From (9.46), (9.47) and (9.48), and by using Lebesgue’s dominated convergence

theorem, we obtain

lim
εÑ0

»
Ω�R�

Aε
S,2u

εpx, tq � ψ �
x,

x

ε
, t
	

dxdt

�
»

Hδp0q
1

|z|3
»

Ω�Y�R�
α py, y � zqupx, y, tq�z ψ px, y, tq�z dxdydtdz

(9.49)

By changing the order of integration and then using the change of variables

ŷ � y � z, we conclude that

lim
εÑ0

»
Ω�R�

Aε
S,2u

εpx, tq � ψ �
x,

x

ε
, t
	

dxdt

�
»

Ω�Y�R�

»
Hδpyq

α py, ŷq pŷ � yq b pŷ � yq
|ŷ � y|3 dŷ upx, y, tq � ψ px, y, tq dxdydt.

(9.50)
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Equation (9.31) follows from combining (9.45) and (9.50), completing the proof.
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Chapter 10
The Macroscopic Equation and
Downscaling

The aim of this chapter is to justify the main results of Chapter 7.

10.1 Derivation of the Macroscopic Equation

We begin this section with the following observation. Let φ be a function in

Ls
perpY q3. Then

»
Y

»
Hδpyq

αpy, ŷqpŷ � yq b pŷ � yq
|pŷ � yq|3 pφpŷq � φpyqq dŷ dy � 0. (10.1)

To see this, we note that using Fubini’s theorem and the assumption that φ is

Y -periodic, the double integral in (10.1) can be written as

»
Y

»
Hδpŷq

αpy, ŷqpŷ � yq b pŷ � yq
|pŷ � yq|3 pφpŷq � φpyqq dy dŷ

� �
»

Y

»
Hδpŷq

αpŷ, yqpy � ŷq b py � ŷq
|py � ŷq|3 pφpyq � φpŷqq dy dŷ, (10.2)

where in the last equality we have used the fact αpy, ŷq � αpŷ, yq. Comparing the

double integral in (10.1) with (10.2) the result follows.

Now let

uHpx, tq �
»

Y

upx, y, tq dy.

Then from Proposition 9.9, we have that uHpx, tq is the weak limit of uεpx, tq in

LppΩ � p0, T qq3. To identify the equation that uH solves, we integrate (9.11) over
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Y to obtain

B2
t u

Hpx, tq �
»

Hγpxq
λpx̂ � xqpx̂ � xq b px̂ � xq

|x̂ � x|3 puHpx̂, tq � uHpx, tqq dx̂

�
»

Y

»
Hδpyq

αpy, ŷqpŷ � yq b pŷ � yq
|ŷ � y|3 pupx, ŷ, tq � upx, y, tqq dŷdy

�
»

Y

bpx, y, tq dy.

(10.3)

Using (10.1), the second integral on right hand side of (10.3) is equal to zero for

all x P Ω and t P p0, T q. Thus uH solves

B2
t u

Hpx, tq �
»

Hγpxq
λpx̂�xqpx̂ � xq b px̂ � xq

|x̂ � x|3 puHpx̂, tq�uHpx, tqq dx̂�
»

Y

bpx, y, tq dy,

(10.4)

supplemented with initial data

uHpx, 0q �
»

Y

u0px, yq dy, Btu
Hpx, 0q �

»
Y

v0px, yq dy. (10.5)

The initial value problem (10.4)-(10.5) can be written as the following operator

equation in LspΩq3$''''&''''%
:uHptq � ALuHptq �sbptq, t P r0, T s
uHp0q � su0,

9uHp0q � sv0.

(10.6)

where sbpx, tq �
»

Y

bpx, y, tq dy,

su0pxq �
»

Y

u0px, yq dy, and

sv0pxq �
»

Y

v0px, yq dy.

We have seen from the proof of Proposition 8.1 that AL is a bounded linear operator

on LspΩq3, thus uH P C2pr0, T s; LspΩq3q is the unique solution of 10.6.
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To complete the proof of Theorems 7.1, 7.3, 7.5, and 7.7, we show that uH is in

C2pr0, T s; CpsΩq3q, when the initial data su0 and sv0 are in CpsΩq3, and the loading

force sb is in Cpr0, T s; CpsΩq3q. In fact, it suffices to show that the linear operator

AL is bounded on the Banach space of continuous functions CpsΩq3 equipped with

the uniform norm. So we let v P CpsΩq3 and denote the uniform norm on CpsΩq3 by

} � }CpsΩq3 . Then, we recall from (8.5) that AL � AL,1 � AL,2, where AL,1 and AL,2

can be written as

AL,1vpxq �
»

Hγp0q
λpξqξ b ξ

|ξ|3 vpx � ξq dξ, (10.7)

AL,2vpxq �
»

Hγp0q
λpξqξ b ξ

|ξ|3 dξ vpxq, (10.8)

respectively. Taking the norm in (10.7) we see that

}AL,1v}CpsΩq3 � max
xPsΩ

�����»Hγp0q
λpξqξ b ξ

|ξ|3 vpx � ξq dξ

�����
¤

�
max

ξPHγp0qλpξq



max
xPsΩ

»
Hγp0q

1

|ξ| |vpx � ξq| dξ

¤
�

max
ξPHγp0qλpξq


 »
Hγp0q

1

|ξ| dξ }v}CpsΩq3 .
Thus AL,1 is bounded on CpsΩq3. It is clear that AL,2 is also bounded on CpsΩq3,
and therefore AL is bounded completing the argument.

10.2 Justifying the Downscaling Step

In this section we prove Theorems 7.2, 7.4, 7.6, and 7.8. We begin by showing that

for fixed t P p0, T q,

lim
εÑ0

���uεpx, tq � u
�
x,

x

ε
, t
	���

LspΩq3 � 0.
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By shifting the domains of integration, equation (9.11) can be written as follows

B2
t upx, y, tq �

»
Hγp0q

λpξqξ b ξ

|ξ|3
�»

Y

upx � ξ, y1, tq dy1 � upx, y, tq



dξ

�
»

Hδp0q
αpy, y � zqz b z

|z|3 pupx, y � z, tq � upx, y, tqq dz

� bpx, y, tq.

(10.9)

Since upx, y, tq is in Q and solves (10.9) with initial conditions (9.12) and (9.13),

then upx, x
ε
, tq is in C2pr0, T s; LspΩq3q and solves

B2
t u
�
x,

x

ε
, t
	 �

»
Hγp0q

λpξqξ b ξ

|ξ|3
�»

Y

upx � ξ, y1, tq dy1 � u
�
x,

x

ε
, t
	


dξ

�
»

Hδp0q
α
�x

ε
,
x

ε
� z

	 z b z

|z|3
�
u
�
x,

x

ε
� z, t

	� u
�
x,

x

ε
, t
		

dz

� b
�
x,

x

ε
, t
	

,

(10.10)

supplemented with initial conditions

upx, y, 0q � u0
�
x,

x

ε

	
, (10.11)

Btupx, y, 0q � v0
�
x,

x

ε

	
. (10.12)

We let eεpx, tq � uεpx, tq � upx, x
ε
, tq. Then by subtracting (10.10) from (6.10), we

find that eε P C2pr0, T s; LspΩq3q solves

B2
t e

εpx, tq � Aεeεpx, tq � dεpx, tq, (10.13)

eεpx, 0q � 0, (10.14)

Bte
εpx, 0q � 0. (10.15)
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where Aε is given by (8.7) and dεpx, tq is given by

dεpx, tq � dε
Lpx, tq � dε

Spx, tq, (10.16)

dε
Lpx, tq �

»
Hγp0q

λpξqξ b ξ

|ξ|3
�

u

�
x � ξ,

x � ξ

ε
, t



�
»

Y

upx � ξ, y1, tq dy1



dξ,

(10.17)

dε
Spx, tq �

»
Hδp0q

α
�x

ε
,
x

ε
� z

	 z b z

|z|3
�
u
�
x � εz,

x

ε
� z, t

	� u
�
x,

x

ε
� z, t

		
dz.

(10.18)

Since Aε is bounded, the solution of (10.13)-(10.15) is explicitly given by

eεpx, tq �
» t

0

8̧

n�0

pt � τq2n�1

p2n � 1q! pAεqndεpx, τq dτ.

Thus

}eεp�, tq}LspΩq3 ¤
» t

0

8̧

n�0

pt � τq2n�1

p2n � 1q! }pAεqn} }dεp�, τq}LspΩq3 dτ

¤
» t

0

1?
M

sinh
�?

Mpt � τq	 }dεp�, τq}LspΩq3 dτ (10.19)

where in the second inequality we have used the fact that Aε is bounded above by

an M ¡ 0 independent of ε.

In the following sections we will show that for t P p0, T q,
lim
εÑ0

}dεp�, tq}LspΩq3 � 0, (10.20)

for each of the four cases of initial and loading conditions that has been introduced

in Chapter 7. On the other hand, from (10.16)-(10.18) and the fact that u is

continuous on r0, T s, it follows that dεp�, τq is continuous on r0, ts for t ¤ T . Thus,

from equations (10.19) and (10.20), and Lebesgue’s convergence theorem, we see

that

lim
εÑ0

}eεp�, tq}LspΩq3 � 0,

from which the result follows.
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In order to prove (10.20), we will make use of the following observation:

The solution of each cell-problem of Chapter 7 has zero average over the unit cell.

To see this, we integrate equation (7.5) over Y to obtain

:srptq � »
Y

»
Hδpyq

αpy, ŷqpŷ � yq b pŷ � yq
|pŷ � yq|3 prpŷ, tq � rpy, tqq dŷ dy �K srptq,(10.21)

supplemented with initial conditions

srp0q � 0, 9srp0q � 0. (10.22)

Using (10.1), the integral on the right hand side of (10.21) is equal to zero for all

t P p0, T q. Thus sr solves

:srptq � �K srptq, (10.23)

supplemented with zero initial conditions. Obviously the solution of (10.23) is given

by »
Y

rpy, tq dy � srptq � 0, (10.24)

for all t P p0, T q. Similarly we can show that»
Y

rjpy, tq dy � srjptq � 0, (10.25)

for all t P p0, T q, where rj is the solution of (7.12), (7.19), or (7.26).

10.2.1 First Case

In this section we complete the proof of Theorem 7.2 by showing that equation

(10.20) holds true when b, u0, and v0 are given by (7.2). We also prove the error

estimate (7.8).

Using the fact that rpy, tq, the solution of the cell problem (7.5)-(7.6), has zero

average over Y , and by linearity, it is easy to check that uHpx, tq � rpy, tq solves

(9.11)-(9.13), where uH is the solution of (7.3)-(7.4). Thus by uniqueness we con-

clude that

upx, y, tq � uHpx, tq � rpy, tq. (10.26)
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Using this representation of upx, y, tq and from equations (10.17) and (10.18), we

see that dε
Lpx, tq and dε

Spx, tq are now given by

dε
Lpx, tq �

»
Hγp0q

λpξqξ b ξ

|ξ|3 r

�
x � ξ

ε
, t



dξ, (10.27)

dε
Spx, tq �

»
Hδp0q

α
�x

ε
,
x

ε
� z

	 z b z

|z|3
�
uHpx � εz, tq � uHpx, tq� dz,(10.28)

respectively.

Changing variables of integration, equation (10.27) becomes

dε
Lpx, tq �

»
Hγpxq

λpx̂ � xqpx̂ � xq b px̂ � xq
|x̂ � x|3 r

�
x̂

ε
, t



dx̂. (10.29)

Since rpy, tq is Y -periodic in y and from Proposition 9.10, we see that for fixed t,

as ε Ñ 0

r

�
x̂

ε
, t



Ñ

»
Y

rpy, tq dt � 0 weakly in LspΩq3.
Thus from (10.29) we obtain that

lim
εÑ0

dε
Lpx, tq � 0,

for x P Ω and t P p0, T q. It follows from Lebesgue’s convergence theorem that

lim
εÑ0

}dε
Lp�, tq}LspΩq3 � 0, (10.30)

for t P p0, T q. On the other hand, by taking the Euclidean norm of dε
Spx, tq in

(10.28), we obtain

|dε
Spx, tq| ¤ αmax

»
Hδp0q

1

|z|
��uHpx � εz, tq � uHpx, tq�� dz, (10.31)

where αmax � max
y,y1PY

αpy, y1q. Since uH P C2pr0, T s; CpsΩq3q (see Section 10.1), it

follows that for x P Ω and t P p0, T q

lim
εÑ0

|dε
Spx, tq| � 0. (10.32)
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Thus using Lebesgue’s convergence theorem, we obtain

lim
εÑ0

}dε
Sp�, tq}LspΩq3 � 0, (10.33)

for t P p0, T q. Equation (10.20) follows from equations (10.30) and (10.33).

Now we prove the error estimate (7.8). By setting λ � 0 in equation (7.3), we

see that its solution uH is given explicitly by

uHpx, tq � u0pxq � t v0pxq �
» t

0

pt � τqlpx, τq dτ. (10.34)

By assumption u0, v0, and lp�, tq are in C0,βpsΩq. Thus for z P Hδp0q, we see from

(10.34) that

|uHpx � εz, tq � uHpx, tq| ¤ C|εz|β � t C|εz|β �
» t

0

pt � τqC|εz|β dτ

� C

�
1 � t � t2

2



|z|βεβ, (10.35)

for some C ¡ 0. We use this bound in inequality (10.31) to obtain

|dε
Spx, tq| ¤ C

�
1 � t � t2

2



αmax

»
Hδp0q

|z|β�1 dz εβ. (10.36)

Since λ � 0 we see from (10.16)-(10.18) that dε � dε
S. Therefore from (10.36), after

a simple calculation, we obtain

}dεp�, tq}LspΩq3 ¤ 4πCαmax|Ω|1{s δβ�2

β � 2

�
1 � t � t2

2



εβ. (10.37)

By using (10.37) to bound }dεp�, τq}LspΩq3 in (10.19), the error estimate (7.8) follows.

10.2.2 Second Case

In this section we complete the proof of Theorem 7.4 by showing that equation

(10.20) holds true when b, u0, and v0 are given by (7.9). We also prove the error

estimate (7.15).

Using the fact that rpy, tq, the solution of the cell problem (7.12)-(7.13), has zero

average over Y , and by linearity, it is easy to check that uHpx, tq�°3
j�1 rjpy, tqhjpxq
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solves (9.11)-(9.13), where uH is the solution of (7.10)-(7.11). Thus by uniqueness

we conclude that

upx, y, tq � uHpx, tq � 3̧

j�1

rjpy, tqhjpxq. (10.38)

Using this representation of upx, y, tq and from equations (10.17) and (10.18), we

see that dε
Lpx, tq is now given by

dε
Lpx, tq �

»
Hγp0q

λpξqξ b ξ

|ξ|3
3̧

j�1

rj

�
x � ξ

ε
, t



hjpx � ξq dξ, (10.39)

and dε
Spx, tq can be written as

dε
Spx, tq � dε

S,1px, tq � dε
S,2px, tq, (10.40)

where,

dε
S,1px, tq �

»
Hδp0q

α
�x

ε
,
x

ε
� z

	 z b z

|z|3
�
uHpx � εz, tq � uHpx, tq� dz, (10.41)

dε
S,2px, tq �

»
Hδp0q

α
�x

ε
,
x

ε
� z

	 z b z

|z|3
3̧

j�1

rj
�x

ε
� z, t

	 phjpx � εzq � hjpxqq dz.

(10.42)

Applying the methods developed in Section 10.2.1 for (10.30) and (10.33), we

can show that for t P p0, T q,
lim
εÑ0

}dε
Lp�, tq}LspΩq3 � 0, (10.43)

and

lim
εÑ0

}dε
S,1p�, tq}LspΩq3 � 0. (10.44)

It remains to show that for t P p0, T q,
lim
εÑ0

}dε
S,2p�, tq}LspΩq3 � 0. (10.45)

From equation (10.42), we see that

|dε
S,2px, tq| ¤ αmax

»
Hδp0q

1

|z|
3̧

j�1

���rj
�x

ε
� z, t

	��� |hjpx � εzq � hjpxq| dz, (10.46)
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where αmax � max
y,y1PY

αpy, y1q. Since 3
2
  s   8, we can choose s1, with 3

2
  s1   8,

and s2, with 1 ¤ s2   3, such that 1{s � 1{s1 � 1{s2 � 1. By Hölder’s inequality

we obtain

|dε
S,2px, tq| ¤ αmax

�»
Hδp0q

1

|z|s2 dz


1{s2 3̧

j�1

�»
Hδp0q

���rj
�x

ε
� z, t

	���s1 dz


1{s1

�
�»

Hδp0q
|hjpx� εzq � hjpxq|s dz


1{s
. (10.47)

It is easy to see that�»
Hδp0q

���rj
�x

ε
� z, t

	���s1 dz


1{s1 ¤ }rjp�, tq}Ls1 pΩq3 . (10.48)

Thus from (10.47) and (10.48), and by using the triangle inequality in Ls, we obtain

}dε
S,2p�, tq} ¤ αmax

�»
Hδp0q

1

|z|s2 dz


1{s2 3̧

j�1

}rjp�, tq}Ls1 pΩq3

�
�»

Ω

»
Hδp0q

|hjpx� εzq � hjpxq|s dz dx


1{s
. (10.49)

Since hj is continuous on sΩ, we obtain from Lebesgue’s convergence theorem that

lim
εÑ0

»
Ω

»
Hδp0q

|hjpx� εzq � hjpxq|s dz dx � 0. (10.50)

Equation (10.45) follows from (10.49) and (10.50). This shows that (10.20) holds

true for this case.

Now we prove the error estimate (7.15). By setting λ � 0 in equation (7.10), we

see that its solution uH is given explicitly by

uHpx, tq �
» t

0

pt� τq sF pτq dτ hpxq. (10.51)

By assumption h is in C0,βpsΩq. Thus for z P Hδp0q, we see from (10.51) that

|uHpx� εz, tq � uHpx, tq| ¤ C|εz|β
» t

0

pt� τq sF pτq dτ, (10.52)
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for some C ¡ 0. Taking the Euclidean norm in both sides of (10.41) and using the

bound (10.52), we see that

|dε
S,1px, tq| ¤ Cαmax

» t

0

pt� τq sF pτq dτ

»
Hδp0q

|z|β�1 dz εβ, (10.53)

and it follows that

}dε
S,1p�, tq}LspΩq3 ¤ 4πCαmax|Ω|1{s δβ�2

β � 2

�» t

0

pt� τq sF pτq dτ



εβ. (10.54)

On the other hand from (10.49), after a straight forward calculation, we obtain

}dε
S,2p�, tq}LspΩq3 ¤ Cαmax

�
4π

δ3�s2

3� s2

1{s2 �

4π|Ω| δsβ�3

sβ � 3


1{s 3̧

j�1

}rjp�, tq}Ls1 pΩq3 εβ.

(10.55)

Since λ � 0 we see that dε � dε
S,1 � dε

S,2. Therefore by combining (10.54) and

(10.55) to bound }dεp�, τq}LspΩq3 in (10.19), the error estimate (7.15) follows.

10.2.3 Third and Fourth Cases

Arguments similar to those presented in Section 10.2.2 show that equation (10.20)

holds true when the loading and initial conditions are given by (7.16) or (7.23).

Also, the proofs of the error estimates (7.22) and (7.29) are similar to the proof

of (7.15) provided in Section 10.2.2. For completeness, we explicitly provide the

functions M3ptq and M4ptq of Theorems 7.6 and 7.6, respectively. The function

M3ptq is given by

M3ptq �
» t

0

1?
M

sinh
�?

Mpt� τq	 f3pτq dτ

where

f3ptq � Cαmax|Ω|1{s
�

4π| sF | δβ�2

β � 2
�
�

4π
δ3�s2

3� s2

1{s2 �

4π
δsβ�3

sβ � 3


1{s 3̧

j�1

}rjp�, tq}Ls1 pΩq3
�

and rj solves (7.19)-(7.20).

114



The function M4ptq is given by

M4ptq �
» t

0

1?
M

sinh
�?

Mpt � τq	 f4pτq dτ

where

f4ptq � Cαmax|Ω|1{s
�

4π| sF | δβ�2

β � 2
t �

�
4π

δ3�s2

3 � s2

1{s2 �

4π
δsβ�3

sβ � 3


1{s 3̧

j�1

}rjp�, tq}Ls1 pΩq3
�

and rj solves (7.26)-(7.27).

This completes the proofs of Theorems 7.6 and 7.8.
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Chapter 11
Fluctuating Long-Range Bond Model

In this chapter, we present a new multiscale analysis method for computing the de-

formation of fiber-reinforced composites modeled by the peridynamic formulation.

This is done for the Fluctuating Long-Range Bond model described in Section 6.3.

The method provides a computationally inexpensive multiscale numerical method.

This is described by Theorem 11.1. A homogenization result for this model is

expressed in Theorem 11.2.

We begin by recalling the peridynamic equation of motion for this model. By

expanding αε
L in equation (6.15), then collecting the χε

f terms, we obtain

B2
t u

εpx, tq � χε
f pxq

»
In
δ
pxq
pCf � εCmqpx̂� xq b px̂� xq

|x̂� x|2 puεpx̂, tq � uεpx, tqq dlx̂

�
»

Hδpxq
εCm

px̂� xq b px̂� xq
|x̂� x|2 puεpx̂, tq � uεpx, tqq dx̂, (11.1)

where the first integral in (11.1) is a line integral over the set

In
δ pxq � tx̂ P Hδpxq such that x̂� x is parallel to nu.

The initial conditions supplementing this equation are given by

uεpx, 0q � u0 pxq , (11.2)

Btu
εpx, 0q � v0 pxq . (11.3)

The well-posedness of equation (11.1)-(11.3) is provided in Section 11.1 (Proposi-

tion 11.4).

Theorem 11.1 (Downscaling). Let uε P C2pr0, T s; LppΩq3q be the solution

of (11.1)-(11.3), where 1 ¤ p   8. Then for t P r0, T s,
lim
εÑ0

��uεpx, tq � �
χε

f pxqwpx, tq � u0pxq � tv0pxq���
LppΩq3 � 0, (11.4)
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where w P C2pr0, T s; LppΩq3q is the solution of

B2
t wpx, tq �

»
In
δ
pxq

Cf

px̂ � xq b px̂ � xq
|x̂ � x|2 pwpx̂, tq � wpx, tqq dlx̂

�
»

In
δ
pxq

Cf

px̂ � xq b px̂ � xq
|x̂ � x|2 pu0px̂q � tv0px̂q � pu0pxq � tv0pxqqq dlx̂

(11.5)

supplemented with the initial conditions

wpx, 0q � 0, (11.6)

Bwpx, 0q � 0. (11.7)

Moreover, for t P r0, T s the error in (11.4) is estimated by��uεpx, tq � �
χε

f pxqwpx, tq � u0pxq � tv0pxq���
LppΩq3 ¤ ε M5ptq, (11.8)

where

M5ptq �
�
}u0}LppΩq3 cosh

?
Mt � }v0}LppΩq3

1?
M

sinh
?

Mt



,

and where M is a positive constant.

Theorem 11.1 is proved in Section 11.2.

The macroscopic peridynamic equation for this model is given by

B2
t u

Hpx, tq �
»

In
δ
pxq

Cf
px̂ � xq b px̂ � xq

|x̂ � x|2 puHpx̂, tq � uHpx, tqq dlx̂

� pθf � 1q
»

In
δ
pxq

Cf
px̂ � xq b px̂ � xq

|x̂ � x|2 pu0px̂q � tv0px̂q � pu0pxq � tv0pxqqq dlx̂,

(11.9)

supplemented with initial conditions

uHpx, 0q � u0 pxq , (11.10)

Btu
Hpx, 0q � v0 pxq . (11.11)

Here the macroscopic displacement uH is the weak limit of the sequence of dis-

placements uε. This is described by the following theorem.
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Theorem 11.2 (Homogenization). Let uε P C2pr0, T s; LppΩq3q be the solution

of (11.1)-(11.3), where 1 ¤ p   8. Then for t P r0, T s, as ε Ñ 0,

uεp�, tq Ñ uHp�, tq weakly in LppΩq3,

where uH P C2pr0, T s; LppΩq3q is the solution of (11.9)-(11.11). Equivalently, uH

can be computed as follows

uHpx, tq � θfwpx, tq � u0pxq � tv0pxq, (11.12)

where w solves (11.5)-(11.7).

Theorem 11.2 is proved in Section 11.2.

Remark 11.0. We observe that the macroscopic peridynamic equation (11.9) has

a nonzero loading force, although the original peridynamic equation (11.1) has

no loading force. The physical interpretation for this phenomenon is not well-

understood up to this point.

11.1 Existence and Uniqueness Results

Without loss of generality, we may choose the fiber direction to be parallel to the

x1-axis. So let n � p1, 0, 0q. We note that the matrix multiplying puεpx̂, tq�uεpx, tqq
in the first integral of (11.1) is now given by

px̂� xq b px̂� xq
|x̂� x|2 �

�� 1 0 0
0 0 0
0 0 0

�

for x̂1 � x1. Thus equation (11.1), after shifting the domain of integration in the

first integral, becomes

B2
t u

εpx, tq � pCf � εCmqχε
f pxq

» δ

�δ

puε
1px� pl, 0, 0q, tq � uε

1px, tqq dl

�
»

Hδpxq
εCm

px̂� xq b px̂� xq
|x̂� x|2 puεpx̂, tq � uεpx, tqq dx̂. (11.13)
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Let v � pv1, v2, v3q P LppΩq3 with 1 ¤ p   8. Then we define the following

operators

Afvpxq � Cf

» δ

�δ

pv1px� pl, 0, 0qq � v1pxqq dl, (11.14)

Aε
f vpxq � χε

f pxq Afvpxq, (11.15)

Amvpxq �
»

Hδpxq
Cm

px̂� xq b px̂� xq
|x̂� x|2 pvpx̂q � vpxqq dx̂, (11.16)

Aε � Aε
f � ε

�
Am � Cm

Cf

Aε
f



. (11.17)

The initial value problem (11.1)-(11.3) can be written as the following operator

equation in LppΩq3 $''''&''''%
:uεptq � Aεuεptq, t P r0, T s
uεp0q � u0,

9uεp0q � v0.

(11.18)

Existence and uniqueness of solution of (11.18) is given by the following proposi-

tion.

Proposition 11.4. Let 1 ¤ p   8. Then

(a) The operator Aε is linear and uniformly bounded on LppΩq3.

(b) Equation (11.18) has a unique classical solution uε P C2pr0, T s; LppΩq3q
which is given by

uεptq � 8̧

n�0

t2n

p2nq! pAεqnu0 � 8̧

n�0

t2n�1

p2n� 1q! pAεqnv0. (11.19)

Proof. Part (a). First, we show that the linear operator Am is bounded on LppΩq3.
Let v P LppΩq3. Then from (11.16), Am can be written as

Am � CmpAm,1 � Am,2q,
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where

Am,1vpxq �
»

Hδpxq
px̂� xq b px̂� xq

|x̂� x|2 vpx̂q dx̂, (11.20)

Am,2vpxq �
»

Hδpxq
px̂� xq b px̂� xq

|x̂� x|2 dx̂ vpxq. (11.21)

From equation (11.20) we see that

}Am,1v}pLppΩq3 ¤
»

Ω

�»
Hγpxq

|vpx̂q| dx̂

�p

dx

¤ |Ω| }v}p
LppΩq3 , (11.22)

where the fact that }v}L1pΩq3 ¤ }v}LppΩq3 was used in the last step. This shows that

Am,1 is bounded on LppΩq3. The boundedness of Am,2 is clear. Therefore Am is

bounded on LppΩq3.
Next we note that Af is bounded on LppΩq3, which is a consequence of Lemma

11.5 given at the end of this section. Thus it follows from (11.15) that Aε
f is uni-

formly bounded on LppΩq3.
Combining these results with equation (11.17), it follows that Aε is uniformly

bounded on LppΩq3, completing the proof of Part (a).

The proof of Part (b) is similar to the proof of Part (b) of Proposition 8.1.

Lemma 11.5. Let v be in LppΩq3, where 1 ¤ p   8, and define

v̌pxq �
» δ

�δ

vpx� pl, 0, 0qq dl.

Then v̌ is in LppΩq3 and

}v̌}LppΩq3 ¤ 2γ }v}LppΩq3 . (11.23)

Proof. From the definition of v̌ it is easy to see that»
Ω

|v̌pxq|p dx ¤
»

Ω

�» δ

�δ

|vpx1 � l, x2, x3q| dl


p

dx1dx2dx3. (11.24)
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Using Hölder’s inequality in the inner integral with v P LppΩq3 and 1 P Lp1pΩq3,
where 1{p� 1{p1 � 1, we obtain»

Ω

|v̌pxq|p dx ¤ p2δqp{p1
»

Ω

» δ

�δ

|vpx1 � l, x2, x3q|p dl dx1dx2dx3

� p2δqp{p1
» δ

�δ

»
Ω

|vpx1 � l, x2, x3q|p dx1dx2dx3dl, (11.25)

by Fubini’s theorem. We extend v to R
3 by setting v � 0 outside Ω. Then by the

change of variables x̂1 � x1 � l in the inner integral of (11.25), we obtain»
Ω

|vpx1 � l, x2, x3q|p dx1 ¤
»

Ω

|vpx1, x2, x3q|p dx1.

Using this estimate in (11.25), we conclude that»
Ω

|v̌pxq|p dx ¤ p2δqp{p1p2δq
»

Ω

|vpxq|p dx, (11.26)

and (11.23) follows, completing the proof.

11.2 Multiscale Analysis Using the Semigroups

Approach

The aim of this section is to prove Theorems 11.1 and 11.2. Our approach is

summarized by the following steps:

(i) Compute the two-scale limit upx, y, tq of the sequence puεq using the explicit

representation of uε, equation (11.19). We show that for fixed t P r0, T s, as

ε Ñ 0,

uεpx, tq 2á upx, y, tq, (11.27)

where u is given by

upx, y, tq � u0pxq � tv0pxq � χfpyq
8̧

n�1

t2n

p2nq! pAfqnu0pxq

�χfpyq
8̧

n�1

t2n�1

p2n� 1q! pAfqnv0pxq. (11.28)
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(ii) Compute B2
t u in (11.28) then use it to identify the two-scale limit equation.

We find that u P C2pr0, T s; LppΩq3q uniquely solves$''''&''''%
B2

t upx, y, tq � rAfupx, y, tq � bpx, y, tq,
upx, y, 0q � u0pxq,
Bupx, y, 0q � v0pxq,

(11.29)

where b is given by

bpx, y, tq � pχfpyq � 1qAfpu0 � tv0qpxq.
Here the operator rAf is defined as follows. For rv P LppΩ � Y q3,

rAfrvpx, yq � Cf

» δ

�δ

prv1px� pl, 0, 0q, yq � rv1px, yqq dl. (11.30)

(iii) The macroscopic equation is found by integrating (11.29) over Y . We find

that the macroscopic displacement uH solves$''''&''''%
B2

t u
Hpx, tq � Afu

Hpx, tq �sbpx, tq,
uHpx, 0q � u0pxq,
BuHpx, 0q � v0pxq,

(11.31)

where sb is given by

sbpx, tq � pθf � 1qAfpu0 � tv0qpxq.
Here for fixed t P r0, T s, as ε Ñ 0,

uεp�, tq Ñ uHp�, tq weakly in LppΩq3. (11.32)

(iv) The two-scale limit u can also be computed by the following method. This

method is numerically inexpensive.

upx, y, tq � χfpyqwpx, tq � u0pxq � tv0pxq, (11.33)
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where w P C2pr0, T s; LppΩq3q solves$''''&''''%
B2

t wpx, tq � Afwpx, tq � Afpu0 � tv0qpxq,
wpx, 0q � 0,

Bwpx, 0q � 0.

(11.34)

It follows from integrating (11.33) over Y that uH can also be computed by

uHpx, tq � θfwpx, tq � u0pxq � tv0pxq. (11.35)

(v) Extend u by periodicity from Ω � Y � p0, T q to Ω � R
3 � p0, T q. Then we

use the explicit representations of uε and u, equations (11.19) and (11.28),

respectively, to show that for fixed t P r0, T s,
lim
εÑ0

���uεpx, tq � u
�
x,

x

ε
, t
	���

LppΩq3 � 0. (11.36)

Now we justify steps (i)-(v).

Proof of (i). Let v P LppΩq3, where 1 ¤ p   8. Then we first show that

pAε
f qnvpxq � χε

f pxqpAfqnvpxq for all n P N. (11.37)

The proof is by induction on n. The formula (11.37) holds for n � 1 by the

definition of Aε
f . Assume that it holds for n � k. Then for n � k � 1,

pAε
f qk�1vpxq � χε

f pxqCf

» δ

�δ

�pAε
f qkv1px� pl, 0, 0qq � pAε

f qkv1pxq� dl

� χε
f pxqCf

» δ

�δ

�
χε

f px� pl, 0, 0qqpAfqkv1px� pl, 0, 0qq
� χε

f pxqpAfqkv1pxq� dl. (11.38)

Note that since x lies in a fiber if and only if x � pl, 0, 0q lies in the same fiber,

then χε
f px�pl, 0, 0qq � χε

f pxq. On the other hand pχε
f q2 � χε

f , thus (11.38) becomes

pAε
f qk�1vpxq � χε

f pxq
�

Cf

» δ

�δ

�pAfqkv1px� pl, 0, 0qq � pAfqkv1pxq� dl



� χε

f pxqpAfqk�1vpxq.
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Therefore (11.37) follows. Since pAfqnv P LppΩq, it follows from Propositions 9.3

and 9.4 of Section 9.1 that

χε
f pxqpAfqnvpxq 2á χfpyqpAfqnvpxq. (11.39)

Next we show that

pAεqnvpxq 2á χfpyqpAfqnvpxq. (11.40)

To see this, we note that from (11.17), the operator pAεqn , n P N, can be written

in the following form

pAεqn � pAε
f qn � εDε

n, (11.41)

where the operator Dε
n is bounded on LppΩq3 and satisfies

}Dε
n}   Mn (11.42)

for some M ¡ 0 independent of ε. It follows that for fixed n P N,

lim
εÑ0

εDε
nv � 0, in LppΩq3, (11.43)

and thus by Proposition 9.2, the sequence pεDε
nvqε¡0 two-scale converges to 0.

Therefore the result follows by combining (11.41), (11.39), and (11.37).

Now we recall from (11.19) that uεpx, tq is given by

uεpx, tq � u0pxq � tv0pxq � 8̧

n�1

t2n

p2nq! pAεqnu0pxq � 8̧

n�1

t2n�1

p2n� 1q! pAεqnv0pxq.
(11.44)
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Using (11.40), we will show in Section 11.2.1 that for ψ P K,

lim
εÑ0

»
Ω

8̧

n�1

t2n

p2nq! pAεqnu0pxq � ψ �x,
x

ε

	
dx

�
»

Ω

»
Y

8̧

n�1

t2n

p2nq! χfpyqpAfqnu0pxq � ψ px, yq dydx, (11.45)

lim
εÑ0

»
Ω

8̧

n�1

t2n�1

p2n� 1q! pAεqnv0pxq � ψ �x,
x

ε

	
dx

�
»

Ω

»
Y

8̧

n�1

t2n�1

p2n� 1q! χfpyqpAfqnv0pxq � ψ px, yq dydx. (11.46)

It follows from (11.45) and (11.46) that for fixed t P r0, T s, as ε Ñ 0,

uεpx, tq 2á upx, y, tq, where u is given by (11.28).

Proof of (ii). We can see from (11.28) that u P C2pr0, T s; LppΩ� Y q3q. Then by

taking the second time derivative of both sides (11.28), we obtain

B2
t upx, y, tq � χfpyq

8̧

n�0

t2n

p2nq! pAfqn�1u0pxq � χfpyq
8̧

n�0

t2n�1

p2n� 1q! pAfqn�1v0pxq
� χfpyqAfpu0 � tv0qpxq

�χfpyqAf

8̧

n�1

t2n

p2nq! pAfqnu0pxq � χfpyqAf

8̧

n�1

t2n�1

p2n� 1q! pAfqnv0pxq
(11.47)

From (11.28) and the definition of rAf, given by (11.30), we see that

rAfupx, y, tq � Afpu0 � tv0qpxq � χfpyqAf

8̧

n�1

t2n

p2nq! pAfqnu0pxq

�χfpyqAf

8̧

n�1

t2n�1

p2n� 1q! pAfqnv0pxq (11.48)

Thus from (11.47) and (11.48) we obtain that

B2
t upx, y, tq � rAfupx, y, tq � pχfpyq � 1qAfpu0 � tv0qpxq, (11.49)

and hence (11.29) follows. The linear operator rAf is bounded on LppΩ�Y q3. Thus

u is the unique solution of (11.29).
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Proof of (iii). From (11.27) and Proposition 9.9, we obtain that for fixed

t P r0, T s, as ε Ñ 0,

uεp�, tq Ñ
»

Y

up�, y, tq dy weakly in LppΩq3.

By definition uHpx, tq � ³
Y

upx, y, tq dy, thus (11.32) follows. It is clear that (11.31)

follows from integrating (11.29) over Y .

Proof of (iv). Define

wpx, tq � 8̧

n�1

t2n

p2nq! pAfqnu0pxq � 8̧

n�1

t2n�1

p2n � 1q! pAfqnv0pxq. (11.50)

Combining this equation with (11.28) gives (11.33). On the other hand, equa-

tion (11.50) implies that w P C2pr0, T s; LppΩq3q. Thus by taking the second time

derivative of both sides of (11.50) gives

B2
t wpx, tq � 8̧

n�0

t2n

p2nq! pAfqn�1u0pxq � 8̧

n�0

t2n�1

p2n � 1q! pAfqn�1v0pxq

� Afpu0 � tv0qpxq � Af

� 8̧

n�1

t2n

p2nq! pAfqnu0 � 8̧

n�1

t2n�1

p2n � 1q! pAfqnv0

�
pxq

� Afpu0 � tv0qpxq � Afwpx, tq. (11.51)

Note that from (11.50) it is easy to see that wpx, 0q � 0 and Btwpx, 0q � 0.

Combining this fact with (11.51), equation (11.34) follows. The fact that Af is

linear and bounded on LppΩq3 implies that w is the unique solution of (11.34).
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Proof of (v). Extend χf from Y to R
3 by periodicity. Then by making the sub-

stitution y � x
ε

in (11.28), we obtain

u
�
x,

x

ε
, t
	 � u0pxq � tv0pxq � χε

f pxq
8̧

n�1

t2n

p2nq! pAfqnu0pxq

�χε
f pxq

8̧

n�1

t2n�1

p2n� 1q! pAfqnv0pxq

� u0pxq � tv0pxq � 8̧

n�1

t2n

p2nq! pAε
f qnu0pxq

� 8̧

n�1

t2n�1

p2n� 1q! pAε
f qnv0pxq, (11.52)

where in the last equality we have used equation (11.37).

Now we compute the difference uεpx, tq � upx, x
ε
, tq using equations (11.19) and

(11.52). We see that

uεpx, tq � u
�
x,

x

ε
, t
	 � 8̧

n�1

t2n

p2nq! ppAεqn � pAε
f qnqu0pxq

� 8̧

n�1

t2n�1

p2n� 1q! ppAεqn � pAε
f qnq v0pxq

� 8̧

n�1

t2n

p2nq! pεDε
nqu0pxq � 8̧

n�1

t2n�1

p2n� 1q! pεDε
nq v0pxq,

(11.53)

where in the last equality we have used equation (11.41). By taking the Lp norm

in (11.53) and by using (11.42), we see that���uεpx, tq � u
�
x,

x

ε
, t
	���

LppΩq3¤ ε

8̧

n�1

t2n

p2nq! Mn}u0}LppΩq3

� ε

8̧

n�1

t2n�1

p2n� 1q! Mn}v0}LppΩq3

� ε

�
}u0}LppΩq3 cosh

?
Mt� }v0}LppΩq3

1?
M

sinh
?

Mt



thus (11.36) follows, completing the proof.
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11.2.1 Proof of (11.45) and (11.46)

In this section we prove (11.45). Equation (11.46) can be derived similarly.

We begin by the following observation

8̧

n�1

»
Ω

���� t2n

p2nq! pAεqnu0pxq � ψ �x,
x

ε

	���� dx   8. (11.54)

To see this, we use Cauchy-Schwarz inequality to obtain»
Ω

���pAεqnu0pxq � ψ �x,
x

ε

	��� dx ¤ ��pAεqnu0
��
L2pΩq3

���ψ �x,
x

ε

	���
L2pΩq3 . (11.55)

From Part (a) of Proposition 11.4, the operator Aε is uniformly bounded on L2pΩq3.
Also, it is easy to see that���ψ �x,

x

ε

	���
L2pΩq3 ¤ }ψ}L2pΩ;CperpY q3q :�

�»
Ω

sup
yPY |ψpx, yq|2 dx


1{2
.

We use these two facts in (11.55) to obtain»
Ω

���pAεqnu0pxq � ψ �x,
x

ε

	��� dx ¤ Mn
��u0

��
L2pΩq3 }ψ}L2pΩ;CperpY q3q, (11.56)

for some M ¡ 0. Therefore

8̧

n�1

»
Ω

���� t2n

p2nq! pAεqnu0pxq � ψ �x,
x

ε

	���� dx ¤ ��u0
��
L2pΩq3 }ψ}L2pΩ;CperpY q3q

8̧

n�1

t2n

p2nq! Mn,

from which (11.54) follows.

Now from (11.54) and by using Lebesgue’s dominated convergence theorem, it

is straightforward to show that»
Ω

8̧

n�1

t2n

p2nq! pAεqnu0pxq � ψ �x,
x

ε

	
dx � 8̧

n�1

»
Ω

t2n

p2nq! pAεqnu0pxq � ψ �x,
x

ε

	
dx.

(11.57)

For n P N, we define

SN,ε �
Ņ

n�1

t2n

p2nq!
»

Ω

pAεqnu0pxq � ψ �x,
x

ε

	
dx.
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Then using (11.40) we see that

lim
εÑ0

SN,ε �
Ņ

n�1

t2n

p2nq!
»

Ω�Y

χfpyqpAfqnu0pxq � ψ px, yq dxdy, (11.58)

and hence

lim
NÑ8 lim

εÑ0
SN,ε �

8̧

n�1

t2n

p2nq!
»

Ω�Y

χfpyqpAfqnu0pxq � ψ px, yq dxdy. (11.59)

Below we will show that the order of the limits in (11.59) can be interchanged, i.e.,

lim
εÑ0

lim
NÑ8SN,ε � lim

NÑ8 lim
εÑ0

SN,ε. (11.60)

Combining this with (11.57) we obtain

lim
εÑ0

»
Ω

8̧

n�1

t2n

p2nq! pAεqnu0pxq � ψ �
x,

x

ε

	
dx

� 8̧

n�1

t2n

p2nq!
»

Ω�Y

χfpyqpAfqnu0pxq � ψ px, yq dxdy. (11.61)

Applying arguments similar to those used in obtaining (11.57), we can show that

8̧

n�1

»
Ω�Y

t2n

p2nq! χfpyqpAfqnu0pxq � ψ px, yq dxdy

�
»

Ω�Y

8̧

n�1

t2n

p2nq! χfpyqpAfqnu0pxq � ψ px, yq dxdy. (11.62)

From (11.61) and (11.62), the result (11.45) follows.

To complete the proof, it remains to justify (11.60). It is sufficient to show the

double sequence pSN,εq is Cauchy. So assume that N, L P N such that N ¥ L. Then

|SN,ε � SL,ε| �
����� Ņ

n�L�1

t2n

p2nq!
»

Ω

pAεqnu0pxq � ψ �
x,

x

ε

	
dx

�����
¤ Ņ

n�L�1

t2n

p2nq!
»

Ω

���pAεqnu0pxq � ψ �
x,

x

ε

	��� dx

¤ ��u0
��
L2pΩq3 }ψ}L2pΩ;CperpY q3q

Ņ

n�L�1

t2n

p2nq!Mn, (11.63)
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where (11.56) was used in the last step. We note that the term
°N

n�L�1
t2n

p2nq!Mn

in (11.63) can be made arbitrarily small by choosing large values of N and L. We

conclude that for given ζ ¡ 0, there exists a positive integer Kpζq such that for

N, L ¡ Kpζq and all ε ¡ 0,

|SN,ε � SL,ε|   ζ. (11.64)

From (11.58) and (11.64), and by using Lemma 11.6 below, it follows that the

double sequence pSN,εq is Cauchy.

Lemma 11.6. Let pan,kq be a double sequence in R
d, d P N, such that

(a) For each n P N,

lim
kÑ8 an,k � san.

(b) Given ζ ¡ 0, there exists a positive integer N � Npζq such that for n, l ¡ N

and all k P N,

|an,k � al,k|   ζ. (11.65)

Then the double sequence pan,kq is Cauchy, and hence convergent.

Proof. Let ζ ¡ 0 and assume that N P N satisfies Part (b). Then consider the

sequence paN,kqkPN. It follows from Part (a) that this sequence is convergent, and

hence Cauchy. Thus there exists a positive integer K � KpN, ζq such that for

k, m ¡ K,

|aN,k � aN,m|   ζ. (11.66)

Let J � maxtN, Ku. Then from (11.65) and (11.66) we obtain that for

n, l, k, m ¡ J ,

|an,k � al,m| ¤ |an,k � aN,k| � |aN,k � aN,m| � |aN,m � al,m|
¤ 3ζ,

and therefore the double sequence pan,kq is Cauchy.
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[58] Ponte Castañeda, P. and Suquet, P. (1998). “Nonlinear Composites.” Ad-
vances in Applied Mechanics 34, pp. 171–302.

[59] Ponte Castaneda, P. and DeBotton, G. (1992). “On the homogenized yield
strength of two-phase composites.” Proc. Roy. Sco. Lond. A 438, pp. 419–
431.

[60] Rayleigh, L. (1892). “On the influence of obstacles arranged in rectangular
order upon the properties of a medium.” Philosophical Magazine 34, pp. 481–
502.

[61] Sachs, G. (1928). “Zur abeilung einer fleissbedingung.” Z. Ver. Dtsch. Ing. 72,
pp. 734–736.

[62] Silling, S.A. (2000). “Reformulation of elasticity theory for discontinuities and
long-range forces.” Journal of the Mechanics and Physics of Solids 48, pp. 175
- 209.

[63] Silling, S.A. (2003). “Dynamic fracture modeling with a meshfree peridynamic
code.” In: Bathe KJ, editor. Computational Fluid and Solid Mechanics, Else-
vier, Amsterdam, pp. 641 – 644.

[64] Silling, S.A. and Askari, E. (2004). “Peridynamic modeling of impact dam-
age.” In: Moody FJ, editor. PVP-Vol. 489, American Society of Mechanical
Engineers, New York, pp. 197 – 205.

[65] Silling, S.A. and Askari, E. (2005). “A meshfree method based on the peri-
dynamic model of solid mechanics.” Computers & Structures 83 pp. 1526 –
1535.

[66] Silling, S.A. and Bobaru, F. (2005). “Peridynamic modeling of membranes
and fibers.” International Journal of Nonlinear Mechanics 40, pp. 395 – 409.

135



[67] Silling, S. A., Zimmermann, M., and Abeyaratne, R. (2003). “Deformation of
a peridynamic bar.” Journal of Elasticity 73 ,pp. 173 – 190.

[68] Tartar, L. (1985). “Estimation Fine des Coefficients Homogénéisés.” in P. Kree
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