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#### Abstract

Summary. In this paper, we study a multiscale finite element method for solving a class of elliptic problems with finite number of well separated scales. The method is designed to efficiently capture the large scale behavior of the solution without resolving all small scale features. This is accomplished by constructing the multiscale finite element base functions that are adaptive to the local property of the differential operator. The construction of the base functions is fully decoupled from element to element; thus the method is perfectly parallel and is naturally adapted to massively parallel computers. We present the convergence analysis of the method along with the results of our numerical experiments. Some generalizations of the multiscale finite element method are also discussed.


Mathematics Subject Classification (1991): 65N30

## 1 Introduction

Multiscale problems occur in many scientific and engineering disciplines, such as material science, earth and environmental science, petroleum engineering, just to name a few. These problems are characterized by the great number of spatial and time scales. They are difficult to analyze theoretically or solve numerically.

[^0]When a standard finite element or finite difference method is applied to the multiscale problems, the degrees of freedom of the resulting discrete system can be extremely large due to the necessary resolution for achieving meaningful (convergent) results. Limited by computing resources, many practical problems are still beyond the reach of direct simulations. On the other hand, the large scale features of the solutions are often of the main interest. Thus, it is desirable to have a numerical method that can capture the effect of small scales on large scales without resolving the small scale details.

Here we analyze the multiscale finite element method (MsFEM) introduced in [13] for solving elliptic problems with oscillatory coefficients. The method has been successfully applied to flows and transport in random porous media [11,12]. Similar methods for transport problems in oscillatory velocity fields and wave propagation through random media are also developed and will be reported separately. The purpose of this paper is to further establish the mathematical foundation of MsFEM. In particular, we provide estimates for MsFEM when it is applied to elliptic problems with finite number of well separated scales.

The idea of multiscale finite element method is to capture small scale information through the base functions constructed in the elements whose sizes are much larger than the the small scales of the problem and much smaller than the characteristic large scale of the problem. This is achieved by solving the finite element base functions from the leading order of homogeneous elliptic equation. In this way, the information at scales smaller than the mesh size is built into the base functions. These base functions are in general oscillatory. We remark that special base functions in finite element methods have been used by several authors in capturing multiscale solutions of PDE's. In particular, the works presented in $[17,5,7,14]$ are most relevant to the multiscale finite element method [13].

The advantage of MsFEM is its ability to reduce the size of a large scale computation. This offers significant savings in computer memory. For example, let $N$ be the number of elements in each spatial direction, and let $M$ be the number of subcell elements in each direction for solving the base functions. Then there are total $(M N)^{n}$ ( n is the dimension) elements at the fine grid level. For a traditional FEM, the computer memory needed for solving the problem on the fine grid is $O\left(M^{n} N^{n}\right)$. In contrast, MsFEM requires only $O\left(M^{n}+N^{n}\right)$ amount of the memory. More discussions about the computational features of MsFEM can be found in [11].

In practice, many problems may have multiple scales ranging over a large interval. For example, in ground-water transport problems the scales can range from fine clay $10^{-4} \mathrm{~mm}$ to the coarse sand 1 mm or gravels up to 60 mm . Other problems may have continuous scales. In this paper, we
analyze the MsFEM for the problems with multiple but well separated scales. The latter problems are more difficult to analyze. We hope the present work could bridge the gap between the analyses of problems with and without scale separations.

Let $\epsilon_{k}(k=1, \ldots, n)$ be a sequence of decreasing well separated scales. We analyze the convergence rate of MsFEM for different choices of the mesh sizes, $h$. Thus, $h \ll \epsilon_{n}$ corresponds to well-resolved direct calculation, while $1 \gg h \gg \epsilon_{1}$ corresponds to the other extreme where only the largest scale feature are retained in the final solution. In most cases, however, $h$ is between two neighboring small scales $\epsilon_{k}$ and $\epsilon_{k+1}$. We establish $H^{1}$ and $L_{2}$ estimates for these three cases. For the most generic case with $\epsilon_{k} \gg h \gg \epsilon_{k+1}$, the leading order $H^{1}$ norm error of MsFEM is $C_{1} \sqrt{\epsilon_{k+1} / h}+C_{2} h / \epsilon_{k}$. The first term in the estimate is due to the capturing the scales smaller than $\epsilon_{k+1}$ through the multiscale base functions, the second term is the error of resolving scales larger than $\epsilon_{k}$ with the homogenized part of the multiscale base functions.

As it can be noticed from the $H^{1}$ error estimate, a straightforward implementation of multiscale finite element method would fail if the mesh size is close to the small scales in the physical solution. This is an important phenomenon common in other upscaling methods, i.e., the resonance between the mesh scale and small physical scales. The improvement of the resonance error requires a new method of capturing the small scale effect $[12,9]$. The second part of the error can also be improved. By changing the boundary conditions of the multiscale base functions, the homogenized part of the base function becomes higher order polynomials. Thus, we can obtain better convergence of order $h+\left(h / \epsilon_{k}\right)^{m}+\sqrt{\epsilon_{k+1} / h}$ with integer $m>1$.

For the analysis of MsFEM we use the $H^{1}$ estimates for the first order correctors of partially homogenized solutions of problems with finite number of well separated scales. We present these estimates in the paper as they are not available in the literature. We would like to mention that in [2] a convergence result of homogenization (without estimate of convergence rate) has been obtained for the case with infinite number of scales.

We also present the $L_{2}$ estimates for MsFEM. The structure of the estimates are similar to that of the $H^{1}$ norm estimates. Because of some small terms in the $H^{1}$ estimate, which cannot be expressed through the $L_{2}$ norm of the source term of the problem, the $L_{2}$ norm estimate we derived in the Aubin-Nitsche fashion contains some overestimated terms. These terms, however, contain no resonance effect. Therefore, our $L_{2}$ estimate of the resonance error is tight. Moreover, the overestimated terms can indeed be eliminated by using the method introduced in [13], which compares the solution and its numerical counterpart at discrete nodal points.

Our error estimates are confirmed by our numerical experiments. The computations are extremely large and are done on parallel computers, e.g., the Intel Paragon computer. Even so, we can only test two scale problems. We confirm the $L_{2}$ estimate when the mesh size is between the physical scales $\epsilon_{1}$ and $\epsilon_{2}$, i.e. $\epsilon_{1} \gg h \gg \epsilon_{2}$. The computations encounter difficulties because memory limitation prevents us from choosing well separated small scales in the tests. Consequently, it is difficult to separately verify each resonance error in the $L_{2}$ estimates, i.e., $C_{1} h^{2} / \epsilon_{1}^{2}$ and $C_{2} \epsilon_{2} / h$. But different numerical examples demonstrate that in some cases either one of them can be dominating, whereas in other cases both may be important. Results for $h \ll \epsilon_{2} \ll \epsilon_{1}$ are also presented.

The rest of the paper is organized as follows: The formulations of the 2-D problem and multiscale finite element method are introduced in the next section. In Sect. 3 we estimate the first order correctors for partially homogenized solutions. In Sects. 4 and 5 we derive $H^{1}$ and $L_{2}$ error estimates for MsFEM. The numerical results are presented in Sect. 6. The higher order MsFEM and other possible generalizations are discussed in the concluding remarks.

## 2 Formulations

In this section we introduce the model problem and the multiscale finite element method. In the paper the Einstein summation convention is used: summation is taken over repeated indices. Throughout the paper, we use the $L_{2}(\Omega)$ based Sobolev spaces $H^{k}(\Omega)$ equipped with norms and seminorms:

$$
\begin{aligned}
\|u\|_{k, \Omega} & =\left(\int_{\Omega} \sum_{|\alpha| \leq k}\left|D^{\alpha} u\right|^{2}\right)^{1 / 2} \\
|u|_{k, \Omega} & =\left(\int_{\Omega} \sum_{|\alpha|=k}\left|D^{\alpha} u\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

$H_{0}^{1}(\Omega)$ consists of those functions in $H^{1}(\Omega)$ that vanish on $\partial \Omega . H^{-1}(\Omega)$ is dual space of $H_{0}^{1}(\Omega)$, i.e. the set of all continuous linear functionals on $H_{0}^{1}(\Omega)$. We define $H^{1 / 2}(\partial \Omega)$ as the trace on $\partial \Omega$ of all functions in $H^{1}(\Omega)$ with the norm $\|v\|_{1 / 2, \partial \Omega}=\inf \|u\|_{1, \Omega}$ where the infimum is taken over all $u \in H^{1}(\Omega)$ with the trace $v$. In the paper the space $C^{k}(\Omega)$, continuous functions along with their $k^{t h}$ derivatives is equipped with the norm

$$
\|u\|_{C^{k}(\Omega)}=\sum_{\alpha=0}^{k} \max _{\Omega}\left|D^{\alpha} u\right| .
$$

Throughout, C (with or without subscripts) denotes a generic constant, which is independent of $\epsilon$ and $h$ (mesh size), unless otherwise stated and $C+C=$ $C, C \cdot C=C$. When no confusion is possible the same symbol may denote different constants in different places.

Consider the following elliptic model problem

$$
\begin{equation*}
L_{\epsilon} u=f \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega, \tag{2.1}
\end{equation*}
$$

where $L_{\epsilon}=\nabla_{i} a_{\epsilon}^{\mathrm{i} j} \nabla_{j}$ is the linear elliptic operator, $\epsilon$ is a small parameter, and $a_{i j}^{\epsilon}$ is symmetric and satisfies $\alpha|\xi|^{2} \leq \xi_{i} a_{i j}^{\epsilon} \xi_{j} \leq \beta|\xi|^{2}$ for all $\xi \in \mathbf{R}^{2}$ with $0<\alpha<\beta<\infty$, and $f \in C^{0}(\Omega)$.

Furthermore, we assume that $a^{\epsilon}(x)$ has the form:

$$
\begin{equation*}
a_{\epsilon}^{\mathrm{i} j}=a^{\mathrm{i} j}\left(\frac{x}{\epsilon_{1}}, \frac{x}{\epsilon_{2}}, \ldots, \frac{x}{\epsilon_{n}}\right) \tag{2.2}
\end{equation*}
$$

where $\epsilon_{1} \gg \epsilon_{2} \gg \cdots>\epsilon_{n}$ is a set of n ordered length scales, which all depend on a single parameter $\epsilon$. For example, $\epsilon_{i}, i=1, \ldots, n$ are some powers of $\epsilon, \epsilon^{p_{i}}$ with $p_{1}<p_{2}<\cdots<p_{n}$. Moreover, for simplicity we assume $a^{\mathrm{i} j}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ to be sufficiently smooth periodic functions in $y_{i}$ ( $i=1, \ldots, n$ ) in a unit cube $Y$ (e.g., $a^{\mathrm{i} j} \in C^{1}$ ). This smoothness assumption is convenient but not crucial for our analysis here. We have analyzed MsFEM for the problems with discontinuous coefficients in [10]. In the following, we assume $\Omega=(0,1) \times(0,1) \subset \mathbf{R}^{2}$.

Variational problem of (2.1) is to seek $u \in H_{0}^{1}(\Omega)$ s.t.

$$
\begin{equation*}
a(u, v)=f(v), \quad \forall v \in H_{0}^{1}(\Omega) \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
a(u, v)=\int_{\Omega} a_{\epsilon}^{\mathrm{i} j} \frac{\partial u}{\partial x_{i}} \frac{\partial v}{\partial x_{j}} d x, \quad f(v)=\int_{\Omega} f v d x \tag{2.4}
\end{equation*}
$$

It is easy to see that the bilinear form $a(\cdot, \cdot)$ is elliptic and continuous.
A finite element method is obtained by restricting the weak formulation (2.3) to a finite dimensional subspace of $H_{0}^{1}(\Omega)$. For $0<h \leq 1$, let $\mathbf{K}^{h}$ be a partition of $\Omega$ of rectangles $K$ with diameter less $h$, which is defined by an axi-parallel rectangular mesh. In each element $K \in \mathbf{K}^{h}$, we define a set of nodal basis $\left\{\phi_{K}^{i}\right\}, i=1, \ldots, d$, with $d(=4)$ being the number of nodes of the element. We will neglect the subscript $K$ when working in one element. In our multiscale method, $\phi^{i}$ satisfies

$$
\begin{equation*}
L_{\epsilon} \phi^{i}=0 \text { in } K \in \mathbf{K}^{h} . \tag{2.5}
\end{equation*}
$$

Let $x_{j} \in K(j=1, \ldots, d)$ be the nodal points of $K$. As usual we require $\phi^{i}\left(x_{j}\right)=\delta_{i j}$. One needs to specify the boundary condition of $\phi^{i}$ for
the well-poseness of (2.5). We will assume that the base functions are linear on each side of on the boundary (unless otherwise stated). So we have:

$$
V^{h}=\operatorname{span}\left\{\phi_{K}^{i} ; \quad i=1, \ldots, d, K \subset \mathbf{K}^{h}\right\} \subset H_{0}^{1}(\Omega) .
$$

In the following we study the approximate solution of (2.3) in $V^{h}$, i.e., $u^{h} \in V^{h}$ such that

$$
\begin{equation*}
a\left(u^{h}, v\right)=f(v), \quad \forall v \in V^{h} \tag{2.6}
\end{equation*}
$$

## 3 Estimates for first order correctors

In this section we review the homogenization theory of $(2.1)[6,2]$ and estimate the first order correctors, namely the difference between the solution and its $H^{1}$ approximater. The main difficulty in this estimate is to express the $H^{1}$ norm of the first order corrector through right-hand side of (2.1), i.e. $\|f\|_{0, \Omega}$. This is essential for the use of Aubin-Nitsche trick in the $L_{2}$ analysis of MsFEM. In Lemma 3.1 we prove such a result for smooth domains. However, for convex polygons we could not obtain the similar estimate. As shown later, this leads to a slightly overestimated $L_{2}$ norm error.

We consider the case with two scale cases:

$$
\begin{equation*}
\nabla_{i} a^{\mathrm{i} j}\left(\frac{x}{\epsilon_{1}}, \frac{x}{\epsilon_{2}}\right) \nabla_{j} u_{\epsilon}=f \text { in } \Omega, \quad u^{\epsilon}=0 \text { on } \partial \Omega \tag{3.1}
\end{equation*}
$$

where $f \in L_{2}(\Omega)$ and $\epsilon_{1} \gg \epsilon_{2}$. For further convenience we take $y=\frac{x}{\epsilon_{1}}$ and $z=\frac{x}{\epsilon_{2}}$. Fixing $\frac{x}{\epsilon_{1}}=\lambda$ as a parameter we consider $a^{\mathrm{i} j}\left(\frac{x}{\epsilon_{1}}, \frac{x}{\epsilon_{2}}\right)$ as a family of functions $a^{\mathrm{i} j}(\lambda, z)$ where $\lambda$ is a parameter. By the assumption made in the previous section, $a(\lambda, z)$ is $z$ periodic for any $\lambda$ and $\alpha|\xi|^{2} \leq \xi_{i} a^{\mathrm{i} j}(\lambda, z) \xi_{j} \leq$ $\beta|\xi|^{2}$ for all $\xi \in \mathbf{R}^{2}$ with $0<\alpha<\beta<\infty$. Then the family of operators,

$$
\begin{equation*}
A_{\lambda}^{\epsilon}=\frac{\partial}{\partial x_{i}} a^{\mathrm{i} j}\left(\lambda, \frac{x}{\epsilon_{2}}\right) \frac{\partial}{\partial x_{j}} \tag{3.2}
\end{equation*}
$$

can be homogenized by the standard homogenization rule, $\lambda$ being a parameter. Furthermore we homogenize $A_{\lambda}^{\epsilon}$ with respect to $\epsilon_{1}$. Thus

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}} a^{\mathrm{i} j}\left(\frac{x}{\epsilon_{1}}, \frac{x}{\epsilon_{2}}\right) \frac{\partial}{\partial x_{j}}, \tag{3.3}
\end{equation*}
$$

is homogenized in two steps by the reiterated homogenization. More specifically, we define $\chi_{\lambda}^{k}(z)$ on $Z=(0,1) \times(0,1)$ as the periodic solution of

$$
\begin{equation*}
\frac{\partial}{\partial z_{i}} a^{\mathrm{i} j}(\lambda, z) \frac{\partial\left(\chi_{\lambda}^{k}(z)+z_{k}\right)}{\partial z_{j}}=0 \tag{3.4}
\end{equation*}
$$

such that $\int_{Z} \chi_{\lambda}^{k}(z)=0$. Then the homogenized operator for $A_{\lambda}^{\epsilon}$ is given by

$$
\begin{equation*}
A_{\lambda}=\frac{\partial}{\partial x_{i}} a_{\lambda}^{\mathrm{i} j} \frac{\partial}{\partial x_{j}} \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{\lambda}^{\mathrm{i} j}=\frac{1}{|Z|} \int_{Z} a_{k l}(\lambda, z) \frac{\partial\left(\chi_{\lambda}^{i}+z_{i}\right)}{\partial z_{k}} \frac{\partial\left(\chi_{\lambda}^{j}+z_{j}\right)}{\partial z_{l}} d z . \tag{3.6}
\end{equation*}
$$

Now taking into account that $\lambda=y=\frac{x}{\epsilon_{1}}, A_{\lambda}$ can be homogenized as

$$
A_{0}=\frac{\partial}{\partial x_{i}} a_{0}^{\mathrm{ij}} \frac{\partial}{\partial x_{j}}
$$

where

$$
\begin{equation*}
a_{0}^{\mathrm{i} j}=\frac{1}{|Y|} \int_{Y} a^{k l}(y) \frac{\partial\left(\chi^{i}+y_{i}\right)}{\partial y_{k}} \frac{\partial\left(\chi^{j}+y_{j}\right)}{\partial y_{l}} d y \tag{3.7}
\end{equation*}
$$

and $\chi^{j}$ is the periodic solution of $A_{\lambda}\left(\chi^{j}-y_{j}\right)=0$, such that $\int_{Y} \chi^{j}=0$.
Remark 3.1. The reiterated homogenization procedure can be used for the n -scale case. Denoting $H$ as the partial homogenization operator we have

$$
a_{0}=H \circ H \circ \cdots \circ H \circ a\left(\frac{x}{\epsilon_{1}}, \frac{x}{\epsilon_{2}}, \ldots, \frac{x}{\epsilon_{n}}\right) .
$$

Following the homogenization steps represented above we can approximate the solution of (3.1) as

$$
\begin{equation*}
u_{\epsilon}=u_{0}^{\lambda}+\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}+\theta_{\epsilon} \tag{3.8}
\end{equation*}
$$

where $u_{0}^{\lambda}$ is the solution of

$$
\begin{equation*}
A_{\lambda} u_{0}^{\lambda}=f \quad \text { in } \Omega, \quad u_{0}^{\lambda}=0 \quad \text { on } \partial \Omega . \tag{3.9}
\end{equation*}
$$

Lemma 3.1. Let $\theta_{\epsilon}$ be the solution of (3.8), then under the assumption that $\partial \Omega$ is sufficiently smooth we have

$$
\begin{equation*}
\left\|\theta_{\epsilon}\right\|_{H^{1}(\Omega)} \leq\left(C_{1} \epsilon_{2}^{1 /(2+\eta)}+C_{2} \frac{\epsilon_{2}}{\epsilon_{1}}\right)\|f\|_{0, \Omega} \tag{3.10}
\end{equation*}
$$

where $\eta>0$ is an arbitrary positive number.

Proof. The proof of this lemma uses the notations introduced earlier. Denoting $u_{\epsilon}^{1}=u_{0}^{\lambda}+\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}$ we can write $a_{\epsilon}^{\mathrm{i} j} \nabla_{j} u_{\epsilon}^{1}$ as:

$$
\begin{align*}
a_{\epsilon}^{\mathrm{i} j} \nabla_{j} u_{\epsilon}^{1} & =\left(a_{\epsilon}^{\mathrm{i} j}+a_{\epsilon}^{\mathrm{i} k} \nabla_{k}^{z} \chi_{\lambda}^{j}\right) \nabla_{j} u_{0}^{\lambda}+\epsilon_{2} a_{\epsilon}^{\mathrm{i} j} \chi_{\lambda}^{m} \nabla_{j} \nabla_{m} u_{0}^{\lambda} \\
& =a_{\lambda}^{\mathrm{i} j} \nabla_{j} u_{0}^{\lambda}+g_{i}^{j} \nabla_{j} u_{0}^{\lambda}+\epsilon_{2} a_{\epsilon}^{\mathrm{i} j} \chi_{\lambda}^{m} \nabla_{j} \nabla_{m} u_{0}^{\lambda} \tag{3.11}
\end{align*}
$$

where $g_{i}^{j}=a_{\epsilon}^{\mathrm{i} j}+a_{\epsilon}^{\mathrm{i} k} \nabla_{k}^{z} \chi_{\lambda}^{j}-a_{\lambda}^{\mathrm{i} j}$ with $\nabla_{k}^{z}$ denoting $\partial / \partial z_{k}$. Using (3.4) and the fact that $\nabla_{i} a_{\lambda}^{\mathrm{i} j} \nabla_{j}$ is a partially homogenized operator for (3.3) we have

$$
\begin{equation*}
\int_{Z} g_{i}^{j} d z=0 \quad \text { and } \quad \frac{\partial}{\partial z_{i}} g_{i}^{j}=0 \tag{3.12}
\end{equation*}
$$

Thus, $g_{i}^{k}$ is a periodic solenoidal vector with average zero. It can be expressed as [15]

$$
g_{i}^{k}=\frac{\partial}{\partial z_{j}} \alpha_{i j}^{k}(y, z)
$$

where $\alpha_{i j}^{k}=-\alpha_{j i}^{k}$ and $\alpha_{i j}^{k} \in\left(L_{2}(Y), H^{1}(Z)\right)$. Using this representation we can write (3.11) as
$a_{\epsilon}^{\mathrm{i} j} \nabla_{j} u_{\epsilon}^{1}=a_{\lambda}^{\mathrm{i} j} \nabla_{j} u_{0}^{\lambda}+\epsilon_{2} \frac{\partial}{\partial x_{j}}\left(\alpha_{i j}^{k}(y, z) \frac{\partial}{\partial x_{k}} u_{0}^{\lambda}\right)-\frac{\epsilon_{2}}{\epsilon_{1}} \frac{\partial}{\partial y_{j}}\left(\alpha_{i j}^{k} \frac{\partial}{\partial x_{k}} u_{0}^{\lambda}\right)$

$$
\begin{equation*}
-\epsilon_{2} \alpha_{i j}^{k}(y, z) \frac{\partial^{2}}{\partial x_{j} \partial x_{k}} u_{0}^{\lambda}+\epsilon_{2} a_{\epsilon}^{\mathrm{i} j} \chi_{\lambda}^{m} \nabla_{j} \nabla_{m} u_{0}^{\lambda} \tag{3.13}
\end{equation*}
$$

Denoting the last two terms on the r.h.s. by $r_{\epsilon}^{i}$, from (3.1), (3.8), and (3.9) we have

$$
\begin{align*}
& \nabla_{i} a_{\epsilon}^{\mathrm{i} j} \nabla_{j} \theta_{\epsilon}=-\operatorname{div} \mathbf{r}_{\epsilon} \quad \text { in } \Omega, \\
& \theta_{\epsilon}=\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda} \quad \text { on } \partial \Omega . \tag{3.14}
\end{align*}
$$

Equation (3.14) along with the regularity properties for the solution of the elliptic PDE gives

$$
\begin{equation*}
\left\|\theta_{\epsilon}\right\|_{H^{1}(\Omega)} \leq C\left\|\operatorname{div} \mathbf{r}_{\epsilon}\right\|_{-1, \Omega}+C\left\|\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{H^{1 / 2}(\partial \Omega)} \tag{3.15}
\end{equation*}
$$

Furthermore using the fact that $\|\operatorname{div} \mathbf{p}\|_{-1, \Omega} \leq C\|p\|_{0, \Omega}$ for any $p \in L_{2}(\Omega)$ we have

$$
\begin{align*}
\left\|\operatorname{div} \mathbf{r}_{\epsilon}\right\|_{-1, \Omega} \leq C\left\|\mathbf{r}_{\epsilon}\right\|_{0, \Omega} \leq & C\left\|\epsilon_{2} \alpha_{i j}^{k}(y, z) \frac{\partial^{2}}{\partial x_{j} \partial x_{k}} u_{0}^{\lambda}\right\|_{0, \Omega} \\
& +C\left\|\epsilon_{2} a_{\epsilon}^{\mathrm{i} j} \nabla_{j} \nabla_{m} u_{0}^{\lambda}\right\|_{0, \Omega}  \tag{3.16}\\
\leq & C \epsilon_{2}\left|u_{0}^{\lambda}\right|_{2, \Omega} \leq C \frac{\epsilon_{2}}{\epsilon_{1}}\|f\|_{0, \Omega} .
\end{align*}
$$

In the last step we have used

$$
\begin{equation*}
\left|u_{0}^{\lambda}\right|_{2, \Omega} \leq \frac{C}{\epsilon_{1}}\|f\|_{0, \Omega} \tag{3.17}
\end{equation*}
$$

which can be shown following [16].
To estimate of the second term on the r.h.s. of (3.15) we use

$$
\begin{equation*}
\left\|\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{H^{1 / 2}(\partial \Omega)}=\inf \|\phi\|_{1, \Omega}, \tag{3.18}
\end{equation*}
$$

where the inf is over all $\phi$ satisfying $\phi=\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}$ on the boundary $\partial \Omega$. For the construction of the continuation of $\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}$ on to $\Omega$ we introduce a family of boundary functions $\tau^{\epsilon}$ satisfying the following conditions [15].

1. $\tau^{\epsilon} \in C_{0}^{\infty}(\Omega), 0 \leq \tau^{\epsilon} \leq 1, \tau^{\epsilon}=1$ outside the $\epsilon_{2}$ neighborhood of $\partial \Omega$.
2. $\epsilon_{2}\left|\nabla \tau^{\epsilon}\right| \leq C$ in $\Omega$, where the constant $C$ does not depend on $\epsilon_{i}(\mathrm{i}=1,2)$. Such functions can be constructed for any domain with Lipschitz boundary. Then we have

$$
\begin{align*}
&\left\|\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{H^{1 / 2}(\partial \Omega)} \\
& \leq\left\|\left(1-\tau^{\epsilon}\right) \epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{H^{1}(\Omega)} \\
& \leq C\left\|\left(1-\tau^{\epsilon}\right) \epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{0, \Omega} \\
& \quad+C\left\|\left(\nabla \tau^{\epsilon}\right) \epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{0, \Omega} \\
& \quad+C\left\|\left(1-\tau^{\epsilon}\right) \epsilon_{2} \nabla \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{0, \Omega} \\
& \quad+C\left\|\left(1-\tau^{\epsilon}\right) \epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla \nabla_{m} u_{0}^{\lambda}\right\|_{0, \Omega} \\
& \leq C \epsilon_{2}\left\|u_{0}^{\lambda}\right\|_{1, \Omega}+C\left\|\left(\nabla \tau^{\epsilon}\right) \epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{0, \Omega} \\
& \quad+C\left\|\left(1-\tau^{\epsilon}\right) \epsilon_{2} \nabla \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{0, \Omega}+C \epsilon_{2}\left\|u_{0}^{\lambda}\right\|_{2, \Omega} \\
& \leq C \epsilon_{2}\left\|u_{0}^{\lambda}\right\|_{1, \Omega}+\left\|\epsilon_{2} \nabla \tau^{\epsilon}\right\|_{L^{2+\eta}(\Omega)}\left|u_{0}^{\lambda}\right|_{W^{1,2+4 / \eta}(\Omega)} \\
&+C\left\|1-\tau^{\epsilon}\right\|_{L^{2+\eta}(\Omega)}\left|u_{0}^{\lambda}\right|_{W^{1,2+4 / \eta}(\Omega)}+C \epsilon_{2}\left|u_{0}\right|_{2, \Omega} \tag{3.19}
\end{align*}
$$

where $\eta>0$. Furthermore using the inequalities

$$
\begin{align*}
\left\|u_{0}^{\lambda}\right\|_{2, \Omega} & \leq \frac{C}{\epsilon_{1}}\|f\|_{0, \Omega} \\
\left\|\epsilon_{2} \nabla \tau^{\epsilon}\right\|_{L^{2+\eta}(\Omega)} & \leq C \epsilon_{2}^{1 /(2+\eta)} \\
\left\|1-\tau^{\epsilon}\right\|_{L^{2+\eta}(\Omega)} & \leq C \epsilon_{2}^{1 /(2+\eta)} \\
\left\|\nabla u_{0}^{\lambda}\right\|_{L^{2+4 / \eta}(\Omega)} & \leq C\|f\|_{0, \Omega} \tag{3.20}
\end{align*}
$$

we conclude (3.10). Note that the last inequality follows from Theorem 4(i) of [3].

Remark 3.2. For convex polygon domains we assume that $u_{\epsilon}$ (or any partially homogenized part of it) is in $C^{2}(\Omega)$ for the fixed $\epsilon$ and

$$
\begin{equation*}
\left\|u_{\epsilon}\right\|_{C^{1}(\Omega)} \leq C, \quad\left\|u_{\epsilon}\right\|_{C^{2}(\Omega)} \leq \frac{C}{\epsilon_{n}} \tag{3.21}
\end{equation*}
$$

where $\epsilon_{n}$ is the smallest scale in (2.2) (or in the partially homogenized problem). This assumptions is true for fixed $\epsilon_{i}(i=1, \ldots, n)$ under the compatibility conditions stated in [4]. Under the assumptions (3.21), for convex polygonal domains we have

$$
\begin{equation*}
\left\|\theta_{\epsilon}\right\|_{H^{1}(\Omega)} \leq C \frac{\epsilon_{2}}{\epsilon_{1}}+C_{1} \sqrt{\epsilon_{2}} . \tag{3.22}
\end{equation*}
$$

In the analysis of MsFEM the assumptions (3.21) will be used. In the last section of the paper we present the error analysis for MsFEM without using the assumptions (3.21).

Remark 3.3. For further convenience the quantities which depend on $\frac{\epsilon_{i}}{\epsilon_{i-1}}$ with $2 \leq i \leq n$ and $\epsilon_{i}, i \geq 1$, we denote $O(\epsilon)$. It indicates that $O(\epsilon)$ is an asymptotically small quantity independent of the mesh size.

The above procedure can be applied for homogenization of many scale problems. Instead of (3.8), using the reiterated homogenization we find

$$
\begin{equation*}
u_{\epsilon}=u_{0}\left(x, \frac{x}{\epsilon_{1}}, \ldots, \frac{x}{\epsilon_{m}}\right)+u_{\epsilon}^{1}+\theta_{\epsilon} \tag{3.23}
\end{equation*}
$$

where $u_{0}$ is the partially homogenized part of $u_{\epsilon}$ over the scales $\epsilon_{m+1}, \ldots$, $\epsilon_{n}, u_{\epsilon}^{1}$ is given by
$u_{\epsilon}^{1}=\sum_{i=1}^{n-m+1}\left(\sum_{m_{k}, m<m_{1} \leq \cdots \leq m_{i} \leq n} \epsilon_{m_{i}} \chi^{k_{i}}\left(\frac{x}{\epsilon_{m_{i}}}\right)\right.$

$$
\left.\times\left(\epsilon_{m_{i-1}} \nabla_{k_{i}} \chi^{k_{i-1}}\left(\frac{x}{\epsilon_{m_{i-1}}}\right)\right) \ldots\left(\epsilon_{m_{1}} \nabla_{k_{2}} \chi^{k_{1}}\left(\frac{x}{\epsilon_{m_{1}}}\right)\right) \nabla_{k_{1}} u_{0}\right)
$$

and $\theta_{\epsilon}$ is the remaining part. The details of the derivation of (3.24) is omitted here. Furthermore, it can be shown that for smooth domains $\Omega$

$$
\left\|\theta_{\epsilon}\right\|_{H^{1}(\Omega)} \leq O(\epsilon)\|f\|_{0, \Omega}
$$

with

$$
O(\epsilon)=C_{1} \epsilon_{m+1}^{1 /(2+\eta)}+C_{2} \max _{i \geq m+1} \frac{\epsilon_{i}}{\epsilon_{i-1}} \quad(\eta>0)
$$

For convex polygonal domains, under the assumptions (3.21) the estimate for $\theta_{\epsilon}$ is similar to (3.22),

$$
\begin{equation*}
\left\|\theta_{\epsilon}\right\|_{H^{1}(\Omega)} \leq C_{1} \epsilon_{m+1}^{1 / 2}+C_{2} \max _{i \geq m+1} \frac{\epsilon_{i}}{\epsilon_{i-1}} \tag{3.25}
\end{equation*}
$$

## $4 H^{1}$ estimates

For simplicity, we first present the estimates for problems with two scales in detail. The multiscale case can be analyzed in a similar manner.

## 4.1 $H^{1}$ estimates for two scale case

In this section we analyze the MsFEM for three different cases: (1) $\epsilon_{1} \gg$ $h \gg \epsilon_{2}$, (2) $h \gg \epsilon_{1} \gg \epsilon_{2}$, and (3) $\epsilon_{1} \gg \epsilon_{2} \gg h$. As in the standard FEM we have Cea's Lemma [13]:

Lemma 4.1. Let $u$ and $u^{h}$ be the solutions of (2.1) and (2.6) respectively. Then

$$
\begin{equation*}
\left\|u-u^{h}\right\|_{1, \Omega} \leq C \frac{\beta}{\alpha}\|u-v\|_{1, \Omega}, \quad \forall v \in V^{h} \tag{4.1}
\end{equation*}
$$

Next we formulate two lemmas which will be used in the analysis of MsFEM. In the formulations of these lemmas the domain $K$ is a finite element (e.g., rectangular), $K \in \mathbf{K}^{h}$, whose diameter is of order $h$.

Lemma 4.2. For any $f \in H^{1}(K)$ we have

$$
\begin{equation*}
\|f\|_{L_{2}(\partial K)} \leq C h^{1 / 2}|f|_{H^{1}(K)}+C h^{-1 / 2}\|f\|_{L_{2}(K)} \tag{4.2}
\end{equation*}
$$

This lemma can be derived from the standard trace inequality [1] using the scaling argument. We omit the proof of the lemma.

The next lemma is an interpolation inequality (see e.g. [8]):
Lemma 4.3. If $u \in H_{0}^{1}(K) \bigcap H^{2}(K)$, then

$$
\|\nabla u\|_{L_{2}(K)} \leq C h\|\Delta u\|_{L_{2}(K)}
$$

### 4.1.1 Case 1: $\epsilon_{1} \gg h \gg \epsilon_{2}$

Theorem 4.4. Let $u_{\epsilon}$ and $u_{\epsilon}^{h}$ be the solution and MsFEM solution of (2.1) respectively. Then

$$
\begin{equation*}
\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{1, \Omega} \leq C_{1} \frac{h}{\epsilon_{1}}+C_{2}\left(\frac{\epsilon_{2}}{h}\right)^{1 / 2} . \tag{4.3}
\end{equation*}
$$

Proof. Define $v_{\epsilon}^{h} \in V^{h}$ such that in each $K \in \mathbf{K}^{h}$

$$
\begin{equation*}
v_{\epsilon}^{h}(x)=\left(I_{k} u\right)(x)=\sum_{j=1}^{d} \alpha_{j} \phi^{j}(x) \tag{4.4}
\end{equation*}
$$

with $\alpha_{j}=u_{0}\left(x_{j}\right)$ where $u_{0}$ is the partially homogenized part of $u_{\epsilon}$ over the scale $\epsilon_{2}$ and $x_{j}$ are the nodal points of $K$. Then in any element $K \in \mathbf{K}^{h}$ we have

$$
\begin{equation*}
\nabla_{i} a_{\epsilon}^{\mathrm{i} j} \nabla_{j}\left(u_{\epsilon}-v_{\epsilon}^{h}\right)=f \quad \text { in } K \tag{4.5}
\end{equation*}
$$

where $v_{\epsilon}^{h}$ on $\partial K$ is a piecewise linear function whose values at the nodal points are $u_{0}\left(x_{j}\right)$.

We divide the solution of (4.5) into two parts: $\left(u_{\epsilon}-v_{\epsilon}^{h}\right)=\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{1}+$ $\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{2}$, where $\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{1}$ and $\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{2}$ satisfy

$$
\begin{array}{r}
\nabla_{i} a_{i j}^{\epsilon} \nabla_{j}\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{1}=f \quad \text { in } K  \tag{4.6}\\
\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{1}=0 \quad \text { on } \partial K
\end{array}
$$

$$
\begin{gather*}
\nabla_{i} a_{\epsilon}^{\mathrm{i} j} \nabla_{j}\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{2}=0 \text { in } K, \\
\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{1}=\left(u_{\epsilon}-v_{\epsilon}^{h}\right) \text { on } \partial K \tag{4.7}
\end{gather*}
$$

respectively. $\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{1}$ can be estimated from (4.6) using the Lemma 4.3,

$$
\begin{equation*}
\left\|\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{1}\right\|_{H^{1}(K)} \leq C h\|f\|_{L_{2}(K)} \tag{4.8}
\end{equation*}
$$

As for $\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{2}$, using the expansion over the scale $\epsilon_{2}, u_{\epsilon}=u_{0}+$ $\epsilon_{2} \chi_{\lambda}^{m} \nabla_{m} u_{0}+\theta_{\epsilon}$, and (4.7) we have

$$
\begin{aligned}
& \left\|\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{2}\right\|_{H^{1}(K)} \\
& \quad \leq\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)} \\
& \quad \leq C\left\|u_{0}+\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)}+C\left\|\theta_{\epsilon}\right\|_{H^{1 / 2}(\partial K)} \\
& \quad \leq C\left\|u_{0}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)}+C\left\|\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}\right\|_{H^{1 / 2}(\partial K)}
\end{aligned}
$$

(4.9) $+C\left\|\theta_{\epsilon}\right\|_{H^{1}(K)}$.

Combination of (4.8) and (4.9) gives

$$
\begin{align*}
\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1}(K)} \leq & C_{1} h\|f\|_{0, K}+C\left\|u_{0}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)} \\
& +C\left\|\epsilon_{2} \chi^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}\right\|_{H^{1 / 2}(\partial K)}+C\left\|\theta_{\epsilon}\right\|_{H^{1}(K)} . \tag{4.10}
\end{align*}
$$

The third term on the r.h.s. of this inequality can be estimated as

$$
\begin{align*}
& \left\|\epsilon_{2} \chi^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}\right\|_{H^{1 / 2}(\partial K)}  \tag{4.11}\\
& \quad \leq\left\|\epsilon_{2} \chi^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}\right\|_{L_{2}(\partial K)}^{1 / 2}\left\|\epsilon_{2} \chi^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}\right\|_{H^{1}(\partial K)}^{1 / 2} \\
& \quad \leq C \epsilon_{2}^{1 / 2}\left\|\nabla u_{0}\right\|_{L_{2}(\partial K)}^{1 / 2}\left(\left\|\nabla u_{0}\right\|_{L_{2}(\partial K)}^{1 / 2}+\epsilon_{2}^{1 / 2}\left|\nabla u_{0}\right|_{H^{1}(\partial K)}^{1 / 2}\right) \\
& \quad=C \epsilon_{2}^{1 / 2}\left\|\nabla u_{0}\right\|_{L_{2}(\partial K)}+C \epsilon_{2}\left\|\nabla u_{0}\right\|_{L_{2}(\partial K)}^{1 / 2}\left|\nabla u_{0}\right|_{H^{1}(\partial K)}^{1 / 2} \\
& \quad \leq C \epsilon_{2}^{1 / 2}\left\|\nabla u_{0}\right\|_{L_{2}(K)} h^{-1 / 2}+C\left(\epsilon_{2} h\right)^{1 / 2}\left|\nabla u_{0}\right|_{H^{1}(K)}+C \frac{\epsilon_{2}}{\epsilon_{1}^{1 / 2}} h^{1 / 2} .
\end{align*}
$$

In the last step we have used Lemma 4.2 for the first term and the assumption that $\left\|u_{0}\right\|_{C^{2}(\Omega)} \leq C / \epsilon_{1}$ (see (3.21)) for the second term.

For the second term on the r.h.s. of (4.10) we can write

$$
\begin{equation*}
\left\|u_{0}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)}=\inf _{\phi \mid \partial K=u_{0}-v_{\epsilon}^{h}}\|\phi\|_{H^{1}(K)} . \tag{4.12}
\end{equation*}
$$

Since $v_{\epsilon}^{h}$ is the linear function on $\partial K$ we can extend it as a bilinear function $\tilde{v}_{\epsilon}^{h}$ onto $K$. Noticing the fact that because of (4.4) $u_{0}$ and $\tilde{v}_{\epsilon}^{h}$ coincide at the nodal points we have

$$
\left\|u_{0}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)} \leq\left\|u_{0}-\tilde{v}_{\epsilon}^{h}\right\|_{H^{1}(K)} \leq C h\left|u_{0}\right|_{2, K} .
$$

Combining (4.11) and (4.13) we have

$$
\begin{align*}
\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{1, K} \leq & C h\|f\|_{0, K}+C h\left|u_{0}\right|_{2, K}+C \epsilon_{2}^{1 / 2} h^{-1 / 2}\left\|\nabla u_{0}\right\|_{L_{2}(K)} \\
\text { 4.14) } & +C \epsilon_{2}^{1 / 2} h^{1 / 2}\left|\nabla u_{0}\right|_{H^{1}(K)}+C \frac{\epsilon_{2}}{\epsilon_{1}^{1 / 2}} h^{1 / 2}+C\left\|\theta_{\epsilon}\right\|_{H^{1}(K)} . \tag{4.14}
\end{align*}
$$

Summing (4.14) over all $K \subset \mathbf{K}$ and using Cea's lemma we get

$$
\begin{aligned}
\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{1, \Omega} \leq & C h\|f\|_{0, \Omega}+C h\left|u_{0}\right|_{2, \Omega}+C \epsilon_{2}^{1 / 2} h^{-1 / 2}\left\|\nabla u_{0}\right\|_{L_{2}(\Omega)} \\
& +C \epsilon_{2}^{1 / 2} h^{1 / 2}\left|\nabla u_{0}\right|_{H^{1}(\Omega)}+C \frac{\epsilon_{2}}{\epsilon_{1}^{1 / 2} h^{1 / 2}}+C_{4}\left\|\theta_{\epsilon}\right\|_{H^{1}(\Omega)}
\end{aligned}
$$

$$
\begin{aligned}
\leq & \left(C h+C \frac{h}{\epsilon_{1}}+C_{2} \sqrt{\frac{\epsilon_{2}}{h}}+C_{3} \frac{\sqrt{\epsilon_{2} h}}{\epsilon_{1}}\right)\|f\|_{0, \Omega} \\
& +C \frac{\epsilon_{2}}{\sqrt{\epsilon_{1} h}}+C \frac{\epsilon_{2}}{\epsilon_{1}}+C \sqrt{\epsilon_{2}}
\end{aligned}
$$

In the last step we have used (3.17) and the estimate for $\left\|\theta_{\epsilon}\right\|_{H^{1}(\Omega)}$ (see (3.22)). Note in (4.15) $\sqrt{\epsilon_{2} h} / \epsilon_{1}, \epsilon_{2} / \sqrt{\epsilon_{1} h}$, and $\sqrt{\epsilon_{2}}$ are much smaller than $\sqrt{\epsilon_{2} / h}$, and $\epsilon_{2} / \epsilon_{1} \ll h / \epsilon_{1}$. Thus, dropping the lower order terms and using Cea's lemma we get (4.3).

### 4.1.2 Case 2: $h \gg \epsilon_{1} \gg \epsilon_{2}$

Theorem 4.5. Let $u_{\epsilon}$ and $u_{\epsilon}^{h}$ be the solution and MsFEM solution of (2.1) respectively. Then

$$
\begin{equation*}
\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{1, \Omega} \leq C_{1} h+C_{2}\left(\frac{\epsilon_{1}}{h}\right)^{1 / 2}+C_{3} \frac{\epsilon_{2}}{\epsilon_{1}} \tag{4.16}
\end{equation*}
$$

Proof. We define $v_{\epsilon}^{h}$ as in (4.4) with $u_{0}$ denoting the fully homogenized solution over the scales $\epsilon_{1}$ and $\epsilon_{2}$. Using the partition $u_{\epsilon}-v_{\epsilon}^{h}=\left(u_{\epsilon}-\right.$ $\left.v_{\epsilon}^{h}\right)_{1}+\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{2}$ as in case 1 , and taking into account the inequality (4.8) for $\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{1}$ and the expansion of $u_{\epsilon}$ over the scales $\epsilon_{1}$ and $\epsilon_{2}$,

$$
\begin{aligned}
u_{\epsilon}= & u_{0}+\epsilon_{1} \chi^{m}\left(\frac{x}{\epsilon_{1}}\right) \nabla_{m} u_{0}+\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0} \\
& +\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right)\left(\epsilon_{1} \nabla_{m} \chi^{l}\left(\frac{x}{\epsilon_{1}}\right) \nabla_{l} u_{0}\right)+\theta^{\prime}
\end{aligned}
$$

we have

$$
\begin{align*}
&\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1}(K)}  \tag{4.17}\\
& \leq\left\|\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{1}\right\|_{H^{1}(K)}+\left\|\left(u_{\epsilon}-v_{\epsilon}^{h}\right)_{2}\right\|_{H^{1}(K)} \\
& \leq C h\|f\|_{0, K}+C\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)} \\
& \leq C\|f\|_{0, \Omega}+C\left(\left\|u_{0}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)}+\left\|\epsilon_{1} \chi^{m}\left(\frac{x}{\epsilon_{1}}\right) \nabla_{m} u_{0}\right\|_{H^{1 / 2}(\partial K)}\right. \\
&+\left\|\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}\right\|_{H^{1 / 2}(\partial K)} \\
&\left.+\left\|\epsilon_{2} \chi_{\lambda}^{m}\left(\frac{x}{\epsilon_{2}}\right)\left(\epsilon_{1} \nabla_{m} \chi^{l}\left(\frac{x}{\epsilon_{1}}\right) \nabla_{l} u_{0}\right)\right\|_{H^{1 / 2}(\partial K)}+\left\|\theta^{\prime}\right\|_{H^{1}(K)}\right) .
\end{align*}
$$

Treating the third, fourth, and fifth terms on the r.h.s of (4.17) similarly as in (4.11) (i.e., applying the interpolation inequality and Lemma 4.2), we get

$$
\begin{align*}
& \left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1}(K)} \\
& \leq \\
& \quad C h\|f\|_{0, K}+C\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)}+C \epsilon_{1} h^{-1 / 2}\left\|\nabla u_{0}\right\|_{0, K} \\
& \quad+C \epsilon_{1}^{1 / 2} h^{1 / 2}\left|\nabla u_{0}\right|_{1, K}+C \epsilon_{1} h^{1 / 2}+C \sqrt{\frac{\epsilon_{2}}{h}}\left\|\nabla u_{0}\right\|_{0, K}  \tag{4.18}\\
& \quad+C \epsilon_{2}^{1 / 2} h^{1 / 2}\left|\nabla u_{0}\right|_{1, K}+C \epsilon_{2} h^{1 / 2}+C\left\|\theta^{\prime}\right\|_{1, K} .
\end{align*}
$$

For the second term on the r.h.s. of (4.18), since $v_{\epsilon}^{h}$ is a linear function on $\partial K$ we can continue it as a bilinear function $\tilde{v}_{\epsilon}^{h}$ onto $K$. Noticing that the values of $u_{0}$ and $\tilde{v}_{\epsilon}^{h}$ coincide at the nodal points we have

$$
\begin{equation*}
\left\|u_{0}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)} \leq\left\|u_{0}-\tilde{v}_{\epsilon}^{h}\right\|_{H^{1}(K)} \leq C h\left\|u_{0}\right\|_{2, K} \tag{4.19}
\end{equation*}
$$

Finally, summing (4.18) over $K \in \mathbf{K}^{h}$ and using (3.21), (4.19), and the fact $\left|u_{0}\right|_{2, \Omega} \leq C\|f\|_{0, \Omega}$ we get

$$
\begin{align*}
\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{1, \Omega} \leq & C\left(h+\sqrt{\frac{\epsilon_{1}}{h}}+\left(\epsilon_{1} h\right)^{1 / 2}+\sqrt{\frac{\epsilon_{2}}{h}}+\left(\epsilon_{2} h\right)^{1 / 2}\right)\|f\|_{0, \Omega} \\
\text { 4.20) } & +C \epsilon_{1} h^{-1 / 2}+C \epsilon_{2} h^{-1 / 2}+C \frac{\epsilon_{2}}{\epsilon_{1}}+C \sqrt{\epsilon_{1}} \tag{4.20}
\end{align*}
$$

Here we have used the estimate (3.25) for $\left\|\theta^{\prime}\right\|_{1, \Omega}$. In (4.20) we may neglect $\sqrt{\epsilon_{1} h}, \epsilon_{1} / \sqrt{h}$, and $\sqrt{\epsilon_{2}}$ since they are lower order comparing with $\sqrt{\epsilon_{1} / h}$. Thus, (4.16) follows from (4.20) and Cea's lemma.

### 4.1.3 Case 3: $\epsilon_{1} \gg \epsilon_{2} \gg h$

Theorem 4.6. Let $u_{\epsilon}$ and $u_{\epsilon}^{h}$ be the solution and MsFEM solution of (2.1) respectively. Then

$$
\begin{equation*}
\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{1, \Omega} \leq C \frac{h}{\epsilon_{2}}\|f\|_{0, \Omega} \tag{4.21}
\end{equation*}
$$

Proof. Define $v_{\epsilon}^{h}$ as in (4.4) and take $\alpha_{j}$ to be the nodal value of $u_{\epsilon}$ at $x_{j}$. Using the partition of $u_{\epsilon}-v_{\epsilon}^{h}$ we obtain

$$
\begin{equation*}
\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1}(K)} \leq C h\|f\|_{0, K}+\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)} \tag{4.22}
\end{equation*}
$$

The continuation of $v_{\epsilon}^{h}$ from $\partial K$ onto K as a bilinear interpolant of $u_{\epsilon}$ in $K$, $\tilde{v}_{\epsilon}^{h}$, yields

$$
\begin{equation*}
\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)} \leq\left\|u_{\epsilon}-\tilde{v}_{\epsilon}^{h}\right\|_{H^{1}(K)} \leq C h\left\|u_{\epsilon}\right\|_{2, K} . \tag{4.23}
\end{equation*}
$$

Summing (4.22) over all $K$, using (4.23), (3.17), and Cea's lemma we get (4.21).
4.2 $H^{1}$ error estimates for many scale case

Assuming the order of $h$ is between the scales $\epsilon_{m+1}$ and $\epsilon_{m}$ for $m \in[1, n]$, i.e.,

$$
\epsilon_{1} \gg \cdots>\epsilon_{m} \gg h \gg \epsilon_{m+1} \cdots \gg \epsilon_{n}
$$

we have the following result.
Theorem 4.7. Let $u_{\epsilon}$ and $u_{\epsilon}^{h}$ be the solution and MsFEM solution of (2.1) respectively. Then

$$
\begin{equation*}
\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{1, \Omega} \leq C_{1} \frac{h}{\epsilon_{m}}+C_{2}\left(\frac{\epsilon_{m+1}}{h}\right)^{1 / 2}+C_{3} \max _{i \geq m+1} \frac{\epsilon_{i}}{\epsilon_{i-1}} \tag{4.24}
\end{equation*}
$$

Proof. The proof of this theorem is similar to the proof of the Theorem 4.4. First we define $v_{\epsilon}^{h}$ as in (4.4) with $\alpha_{j}=u_{0}\left(x_{j}\right)$ where $u_{0}$ is the partially homogenized part of $u_{\epsilon}$ over the scales $\epsilon_{m+1}, \ldots, \epsilon_{n}$. In this case the expansion of $u_{\epsilon}$ is given by (3.23),

$$
u_{\epsilon}=u_{0}\left(x, x / \epsilon_{1}, \cdots, x / \epsilon_{m}\right)+u_{\epsilon}^{1}+\theta,
$$

where $u_{\epsilon}^{1}$ is defined by (3.24). Furthermore for $\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1}(K)}$ we have

$$
\begin{align*}
& \left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1}(K)}  \tag{4.25}\\
& \quad \leq C h\|f\|_{0, K}+C\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)} \\
& \quad \leq C h\|f\|_{0, K}+C\left\|u_{0}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)}+C\left\|u_{\epsilon}^{1}\right\|_{H^{1 / 2}(\partial K)}+C\|\theta\|_{1, K} \\
& \quad \leq C h\|f\|_{0, K}+C h\left|u_{0}\right|_{2, K}+C\left\|u_{\epsilon}^{1}\right\|_{H^{1 / 2}(\partial K)}+C\|\theta\|_{1, K}
\end{align*}
$$

In the last step we extended $v_{\epsilon}^{h}$ on to $K$ as the bilinear interpolant of $u_{0}$. This gives us the following estimate

$$
\begin{equation*}
\left\|u_{0}-v_{\epsilon}^{h}\right\|_{H^{1 / 2}(\partial K)} \leq C h\left|u_{0}\right|_{2, K} \tag{4.26}
\end{equation*}
$$

Next to estimate the third term on the r.h.s. of (4.25) we use the following inequality

$$
\begin{equation*}
\left|u_{\epsilon}^{1}\right|_{1, \partial K} \leq C\left\|\nabla u_{0}\right\|_{0, \partial K}+C \epsilon_{m+1}\left|\nabla u_{0}\right|_{1, \partial K} \tag{4.27}
\end{equation*}
$$

In fact, by (3.24) $u_{\epsilon}^{1}$ can be written in the form of $C_{\epsilon}(x) \cdot \nabla u_{0}$, where $C_{\epsilon}(x)$ contains the linear combinations of products of $\chi_{k}\left(\frac{x}{\epsilon_{k}}\right)(k=m+1, \ldots, n)$ and their gradients. Furthermore, it can be verified that

$$
\max _{x}\left|\nabla C_{\epsilon}(x)\right| \leq C+\max _{i \geq m+1}\left(\epsilon_{i} / \epsilon_{i-1}\right) \leq C \quad \text { and }
$$

$$
\max _{x}\left|C_{\epsilon}(x)\right| \leq C \epsilon_{m+1},
$$

and hence $\nabla u_{\epsilon}^{1}$ is bounded. Therefore,

$$
\begin{aligned}
\left\|\nabla u_{\epsilon}^{1}\right\|_{0, \partial K} & \leq\left\|\nabla C_{\epsilon}(x) \cdot \nabla u_{0}\right\|_{0, \partial K}+\left\|C_{\epsilon}(x) \cdot \nabla^{2} u_{0}\right\|_{0, \partial K} \\
& \leq \max _{x}\left|\nabla C_{\epsilon}(x)\right|\left\|\nabla u_{0}\right\|_{0, \partial K}+\max _{x}\left|C_{\epsilon}(x)\right|\left\|\nabla^{2} u_{0}\right\|_{0, \partial K} \\
& \leq C\left\|\nabla u_{0}\right\|_{0, \partial K}+C \epsilon_{m+1}\left|\nabla u_{0}\right|_{1, \partial K}
\end{aligned}
$$

From (4.27), the interpolation inequality, the trace inequality (4.2), and (3.21) it follows that

$$
\begin{align*}
&\left\|u_{\epsilon}^{1}\right\|_{H^{1 / 2}(\partial K)} \\
& \quad \leq\left\|u_{\epsilon}^{1}\right\|_{L_{2}(\partial K)}^{1 / 2}\left\|u_{\epsilon}^{1}\right\|_{H^{1}(\partial K)}^{1 / 2} \\
& \leq C \epsilon_{m+1}^{1 / 2}\left\|\nabla u_{0}\right\|_{L_{2}(\partial K)}^{1 / 2}\left(\left\|\nabla u_{0}\right\|_{L_{2}(\partial K)}^{1 / 2}+\epsilon_{m+1}^{1 / 2}\left|\nabla u_{0}\right|_{H^{1}(\partial K)}\right) \\
& \leq C \epsilon_{m+1}^{1 / 2}\left\|\nabla u_{0}\right\|_{L_{2}(\partial K)}+C \epsilon_{m+1} \epsilon_{m}^{-1 / 2} h^{1 / 2} \\
& \leq C \epsilon_{m+1}^{1 / 2} h^{-1 / 2}\left\|\nabla u_{0}\right\|_{0, K}+C \epsilon_{m+1}^{1 / 2} h^{1 / 2}\left|\nabla u_{0}\right|_{1, K} \\
&+C \epsilon_{m+1} h^{1 / 2} \epsilon_{m}^{-1 / 2} . \tag{4.28}
\end{align*}
$$

Substituting (4.28) into (4.25) and then summing (4.25) over all $K \in \mathbf{K}^{h}$, we have

$$
\begin{align*}
\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{1, \Omega} \leq & C\left(h+\sqrt{\frac{\epsilon_{m+1}}{h}}+\frac{h}{\epsilon_{m}}+\frac{\epsilon_{m+1}^{1 / 2} h^{1 / 2}}{\epsilon_{m}}\right)\|f\|_{0, \Omega} \\
& +C \frac{\epsilon_{m+1}}{\sqrt{\epsilon_{m} h}}+C\left\|\theta_{\epsilon}\right\|_{1, \Omega} \\
\leq & C\left(h+\sqrt{\frac{\epsilon_{m+1}}{h}}+\frac{h}{\epsilon_{m}}+\frac{\epsilon_{m+1}^{1 / 2} h^{1 / 2}}{\epsilon_{m}}\right)\|f\|_{0, \Omega} \\
& +C \frac{\epsilon_{m+1}}{\sqrt{\epsilon_{m} h}}+C \max _{i \geq m+1} \frac{\epsilon_{i}}{\epsilon_{i-1}} . \tag{4.29}
\end{align*}
$$

The estimate (4.24) follows from (4.29), (3.25) (estimate of $\left\|\theta_{\epsilon}\right\|_{1, \Omega}$ ), and Cea's lemma. The lower order terms with $h\left(\ll h / \epsilon_{m}\right)$ and with $\sqrt{\epsilon_{m+1} h} /$ $\epsilon_{m}, \epsilon_{m+1} / \sqrt{\epsilon_{m} h}$, and $\sqrt{\epsilon_{m+1}}$ (which are asymptotically smaller than $\left.\sqrt{\epsilon_{m+1} / h}\right)$ are neglected.

Remark 4.1. The estimate (4.24) shows that the error becomes larger as $h$ approaches either $\epsilon_{m}$ or $\epsilon_{m+1}$. This is the resonance phenomenon mentioned in the introduction. Furthermore, we see from (4.29) that both resonance errors dominate when $h \sim \epsilon_{m}$ or $h \sim \epsilon_{m+1}$.

## $5 L_{2}$ estimates

In this section we derive the $L_{2}$ estimates using the $H^{1}$ estimates along with the duality argument. Because some terms in the $H^{1}$ estimate (4.29) can not be expressed through $\|f\|_{0, \Omega}$, the estimates we obtain from the duality argument is not optimum when $h$ is not comparable with the physical scales. The estimates do capture the correct order of the resonance error, which are the leading order error when $h$ is comparable with the physical scales. Employing the method introduced in [13], which compares the discrete values of the solution and the numerical solution, we can show that the order of the method is not affected by those small terms not expressed through $\|f\|_{0, \Omega}$. The present approach, however, is more concise to present. We use the following abstract lemma.

Lemma 5.1. Let $u$ and $u^{h}$ be the solutions of (2.3) and (2.6) respectively with $V^{h}$ consisting of conforming base functions. If

$$
\begin{equation*}
\left\|u-u^{h}\right\|_{1, \Omega} \leq C_{1} \gamma\|f\|_{0, \Omega}+C_{2} \delta \tag{5.1}
\end{equation*}
$$

where $\gamma$ and $\delta$ are small positive quantities, $C_{1} \geq 0, C_{2} \geq 0$, then

$$
\left\|u-u^{h}\right\|_{0, \Omega} \leq C_{3} \gamma^{2}\|f\|_{0, \Omega}+C_{4} \sqrt{\gamma \delta\|f\|_{0, \Omega}}+C_{5} \delta
$$

Proof. We use Aubin-Nitshe trick as follows: Let $w$ be the solution of (2.3) with $f=u-u^{h}$, i.e. $w \in H_{0}^{1}(\Omega)$ satisfies

$$
\begin{equation*}
a(w, v)=\left(u-u^{h}, v\right), \quad \forall v \in H_{0}^{1}(\Omega) \tag{5.2}
\end{equation*}
$$

Let $w_{h} \in V^{h}$ be the interpolant of $w$. Then (5.1) implies

$$
\begin{equation*}
\left\|w-w^{h}\right\|_{1, \Omega} \leq C_{1} \gamma\left\|u-u^{h}\right\|_{0, \Omega}+C_{2} \delta \tag{5.3}
\end{equation*}
$$

Choosing $v=u-u^{h}$ in (5.2) we have

$$
\begin{aligned}
\left\|u-u^{h}\right\|_{0, \Omega}^{2}= & a\left(u-u^{h}, w\right) \\
= & a\left(u-u^{h}, w-w_{h}\right) \\
\leq & \beta\left\|u-u^{u}\right\|_{1, \Omega}\left\|w-w_{I}\right\|_{1, \Omega} \\
\leq & \beta\left(C_{1} \gamma\|f\|_{0, \Omega}+C_{2} \delta\right)\left(C_{1} \gamma\left\|u-u^{h}\right\|_{0, \Omega}+C_{2} \delta\right) \\
\leq & \left\|u-u^{h}\right\|_{0, \Omega}\left(C_{1} \gamma^{2}\|f\|_{0, \Omega}+C_{2} \delta \gamma\right)+C \delta \gamma\|f\|_{0, \Omega} \\
& +C_{1} \delta^{2}
\end{aligned}
$$

Therefore,

$$
\left\|u-u^{h}\right\|_{0, \Omega} \leq\left|C_{1} \gamma^{2}\|f\|_{0, \Omega}+C_{1} \delta \gamma\right|
$$

$$
\begin{align*}
& +\sqrt{\left(C_{1} \gamma^{2}\|f\|_{0, \Omega}+C_{1} \delta \gamma\right)^{2}+4\left(C \delta \gamma\|f\|_{0, \Omega}+C_{1} \delta^{2}\right)} \\
\leq & C \gamma^{2}\|f\|_{0, \Omega}+C_{1} \delta \gamma+C \gamma^{2}\|f\|_{0, \Omega}+C_{1} \delta \gamma \\
& +C_{2} \sqrt{\delta \gamma\|f\|_{0, \Omega}}+C_{3} \delta \\
\leq & C \gamma^{2}\|f\|_{0, \Omega}+C_{1} \sqrt{\gamma \delta\|f\|_{0, \Omega}}+C_{3} \delta \tag{5.5}
\end{align*}
$$

In our $H^{1}$ estimates $\gamma$ contains the resonance errors which may become $O(1)$ depending on the mesh size $h$. On the other hand, $\delta$ is an asymptotically small quantity independent of the mesh size. In particular, $\gamma=C(h+$ $\left.\epsilon_{m+1}^{1 / 2} / h^{1 / 2}+h / \epsilon_{m}+\epsilon_{m+1}^{1 / 2} h^{1 / 2} / \epsilon_{m}\right)$ and $\delta=C \epsilon_{m+1} \epsilon_{m}^{-1 / 2} h^{-1 / 2}+O(\epsilon)$ for our problem (see (4.29)). Note that when $h$ becomes comparable with any physical scale $\gamma$ is of order one while $\delta$ remains asymptotically small. Consequently, the term $\sqrt{\gamma \delta}$ is an asymptotically small quantity which does not resonate at any scale of the problem, i.e. $\sqrt{\gamma \delta}=O(\epsilon)$ (see Remark 3.3). Thus $\gamma^{2}$ is the dominating resonance error when $h$ becomes comparable with the physical scales. It is worth to note that some terms in $\gamma$ and $\delta$ (see(4.29)) in our problem do not change when we decrease the mesh size and the physical scales at the same time but remain asymptotically negligible. These terms can be called lower order resonance terms.

Applying Lemma 5.1 to the cases analyzed in Sect. 4 we have the following resonance errors:

Theorem 5.2. Let $u_{\epsilon}$ and $u_{\epsilon}^{h}$ be the solution and MsFEM solution of (2.1) respectively. Then we have the following resonance errors in the $L_{2}$ error estimates:

1. Case $\epsilon_{1} \gg h>\epsilon_{2}$.

$$
\begin{equation*}
\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{0, \Omega} \leq C_{1}\left(\frac{h}{\epsilon_{1}}\right)^{2}+C_{2} \frac{\epsilon_{2}}{h} \tag{5.6}
\end{equation*}
$$

2. Case $h \gg \epsilon_{1} \gg \epsilon_{2}$.

$$
\begin{equation*}
\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{0, \Omega} \leq C_{1} h^{2}+C_{2} \frac{\epsilon_{1}}{h} \tag{5.7}
\end{equation*}
$$

3. Case $\epsilon_{1} \gg \epsilon_{2} \gg h$.

$$
\begin{equation*}
\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{0, \Omega} \leq C\left(\frac{\epsilon_{2}}{h}\right)^{2} \tag{5.8}
\end{equation*}
$$

4. Case $\epsilon_{1} \gg \cdots>\epsilon_{m} \gg h>\epsilon_{m+1} \cdots \gg \epsilon_{n}$.

$$
\begin{equation*}
\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{0, \Omega} \leq C_{1}\left(\frac{h}{\epsilon_{m}}\right)^{2}+C_{2} \frac{\epsilon_{m+1}}{h} \tag{5.9}
\end{equation*}
$$

## 6 Numerical experiments

In this section we study the convergence and the accuracy of the multiscale method through numerical experiments. The model problem is solved by using the multiscale method with the base functions defined by (2.5) and the linear boundary conditions. Since it is very difficult to construct a test problem with both exact solution and sufficient generality, we use resolved numerical solutions in place of exact solutions. The numerical results are compared with the theoretical analysis.

The implementations of the multiscale method has been given in [11]. Here we outline the implementation and define some notations to be used below. All computations are performed on a unit square domain, i.e., $\Omega=$ $(0,1) \times(0,1)$. Let $N$ be the number of elements in $x$ and $y$ directions. The mesh size is thus $h=1 / N$. To compute the base functions, each element discretized into $M \times M$ subcell elements with size of $h_{s}=h / M$. Rectangular elements are used in all numerical tests.

To solve the subcell problem, we use the standard linear finite element method. After solving the base functions, the local stiffness matrix and the right hand side are computed using numerical quadrature rules. We compute the gradients of a base function at the center of a subcell element and use two-dimensional centered trapezoidal rule for the volume integration. This procedure ensures that the entries of the stiffness matrix are computed with second order accuracy. In our computations, we only solve three base functions, i.e., $\phi^{i}(i=1,2,3)$. The fourth one is obtained from $\phi^{4}=$ $1-\phi^{1}-\phi^{2}-\phi^{3}$.

In all examples below, the resolved solutions are obtained using linear FEM. Given the wave length of small scales $\epsilon_{1}$ and $\epsilon_{2}$, we solve the model problem twice on two meshes with one mesh size being twice of other. Then the Richardson extrapolation is used to approximate the exact solutions from numerical solutions on two meshes. Throughout our numerical experiments, both of the mesh sizes used to compute the well resolved solution are less than $\epsilon / 8$, so that the error of the extrapolated solutions is less that $10^{-6}$.

The main difficulty in our tests is that the choices of well separated physical small scales for test problems are severely limited by the available computer memory. Our parallel implementation of the multiscale method on an Intel Paragon computer with 512 processors enables us to test the two scale problem. Even so, we are limited to testing the cases with $\epsilon_{1} \gg$ $h \gg \epsilon_{2}$ and $\epsilon_{1} \gg \epsilon_{2} \gg h$. The case with $h \gg \epsilon_{1} \gg \epsilon_{2}$ with small mesh size $h$ requires the value of $\epsilon_{2}$ to be very small in order for the resonance error to be noticeable in numerical tests (recall that except the resonance errors there are errors associated with $\epsilon_{2} / \epsilon_{1}$, see (4.20) and (5.5)). This (the smallness of $\epsilon_{2}$ ) makes it impossible to calculate the fully resolved (benchmark) solution in the whole domain using the traditional FEM with
our computer resources. Thus, it is difficult calculate the numerical error or the convergence of MsFEM.

The case with $h$ in between the two physical scales is generic and important for practical purposes. As indicated by Theorem 6.2, the $L_{2}$ norm error is given by

$$
\begin{equation*}
C_{1}\left(\frac{h}{\epsilon_{1}}\right)^{2}+C_{2} \frac{\epsilon_{2}}{h} \tag{6.1}
\end{equation*}
$$

which consists of two resonance error. One would expect that when $h$ is close to $\epsilon_{1}$ the first term dominates and when $h$ is close to $\epsilon_{2}$ the second term dominates. This asymptotic observation, however, is not always reflected by the numerical results shown below. There are two reasons. Firstly, the constants, $C_{1}$ and $C_{2}$, may differ by a large factor which is problem dependent. Secondly, it is difficult to choose well separated $\epsilon_{1}$ and $\epsilon_{2}$ in the numerical computations. Therefore, the two error may interact with each other. Instead of verifying each of them, in the following, we show that the numerical error does follow the estimate in whole. Furthermore, we use a least square fitting to obtain the constants $C_{1}$ and $C_{2}$ in (6.1). These constants indicate the relative magnitude of the two terms. More discussions along with numerical examples can be found in [10].

Again due to limitation of computing resources, in all tests below, $\epsilon_{1}$ and $\epsilon_{2}$ are fixed during the tests and we only allow $h$ to vary.

Example 1. In this example, we solve (2.1) with $f=-1,\left.u\right|_{\partial \Omega}=0$, and

$$
\begin{equation*}
a^{\mathrm{i} j}=\frac{\delta^{\mathrm{i} j}}{3+\sin \left(\frac{2 \pi x}{\epsilon_{1}}\right)+\cos \left(\frac{2 \pi y}{\epsilon_{2}}\right)}, \tag{6.2}
\end{equation*}
$$

where $\delta^{i j}$ are the Kroneker's symbols.
First we present the numerical examples to demonstrate the convergence rate (6.1). The error estimate (6.1) corresponds to the case $\epsilon_{1} \gg h>\epsilon_{2}$. In our numerical examples we fix the values of $\epsilon_{1}$ and $\epsilon_{2}, \epsilon_{1}=0.5$ and $\epsilon_{2}=0.005$, and vary $h$ between $\epsilon_{1}$ and $\epsilon_{2}$. In the Table 6.1 we compare the discrete $l_{2}$ errors between the MsFEM solution and the refined solution. The presence of both $h^{2} / \epsilon_{1}^{2}$ and $\epsilon_{2} / h$ can be observed from this table. Indeed if $h$ is close to $\epsilon_{1}$ the convergence rate of the method is the second order with respect to $h$, and if $h$ is close to $\epsilon_{2}$ the convergence rate of the method is negative first order (see (6.1)). Notice that because there are lower order errors (see (4.15) and (5.5)) except the leading resonance errors we observe some deviation from (6.1). Furthermore, in Fig. 6.1 we try to find the best fit in the form of (6.1) to the $l_{2}$ errors given in the Table 6.1. Using the least square method we compute the values of $C_{1}$ and $C_{2}$ in (6.1) for this best fit. The computed values of $C_{1}=5 e-4$ and $C_{2}=1.5 e-3$ indicate that


Fig. 6.1.

Table 6.1. $\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{l_{2}}$ for $\epsilon_{1} \gg h \gg \epsilon_{2}$

| $h$ | $l_{2}$ | rate |
| :---: | :---: | :---: |
| $1 / 8$ | $9.42 \mathrm{e}-4$ |  |
| $1 / 16$ | $1.61 \mathrm{e}-4$ | 2.5 |
| $1 / 32$ | $1.87 \mathrm{e}-4$ |  |
| $1 / 64$ | $5.08 \mathrm{e}-4$ | -1.44 |
| $1 / 128$ | $9.77 \mathrm{e}-4$ | -0.94 |
| $1 / 256$ | $2.01 \mathrm{e}-3$ | -1.04 |

Table 6.2. $\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{l_{2}}$ and $\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{l_{\infty}}$ for $h \ll \epsilon_{2} \ll \epsilon_{1}$

| $h$ | $l_{2}$ | rate | $l_{\infty}$ | rate |
| :---: | :---: | :---: | :---: | :---: |
| $1 / 32$ | $1.10 \mathrm{e}-3$ |  | $2.04 \mathrm{e}-3$ |  |
| $1 / 64$ | $3.22 \mathrm{e}-4$ | 1.77 | $5.89 \mathrm{e}-4$ | 1.79 |
| $1 / 128$ | $8.40 \mathrm{e}-5$ | 1.98 | $1.52 \mathrm{e}-4$ | 1.95 |
| $1 / 256$ | $2.09 \mathrm{e}-5$ | 2.00 | $3.79 \mathrm{e}-5$ | 2.00 |
| $1 / 512$ | $4.90 \mathrm{e}-6$ | 2.09 | $8.93 \mathrm{e}-6$ | 2.08 |
| $1 / 1024$ | $1.22 \mathrm{e}-6$ | 2.00 | $2.22 \mathrm{e}-6$ | 2.00 |

the second term in (6.1) has larger weight than the first term. Recall that the second term in (6.1) is due to capturing the small scales on the large scales. The discrepancy between the best fit in the form (6.1) and the discrete $l_{2}$ errors in the Fig. 6.1 is due to the lower order errors in the $L_{2}$ error estimate.

The result of the numerical experiments for the case $h \ll \epsilon_{2} \ll \epsilon_{1}$ is shown in Table 6.2. In this table we compare the discrete $l_{2}$ errors between the MsFEM solution and the refined solution for fixed values of $\epsilon_{1}$ and $\epsilon_{2}$, $\epsilon_{1}=0.2$ and $\epsilon_{2}=0.08$. The theoretical results of the previous sections predict the second order convergence rate in $h$ for the resonance error. As it can be observed that the convergence rate of MsFEM is the second order with respect to $h$.

Table 6.3. $\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{l_{2}}$ for $\epsilon_{1} \gg h \gg \epsilon_{2}$

| $h$ | $l_{2}$ | rate |
| :---: | :---: | :---: |
| $1 / 8$ | $2.15 \mathrm{e}-3$ |  |
| $1 / 16$ | $5.28 \mathrm{e}-4$ | 2.02 |
| $1 / 32$ | $3.28 \mathrm{e}-4$ |  |
| $1 / 64$ | $1.75 \mathrm{e}-4$ |  |
| $1 / 128$ | $1.60 \mathrm{e}-4$ |  |

Example 2. In our next example, we consider the equation (2.1) with $f=0$ and linear boundary conditions, $\left.u\right|_{\partial \Omega}=x$, and

$$
\begin{align*}
a^{\mathrm{i} j}= & \left(\frac{2+\sin \left(2 \pi x / \epsilon_{1}\right)}{2+\cos \left(2 \pi y / \epsilon_{1}\right)}+\frac{2+\cos 2 \pi\left(y / \epsilon_{1}\right)}{2+\sin \left(2 \pi x / \epsilon_{1}\right)}\right) \\
& \times\left(\frac{2+\sin \left(2 \pi x / \epsilon_{2}\right)}{2+\cos \left(2 \pi y / \epsilon_{2}\right)}+\frac{2+\cos \left(2 \pi y / \epsilon_{2}\right)}{2+\sin \left(2 \pi x / \epsilon_{2}\right)}\right) \delta^{\mathrm{i} j} \tag{6.3}
\end{align*}
$$

where $\delta^{\mathrm{i} j}$ are Kronoker's symbols.
As in the first example we fix $\epsilon_{1}=0.125$ and $\epsilon_{2}=0.0078125$ and vary the mesh size $h$ between $\epsilon_{1}$ and $\epsilon_{2}$. In the Table 6.3 the discrete $l_{2}$ errors between the computed solution using MsFEM and the refined solution are presented. As we see from this table the resonance error $\epsilon_{2} / h$ does not appear explicitly for the mesh size $h=O\left(\epsilon_{2}\right)$. The reason for this is the large weight of $C_{1}$ in (6.1) which suppresses the term $\epsilon_{2} / h$. As in the previous example using the least square method we find the best fit in the form (6.1) to the discrete $l_{2}$ error data given in the Table 6.3. The constants $C_{1}$ and $C_{2}$ for this best fit are $C_{1}=2.1 \times 10^{-3}$ and $C_{2}=2.0 \times 10^{-4}$. Consequently, the $h^{2} / \epsilon_{1}^{2}$ term in (6.1) has larger weight than the $\epsilon_{2} / h$ term. The fitted curve as well as the data points for the numerical error are plotted in Fig. 6.2. It shows that the error varies consistently with the estimate (6.1). The deviation between the computed $l_{2}$ errors and the best fit of the form (6.1) is due to the lower order errors in the $L_{2}$ error estimate (see (4.15) and (5.5)).

Example 3. In our last example we take $f=-1$, and $\left.u\right|_{\partial \Omega}=0$ while defining $a^{\mathrm{i} j}$ by (6.3). In the Table 6.4 we present the discrete $l_{2}$ error between the refined solution and the solution computed with the use of MsFEM for the fixed $\epsilon_{1}=0.125$ and $\epsilon_{2}=0.0078125$. As in the previous examples the mesh size $h$ varies between $\epsilon_{1}$ and $\epsilon_{2}$. As we can see from this table that the presence of both $h^{2} / \epsilon_{1}^{2}$ and $\epsilon_{2} / h$ terms (see (6.1)) appear as $h$ becomes close to $\epsilon_{1}$ and $\epsilon_{2}$, respectively. Using the least square method we can compute the values of $C_{1}$ and $C_{2}\left(C_{1}=0.79 \times 10^{-4}, C_{2}=0.29 \times 10^{-4}\right)$ for which the expression (6.1) approximates the $l_{2}$ error data given in the Table 6.4. The discrete $l_{2}$ error data between the solution computed using MsFEM and
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Table 6.4. $\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{l_{2}}$ for $\epsilon_{1} \gg h \gg \epsilon_{2}$

| $h$ | $l_{2}$ | rate |
| :---: | :---: | :---: |
| $1 / 8$ | $8.25 \mathrm{e}-5$ |  |
| $1 / 16$ | $1.92 \mathrm{e}-5$ | 2.10 |
| $1 / 32$ | $1.77 \mathrm{e}-5$ |  |
| $1 / 64$ | $1.17 \mathrm{e}-5$ |  |
| $1 / 128$ | $3.04 \mathrm{e}-5$ | -1.38 |

Table 6.5. $\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{l_{2}}$ and $\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{l_{\infty}}$ for $h \ll \epsilon_{2} \ll \epsilon_{1}$

| $h$ | $l_{2}$ | rate | $l_{\infty}$ | rate |
| :---: | :---: | :---: | :---: | :---: |
| $1 / 64$ | $1.14 \mathrm{e}-5$ |  | $2.84 \mathrm{e}-5$ |  |
| $1 / 128$ | $2.81 \mathrm{e}-6$ | 2.02 | $5.79 \mathrm{e}-6$ | 2.29 |
| $1 / 256$ | $7.13 \mathrm{e}-7$ | 1.97 | $1.56 \mathrm{e}-6$ | 1.89 |
| $1 / 512$ | $1.69 \mathrm{e}-7$ | 2.07 | $3.91 \mathrm{e}-7$ | 2.00 |
| $1 / 1024$ | $3.33 \mathrm{e}-8$ | 2.35 | $1.01 \mathrm{e}-7$ | 1.95 |

the refined solution for the case $h \ll \epsilon_{2} \ll \epsilon_{1}$ is shown in Table 6.5, where the second order convergence of MsFEM can be observed.

## 7 Concluding remarks and generalizations

The purpose of the multiscale method is to provide a systematic approach to capture the small scale effect on large scales when we cannot afford to resolve all the small scale features in the physical solution. Our study shows that MsFEM is a robust method for practical multiple scale problems. In particular, the method works for multiple scale problems and the mesh size can be chosen to be between the two physical scales. We note that there are two types of resonance error, one from resolving the large scales, the other from capturing the small scales. The second type of error is caused by the
artificial boundary layers in our base functions. This important issue and its numerical resolution, e.g., the over-sampling method, has been analyzed for problems with one small scale [9]. They will be further studied in the multiple scale cases in our subsequent work.

The first type of resonance error is common among traditional finite difference and finite element methods. The traditional approaches, however, cannot capture the small scales. To reduce this error, a natural idea is to generalize MsFEM to higher order in the sense that the large scales are more accurately resolved. The idea is to construct base functions such that their homogenized parts consist of higher order polynomials than linear (bilinear) functions. This can be achieved by changing the linear boundary condition of the base functions to higher order polynomials.

Denoting $S^{h}$ as a finite dimensional subspace of $H_{0}^{1}(\Omega)$ such that for any

$$
b(u, v)=\int_{\Omega} b^{\mathrm{i} j}\left(x / \epsilon_{1}, \ldots, x / \epsilon_{k}\right) \nabla_{i} u \nabla_{j} v d x
$$

with $b^{i j}\left(y_{1}, \ldots, y_{k}\right)$ are sufficiently smooth periodic functions in $y_{i}(i=$ $1, \ldots, k)$ in a unit cube, $\alpha|\xi|^{2} \leq b^{\mathrm{i} j} \xi_{i} \xi_{j} \leq \beta|\xi|^{2}$, and $\epsilon_{1} \gg \epsilon_{2} \gg \cdots \gg$ $\epsilon_{k} \gg h$ we have

$$
\begin{equation*}
\left\|u-u^{h}\right\|_{1, \Omega} \leq C\left(\frac{h}{\epsilon_{k}}\right)^{n} \tag{7.1}
\end{equation*}
$$

where $u \in H_{0}^{1}(\Omega)$ is the solution of $b(u, v)=(f, v)$ for any $v \in H_{0}^{1}(\Omega)$ and $u^{h} \in S^{h}$ is the solution of $b\left(u^{h}, v^{h}\right)=\left(f, v^{h}\right)$ for any $v^{h} \in S^{h}$. For example $S^{h}$ can be the space spanned by high order polynomials of degree $n$ [8]. In each element $K \in \mathbf{K}^{h}$ we denote $P_{K}^{i} \in S^{h}(i=1, \ldots, d)$ a set of nodal basis of $S^{h}$. Then the high order multiscale base functions are given by $\phi_{K}^{i}(i=1, \ldots, d)$, which satisfy (2.5) and the boundary conditions

$$
\begin{equation*}
\left.\phi_{K}^{i}\right|_{\partial K}=\left.P_{K}^{i}\right|_{\partial K} . \tag{7.2}
\end{equation*}
$$

It can be shown that with these high order multiscale base functions we have

$$
\begin{equation*}
\left\|u_{\epsilon}-u_{\epsilon}^{h}\right\|_{1, \Omega} \leq C h+C\left(\frac{h}{\epsilon_{m}}\right)^{n}+C_{3} \sqrt{\frac{\epsilon_{m+1}}{h}}+C \max _{i \geq m+1} \frac{\epsilon_{i}}{\epsilon_{i-1}} \tag{7.3}
\end{equation*}
$$

instead of (4.24). The outline of the proof is the following. We continue $v_{\epsilon}^{h}$ on to $K$ as in (4.26). The nodal values of the interpolant $\alpha_{i}$ in (4.4) can be defined as those of $u^{h}$ satisfying (7.1). Then taking into account the estimates for $u_{\epsilon}^{1}$ and $\theta$ of Sect. 4.2 we can conclude (7.3). We note $S^{h}$ needs not to be a subspace of $H^{1}$, e.g., $S^{h}$ can consists of nonconforming multiscale base functions.

The estimate (7.3) can also be obtained for the smooth domains $\Omega$. Note that in this case we have the smoothness of $u_{\epsilon}$ (and any partially homogenized part of it) for fixed $\epsilon$. The difficulty in deriving $H^{1}$ norm estimate for MsFEM in this case is in the calculation of the multiscale base functions near the boundary $\partial \Omega$. There are various ways to treat curve boundaries in the finite element methods. In fact, following the triangulation of $\Omega$ in [18] and using the nodal base functions constructed in that paper to provide the boundary conditions for the multiscale base functions, we can show that (7.3) holds on the smooth domain.

Finally we would like to note that the assumption (3.21) which requires some compatibility conditions for the problem is not necessary for deriving the $H^{1}$ estimates. Without this assumption it can be shown that

$$
\begin{align*}
\| u_{\epsilon}- & u_{\epsilon}^{h} \|_{1, \Omega} \\
\leq & C\left(h+\frac{h}{\epsilon_{m}}+\left(\frac{\epsilon_{m+1}}{h}\right)^{1 / 2-1 / p}+\sqrt{p} \frac{\epsilon_{m+1}^{1 / 2-1 / p} h^{1 / 2+1 / p}}{\epsilon_{m}}\right) \\
& \times\|f\|_{0, \Omega}+\left\|\theta_{\epsilon}\right\|_{1, \Omega} \tag{7.4}
\end{align*}
$$

where $p>2$ is an arbitrary constant. Because of the insufficient smoothness of the homogenized parts of the solution near the corner points of the domain $\Omega$, the rate of convergence of $\left\|\theta_{\epsilon}\right\|_{1, \Omega}$ to zero as $\epsilon \rightarrow 0$ deteriorates depending on the parameters of the problem.

In order to show the estimate (7.4) we only need to reestimate $\left\|u_{\epsilon}^{1}\right\|_{H^{1 / 2}(\partial K)}$ in (4.25),

$$
\begin{align*}
\left\|u_{\epsilon}-v_{\epsilon}^{h}\right\|_{H^{1}(K)} \leq & C h\|f\|_{0, K}+C h\left|u_{0}\right|_{2, K}+C\left\|u_{\epsilon}^{1}\right\|_{H^{1 / 2}(\partial K)} \\
& +C\|\theta\|_{1, K} . \tag{7.5}
\end{align*}
$$

Here we derive this estimate only for the two scale case $\epsilon_{1} \gg h>\epsilon_{2}$. The derivation for the general $n$ scale case is similar. In the case $\epsilon_{1} \gg h \gg \epsilon_{2}$, $u_{\epsilon}^{1}=\epsilon_{2} \chi^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}$.

Introducing the family of boundary function $\tau_{\epsilon}$ in $K$ as in Sect. 3 with the properties 1 and 2 we have

$$
\begin{aligned}
\left\|u_{\epsilon}^{1}\right\|_{H^{1 / 2}(\partial K)}= & \left\|\epsilon_{2} \chi^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{H^{1 / 2}(\partial K)} \\
\leq & \left\|\epsilon_{2}\left(1-\tau_{\epsilon}\right) \chi^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{H^{1}(K)} \\
\leq & \left\|\epsilon_{2}\left(1-\tau_{\epsilon}\right) \chi^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{L_{2}(K)} \\
& +\left\|\epsilon_{2} \nabla \tau_{\epsilon} \chi^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla_{m} u_{0}^{\lambda}\right\|_{L_{2}(K)}
\end{aligned}
$$

$$
\begin{align*}
& +\left\|\epsilon_{2}\left(1-\tau_{\epsilon}\right) \nabla\left(\chi^{m}\left(\frac{x}{\epsilon_{2}}\right)\right) \nabla_{m} u_{0}^{\lambda}\right\|_{L_{2}(K)} \\
& +\left\|\epsilon_{2}\left(1-\tau_{\epsilon}\right) \chi^{m}\left(\frac{x}{\epsilon_{2}}\right) \nabla \nabla_{m} u_{0}^{\lambda}\right\|_{L_{2}(K)} \tag{7.6}
\end{align*}
$$

Denoting the support of $1-\tau_{\epsilon}$ by $S$ we have meas $(S) \leq C \epsilon_{2} h$. Furthermore taking into account that $\left|\epsilon_{2} \nabla \chi\right| \leq C$ and $\left|\epsilon_{2} \nabla \tau\right| \leq C$ we can estimate the r.h.s of (7.6) as

$$
\begin{align*}
\left\|u_{\epsilon}^{1}\right\|_{H^{1 / 2}(\partial K)} \leq & C \epsilon_{2}\left|u_{0}\right|_{H^{1}(K)}+C\left|u_{0}\right|_{H^{1}(S)} \\
& +C\left|u_{0}\right|_{H^{1}(S)}+C \epsilon_{2}\left|u_{0}\right|_{H^{2}(K)} \tag{7.7}
\end{align*}
$$

For the estimate of $\left\|\nabla u_{0}\right\|_{L_{2}(S)}$ we use the following inequalities [19]:

$$
\|v\|_{L_{2}(S)} \leq(\operatorname{meas}(S))^{1 / 2-1 / p}\|v\|_{L_{p}(S)}, \quad p>2
$$

and

$$
\|v\|_{L_{p}(K)} \leq C h^{-1+2 / p}\|v\|_{L_{2}(K)}+C h^{2 / p} \sqrt{p}|v|_{H^{1}(K)}, \quad p \geq 1
$$

Then

$$
\begin{aligned}
\left|u_{0}\right|_{H^{1}(S)} \leq & C\left(\epsilon_{2} h\right)^{1 / 2-1 / p}\left\|\nabla u_{0}\right\|_{L_{p}(S)} \\
\leq & C\left(\epsilon_{2} h\right)^{1 / 2-1 / p}\left(h^{-1+2 / p}\left\|\nabla u_{0}\right\|_{L_{2}(K)}+h^{2 / p} \sqrt{p}\left|\nabla u_{0}\right|_{H^{1}(K)}\right) \\
\leq & C\left(\epsilon_{2} / h\right)^{1 / 2-1 / p}\left\|\nabla u_{0}\right\|_{L_{2}(K)} \\
& +C\left(\epsilon_{2} h\right)^{1 / 2-1 / p} h^{2 / p} \sqrt{p}\left|\nabla u_{0}\right|_{H^{1}(K)} .
\end{aligned}
$$

Furthermore combining the estimates (7.7) and (7.8) we have

$$
\begin{aligned}
\left\|u_{\epsilon}^{1}\right\|_{H^{1 / 2}(\partial K)} \leq & C\left(\left(\epsilon_{2} / h\right)^{1 / 2-1 / p}\left\|\nabla u_{0}\right\|_{L_{2}(K)}\right. \\
& \left.+\left(\epsilon_{2}^{1 / 2-1 / p} h^{1 / 2+1 / p} \sqrt{p}+\epsilon_{2}\right)\left|u_{0}\right|_{H^{2}(K)}\right)
\end{aligned}
$$

Finally summing (7.5) over all $K$ we obtain (7.4). As we see the estimate (7.4) is slightly weaker than (4.29). Note that $\epsilon_{2}^{1 / 2-1 / p} h^{1 / 2+1 / p} \sqrt{p} / \epsilon_{1}$ is asymptotically small.
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