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Abstract—In this paper, we consider a multi-static synthetic aperture
radar (SAR) imaging scenario where a swarm of airborne antennas, some
of which are transmitting, receiving or both, are traversing arbitrary
flight trajectories and transmitting arbitrary waveforms without any form
of multiplexing. The received signal at each receiving antenna may be
interfered by the scattered signals from multiple transmitters and the
additive thermal noise at the receiver. Standard bi-static SAR image
reconstruction algorithms result in artifacts in reconstructed images
due to these interferences. In this paper, we employ microlocal analysis
in a statistical setting to develop a novel filtered-backprojection (FBP)
type analytic image formation method that suppresses artifacts due to
interference from multiple transmitters while preserving the location and
orientation of edges of the scene in the reconstructed image.

I. INTRODUCTION

In synthetic aperture radar (SAR) imaging, a scene of interest is
illuminated by electromagnetic waves that are transmitted from an
antenna mounted on an airborne platform. The aim is to reconstruct
an image of the scene from the measurement of the scattered waves.
In mono-static SAR, transmitter and receiver antennas are co-

located. In bi-static SAR, the transmitter and receiver antennas are
located on sufficiently far-apart platforms [1]. In multi-static SAR,
which is the focus of this paper, multiple transmitter and receiver
antennas are used to image a scene of interest. Multi-static SAR offers
a variety of potential gains in scene information. The availability
of multiple illumination and scattered measurements from different
perspectives has the potential for improved overall resolution when
the scattered measurements are fused [2]. Also some of the electronic
countermeasures that have been devised for mono-static radar are less
effective against distributed radar systems [3], [4]. Finally, multi-static
measurements can provide better ability to distinguish targets from
clutter [5].
Both bi-static and multi-static radar systems have received in-

creased attention in recent years. A multi-static ambiguity function
was recently proposed in [6]. A framework for the analysis of multi-
static radar systems with multiple transmitters was introduced in [7].
An auto-focus algorithm for multi-static SAR systems using multiple
transmitters is presented in [8]. In [9] a multi-static SAR image
formation based on time-frequency filtering and image combination
was presented. In many multi-static radar systems, it is assumed that
each receiver can decompose the received signal into components
due to illumination of each transmitter. This can be achieved by
separating the transmitted signals by some form of multiplexing in
time, frequency or coding which requires central coordination of the
transmit signal parameters. In this case, the multi-static synthetic
aperture image formation problem reduces to the bi-static synthetic
aperture image formation problem which has been well-studied [10]-
[11]. For bi-static image reconstruction algorithms involving antennas

that can form narrow beam, traversing linear or circular trajectories,
see [10]- [12]. For bi-static SAR image reconstruction algorithms
involving antennas with poor directivity and traversing arbitrary flight
trajectories, see [11], [13].
In this paper, we consider a multi-static SAR system with several

transmitters and receivers traversing arbitrary, but known trajectories.
We assume that the receivers cannot decompose the received signal
according to which transmitter emitted the signal. A simple multi-
static SAR scenario with two transmitters and a receiver is illustrated
in Figure 1. Such a scenario emerges when the illumination is
provided by sources of opportunity, such as communication satellites
or cell-phone towers or when the central coordination of a swarm
of antennas deployed on uninhabited aerial vehicles (UAVs) is either
not possible or desirable. Bi-static reconstruction algorithms, given
for example in [10] and [11], are not suited for this scenario, since
they are designed for a given transmitter-receiver measurement pair
and therefore result in artifacts in the reconstructed image due to
interference caused by multiple transmitters.
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Fig. 1. Multi-static SAR geometry with two transmitters and a single receiver

In this paper, we introduce a filtered-backprojection type recon-
struction algorithm for multi-static SAR with multiple transmitters
transmitting arbitrary waveforms. We use microlocal analysis [14],
to develop an approximate analytic image reconstruction method.
Our method involves backprojecting the received data with respect to
each transmitter while suppressing the interference caused by other
transmitters via a suitably designed filter. We assume that we have
a priori knowledge of the second-order statistics of the scene to be
reconstructed. We determine the second-order statistics of the artifacts
caused by interference based on antenna trajectories and design a
filter that preserves the edges in the received data due to the scene
while suppressing the artifacts induced by the interfering transmitters
in the mean-square sense. We form the final image by superposition
of images reconstructed for all transmitter-receiver pairs.
This paper is organized as follows: In Section II, we introduce

the multi-static SAR forward model and in Section III, we focus
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on image formation and derive the filter. The numerical simulations
are presented in Section IV and Section V concludes the paper. The
stationary phase method based on which the filters are derived is
stated in Appendix A.

II. FORWARD MODEL FOR MULTI-STATIC SAR DATA

We consider a multi-static SAR set-up where there are M trans-
mitters and N receivers with M ≥ 2 and N ≥ 1. We index
the transmitters by Tp for p = 1, · · · , M and receivers by Rq

for q = 1, · · · , N . Let γTp
(s) and γRq

(s) for s ∈ [s0, s1] be
the trajectories of the transmitters and the receivers respectively.
Let ψ : R2 → R be a known smooth function representing the
ground topography. That is, the ground topography is given by
x = (x,ψ(x)) for x ∈ R2. We assume that the electromagnetic
waves propagate in free-space and then scatter in a thin region
near the earth’s surface. Consequently, we assume that the target
reflectivity function T , is a function of the variable x ∈ R2 [15].
Under the start-stop approximation and the single scattering Born
approximation, the ideal received signal dq at the qth receiver is
given by

dq(s, t) = Fq[T ](s, t) =
MX

p=1

Fpq[T ](s, t) (1)

=
MX

p=1

Z
e
−iω(t− 1

c0
Rpq(s,x))

Apq(x, s,ω)T (x)dxdω,

where s ∈ [s0, s1] is the slow-time variable, t ∈ [t0, t1] is the fast-
time variable,

Rpq(s, x) = |x − γTp
(s)| + |x − γRq

(s)|, (2)

is the total distance from the transmitter position γTp
(s) to x and

from x to the receiver position γRq
(s), c0 is the speed of light in free-

space, ω is the temporal frequency and Apq(x, s,ω) is a function that
takes into account the transmitter and receiver antenna beam patterns,
the transmitted waveforms and geometrical spreading factors [16].
We assume that the functions Apq(x, s,ω) for p = 1, · · · , M and
q = 1, · · · , N satisfy the following estimate for some real number
mpq:

|∂α
ω∂

β
s ∂

ρ1
x1∂

ρ2
x2Apq(x, s,ω)| ≤ C(1 + |ω|2)(mpq−|α|)/2, (3)

for (x, s) ∈ K and ω ∈ R. Here K ⊂ R2×R is any compact set and
α and β, ρ1, ρ2 are any non-negative integers, and C is a constant
in terms of p, q, K,α,β, ρ1, ρ2. These estimates are satisfied when
the antenna is broadband and when the source waveform is a band
limited waveform. These assumptions are needed to make various
stationary phase calculations. Furthermore, these assumptions make
each operator Fpq a Fourier Integral Operator [17].
The multi-static SAR image formation problem involves recon-

struction of the target reflectivity function T using the data dq(s, t)
for s ∈ [s0, s1], t ∈ [t0, t1] and q = 1, · · · , N based on the model
(1).
In the presence of noise, we consider the following model for the

measurement at the qth receiver:

dq(s, t) = Fq[T ](s, t) + nq(s, t). (4)

We assume both the scene T and noise nq , q = 1, . . . , N are
statistically uncorrelated stochastic processes, whose means, without
loss of generality, are zero. Here Fq is defined as in (1).

Furthermore, we assume that T is stationary, and nq is statistically
uncorrelated in slow-time variable s and stationary in fast-time
variable t. Thus

eST (ζ, ζ′) = ST (ζ)δ(ζ − ζ′) (5)

and
eSnq (s,ω, s′,ω′) = Snq (ω, s)δ(s − s′)δ(ω − ω′), (6)

where

eST (ζ, ζ′) =
1

(2π)4

Z
ei(x·ζ−x′·ζ′)RT (x, x′)dxdx′ (7)

and

eSnq (s,ω, s′,ω′) =
1

(2π)2

Z
ei(ωt−ω′t′)Rnq (s, t, s′, t′)dtdt′, (8)

where RT and Rnq are the auto-covariance functions of T and nq ,
respectively. ST and Snq are referred to as the power spectral density
functions of T and nq respectively.

III. IMAGE FORMATION
We define the set of filtered-backprojection operators, Kpq , for the

multi-static data at the qth receiver with respect to each transmitter
p, p = 1, · · · , M as follows:

bTpq(z) := Kpqdq(z):=

Z
e
iω(t− 1

c0
Rpq(s,z))× (9)

× Bpq(z, s,ω)Dq(s,ω)dsdω, (10)

where

Dq(s,ω) =
MX

p=1

Z
e
i ω
c0

Rpq(s,x)
Apq(x, s,ω)T (x)dx. (11)

Here Bpq for q = 1, · · · , N and p = 1, · · · , M are the filters to
be determined below.
Substituting the multi-static data model given in (1), we obtain

bTpq(z) = bT p
pq(z) +

MX

r=1,r #=p

bT r
pq(z) + Kpq[nq](z) (12)

where bT p
pq(z) = KpqFpq[T ](z) and bT r

pq(z) = KpqFrq[T ](z), for
r = 1, · · · , M, r (= p. Note that KpqFpq is exactly the imaging
operator that appears in the bi-static image reconstruction [11]. This
is a pseudodifferential operator and since pseudodifferential operators
have pseudolocal property, they put the edges of the target T at the
right location and right orientation in bTpq(z). Now KpqFrq[T ] for
p (= r = 1, · · · , M involves backprojection of the ideal received
signal at the qth receiver due to the rth transmitter for r (= p. The
operators KpqFrq for r (= p are in general not pseudodifferential
operators and hence the edges of T are not reconstructed at the right
location and orientation.
We design the filters Bpq to minimize the mean-square error

I(Bpq)= E

»Z
| bTpq(z) − TΩpq

z
(z)|2dz

–
, (13)

where E is the expectation operator,

TΩpq
z

(z) = IΩpq
z

T (z) =

Z

Ωpq
z

ei(x−z)·ξT (x)dxdξ (14)

is the best possible image that could be reconstructed by the
transmitter-receiver pair (p, q) [11]. Here

Ωpq
z = {ξ =

ω
c0

Σpq(s, z, z) : Apq(z, s,ω) (= 0} (15)
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with

Σpq(s, z, z) = [D(z1, z2)]
T

“
̂(γTp
(s) − z) + ̂(γRq

(s) − z)
”

,

(16)
with

D(z1, z2) =

0

@
1 0
0 1

∂ψ
∂z1

∂ψ
∂z2

1

A . (17)

Here ̂(γTp
(s) − z) and ̂(γRq

(s) − z) denote unit vectors in the
direction of γTp

(s) − z and γRq
(s) − z respectively.

In other words Σpq(s, z, z) is the projection of the bisector of
̂(γTp
(s) − z) and ̂(γRq

(s) − z) onto the tangent plane of the ground
topography at z.
Expanding the right hand side of (13), under the assumption that

nq and T are statistically uncorrelated, we obtain

I(Bpq) = E[

Z
| bT p

pq(z) − TΩpq
z

(z)|2dz]
| {z }

I1

(18)

+ E[

Z
|

MX

r=1,r #=p

bT r
pq(z)|2dz]

| {z }
I2

+ E[

Z
|Knq(z)|2dz]

| {z }
I3

+ 2E[
MX

r=1,r #=p

Re
Z

( bT p
pq(z) − TΩpq

z
(z)) bT r

pqdz]

| {z }
I4

.

For simplicity, we write I = I1 + I2 + I3 + I4.
Using the change of variables

(s,ω) → ξ =
ω
c0

Σpq(s, z, z), (19)

and linearizing the phase around x = z, we obtain

bT p
pq(z)=

Z
ei(x−z)·ξBpq(z, ξ)Apq(z, ξ)|Jpq(x, z, ξ)|T (x)dxdξ,

(20)
where Jpq is the Jacobian of the inverse of the transformation (19)
and

bT r
pq(z)=

Z
ei(x−z)·ξBpq(z, ξ)Arq(x, ξ)|Jpq(x, z, ξ)|× (21)

× T̃r(x, ξ)dxdξ,

where

eTr(x, ξ) := eTr(x, s(ξ),ω(ξ)) = ei$rp(x,s(ξ),ω(ξ))T (x) (22)

and

)rp(x,s(ξ),ω(ξ))=
ω(ξ)
c0

“
|x− γTr

(s(ξ))|−|x− γTp
(s(ξ))|

”
.

(23)
Using the method of stationary phase, we approximate each of the

integrals I1, I2 as follows:

I1≈
Z
|Bpq(x

′, ζ)Apq(x
′, ζ)|Jpq(x

′,x′,ζ)|−1|2ST (ζ)dx′dζ. (24)

I2 ≈
MX

r=1,r #=p

Z
|Arq(x

′, ζ)Bpq(x
′, ζ)Jpq(x

′, x′, ζ)|2 (25)

× ST (ζ + ∂x′)rp(0, ζ))dx′dζ.

Using the change of variables (19) and condition (6), we obtain

I3 ≈
Z

|Bpq(z, ζ)|2Sn(ζ)|J(z, z, ζ)|dzdζ. (26)

The assumption of stationarity of T implies that the leading order
contribution of I4 to I(Bpq) is 0. Therefore I4 ≈ 0 does not
contribute to the determination of the filter Bpq . Thus

I(Bpq) ≈ I1 + I2 + I3. (27)

Substituting I1, I2 and I3 given by (24), (25) and (26), respectively,
into I , and then equating the variational derivative of I with respect
to Bpq to zero, we obtain

Bpq(x, ζ) =
χΩpq

x
(x, ζ)Apq(x, ζ)ST (ζ)

|Jpq(x, x, ζ)|× Dr.+ Snq (ζ)
, (28)

where

Dr.=|Apq(x, ζ)|2ST (ζ) +
MX

r=1,r #=p

|Arq(x, ζ)|2ST (ζ + ∂x)rq(0, ζ)).

Here χΩpq
x
is a smooth cut-off function such that it is identically 1

in the interior of the data collection manifold Ωpq
x and 0 outside.

IV. NUMERICAL SIMULATIONS
In our numerical simulations, we considered a scene of size

[0, 22]×[0, 22] km2 with a square target of length 5.5 km with center
at (8.8, 12) and a rectangular target of size 3.3 km×8.8 km with
center located at (15.4, 10) (see Figure 2). The scene was discretized
to a 128× 128 grid of pixels with (0, 0) and (22, 22) corresponding
to pixel numbers (1, 1) and (128, 128) respectively.
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Fig. 2. Scene used in numerical simulations

We used a discrete version of the multi-static forward data model
(Equation (4)) to generate our simulation data. We made the as-
sumptions that the earth’s surface is flat and the amplitude functions
Apq ≡ 1. This choice of amplitude functions corresponds to isotropic
transmitters and receivers using a delta function as the transmit
waveform. The parameters we used correspond to a system bandwidth
of approximately 0.873 MHz.
We performed several sets of numerical simulations in our paper,

[19]. Here we have included two simulations from [19] with trans-
mitters and receivers traversing a circular flight trajectory, γc(s) =
(11 + 22 cos s, 11 + 22 sin s, 6.5): (1) Three transmitters and one
receiver on the circular path and (2) two transmitters and one receiver
on a circular path with noise added to the received data.
We determined the spectrum of the target by numerically corre-

lating the target image with itself and then taking the fast Fourier
transform of the resultant correlation. For the simulation in which
the received data is corrupted with noise, we chose the following
wide-band noise model, since the transmitted pulse is an ideal wide-
band signal:

Sn(s,ω) =
1

1 + |ω|5
π/5

sin(π/5)
. (29)
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The signal-to-noise ratio (SNR) we used is defined by

SNR = 20 log
1

Nd

PNd
i=1(d(si, ti) − µd)2

E[||n||2] dB, (30)

where Nd is the number of grid points and µd is the mean value of
the radar data.
Recall that the multi-static reconstruction scheme of this paper

fixes a transmitter-receiver pair, uses the filter defined in Equation
(28) to reconstruct the image and then obtain the final image by
superposition of the reconstructed images for all transmitter-receiver
pairs. In our simulations, we compared this multi-static reconstruction
scheme with the bi-static reconstruction method of [11].
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Fig. 3. Multi-static set-up with three transmitters γT1
(s) = (11 +

22 cos s, 11 + 22 sin s, 6.5), γT2
(s) = (11 + 22 cos(s + 2π/3), 11 +

22 sin(s+2π/3), 6.5) and γT3
(s) = (11+22 cos(s+π/6), 11+22 sin(s+

π/6), 6.5), and one receiver γR(s) = (11+22 cos(s+π/3), 11+22 sin(s+
π/3), 6.5). (a) Reconstruction from the bi-static FBP algorithm of [11] with
respect to Transmitter 3. (b) The image reconstructed by the multi-static
scheme of this paper.
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Fig. 4. Multi-static set-up with two transmitters and one receiver with
additive noise at an SNR of 0 dB. The flight trajectories are γT1

(s) =
(11+22 cos s, 11+22 sin s, 6.5), γT2

(s) = (11+22 cos(s+2π/3), 11+
22 sin(s+2π/3), 6.5), and γR(s) = (11+22 cos(s+π/3), 11+22 sin(s+
π/3), 6.5) (a) Reconstruction of the target scene for data corrupted with
additive noise of SNR = 0 dB using the bi-static FBP scheme of [18] with
respect to transmitter T2. (b) Reconstruction from the multi-static algorithm
of this paper.

V. CONCLUSION
In this paper, we developed an FBP-type synthetic-aperture radar

inversion method for multi-static SAR with multiple transmitters
transmitting arbitrary waveforms. These waveforms could be over-
lapping in time and frequency and have no form of multiplexing. To
the best of our knowledge, our work is the first in the literature that
can produce multi-static SAR images while suppressing the artifacts
caused by multiple interfering transmitters. We demonstrated the
performance of the inversion method in numerical simulations, which
is in correspondence with theoretical expectations.
While our paper has focused primarily on image formation for

multi-static SAR, the techniques are also applicable to other imaging
problems such as those arising in acoustics, geophysics and tomog-
raphy.

APPENDIX A
STATIONARY PHASE METHOD

Let u be a smooth function of compact support in Rn and let ϕ
be a real valued function with only non-degenerate critical points. A
point x0 ∈ Rn is called a non-degenerate critical point if Dϕ(x0) =
0 and the Hessian matrix D2ϕ(x0) has non-zero determinant. The
stationary phase theorem states that as λ → ∞,

Z
eiλϕ(x)u(x)dx=(

2π
λ

)
n
2

X

{x0:Dϕ(x0)=0}

eiλϕ(x0)ei
π
4 sgnD2ϕ(x0)

p
| det D2ϕ(x0)|

u(x0)+

+ O(λ−n
2 −1). (31)
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