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Multi-User Millimeter Wave Cloud Radio Access
Networks with Hybrid Precoding

Oluwatayo Y Kolawole, Student Member, IEEE, Satyanarayana Vuppala, Member, IEEE, and
Tharmalingam Ratnarajah, Senior Member, IEEE

Abstract—This paper investigates the performance of cloud
radio access networks (CRANs) for a downlink multi-user mil-
limeter wave (mmWave) system, where randomly distributed re-
mote radio heads (RRHs) supported by a central base band unit
(BBU) communicate with multiple mobile equipment (MEs). The
fronthaul and access link transmissions are implemented with
mmWave frequency bands. The RRHs and MEs are modelled as
independent poisson point processes (PPPs). We characterize the
outage probability, average latency and throughput of this system
under essential factors, such as blockages, RRH density and path
loss. Two specific ME association scenarios are considered: best
channel participation (BCP) and nearest neighbour participation
(NNP). We derived for both scenarios, closed-form expressions
of outage probability in the noise-limited case, and upper and
lower bounds of outage probability in the interference-limited
case. Our results show blockages and path loss to have a positive
effect of decreasing outage probability. Larger antenna arrays
are shown to compensate for communication degradation (outage
performance and latency) with higher RRH deployment, which
can be considered a trade-off between inter-cluster interference
(ICI) and RRH density. Finally, we show that for the ME
association process, BCP is the most viable for mmWave CRAN
systems due to its outperforming NNP.

Index Terms—cloud radio access networks, hybrid precoding,
millimeter-wave networks, poison point processes

I. INTRODUCTION

The increasing prevalence of high-speed, real-time data
applications such as social networking, and high-quality (HQ)
wireless video streaming is driving greater demand for more
bandwidth and faster data rates from mobile users. For exam-
ple, smart phone traffic, which has experienced tremendous
increase over the last two decades, shows no signs of slowing
and is predicted to surpass half the global traffic by 2020 [1].
Moreover, the existing frequency spectrum is congested; as a
result, there is an urgent need for revolutionary approaches to
meet these demands.

Millimeter wave (mmWave) frequencies have triggered in-
creasing research attention as imperative bands for the realisa-
tion of 5G networks, because of their potential to provide large
chunks of unused spectrum for growth in data rates and ca-
pacity. The prediction of utilising mmWave in communication
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are 10-1000 fold increase in data rates, capacities, spectrum
and energy efficiencies, as well as latencies of less than 1 ms
for all connected devices [2]. The authors in [3] show that
wide coverage and high data rates are achievable using Con-
stant Envelope OFDM (CE-OFDM) based mmWave systems
through the use of trellis coding which effectively exploits
frequency diversity and finally, the work in [4] shows how
mmWave bands can be used to provide high bandwidth data
transfer operations to ensure reliable connectivity especially
in congested urban areas.

Propagation in mmWave communication distinctly differs
from that in conventional microwave networks as it is more in-
volved than changing the carrier frequency [5]. First, mmWave
systems are characterised by massive arrays of steerable an-
tennas for directional beamforming. This is to mitigate the
effect of path losses, which are more significant in propagation
at higher frequencies [6]. Second, mmWave propagation is
more susceptible to blockages, such as building walls and
shadowing, making line-of-sight (LOS) and non-line-of-sight
(NLOS) links an integral part of mmWave cellular trans-
mission [5]. Third, mmWave communication is affected by
atmospheric conditions, although these effects are negligible
for small distances as shown in [6] and [7]. The work in [8],
which studied propagation at mmWave frequencies in a dense
urban environment, shows that mmWave systems are viable for
propagation with low gain antennas. This implies that a dense
network is required for mmWave propagation. In addition, [9]–
[12] show the feasibility of mmWave propagation using LOS
and NLOS models.

Network architecture is critical to providing robust networks
for future generations, and so cloud radio access networks
(CRANs) have gained heightened interest in research and
industry in recent years. CRAN is a potential architecture for
dense deployment of remote radio heads (RRHs) that provides
increased capacity with reduced cost and higher efficiencies
[13], [14]. In the scenario where RRH nodes are fixed at
specific locations, the performance of CRAN architecture for
MIMO channels is studied in [13], [15], [16] showing spectral
efficiency, capacity and energy efficiencies respectively. For
randomly distributed RRHs in single and multi-cell scenarios,
outage probability, ergodic capacity and rate analysis were
studied in [17]–[19]. The authors in [20] investigated the use
mobile small cells to replace RRHs in a CRAN and showed
that gains can be achieved in terms of cost, spectral efficiency,
and average user throughput.

These studies demonstrating different performance metrics
attest to the feasibility of CRAN as a distributed antenna
network architecture; however, they have only been studied
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only in the sub 3 GHz spectrum. Given that CRAN can deploy
dense networks which is a requirement for mmWave propa-
gation, this paper presents an analysis of CRAN architecture
using mmWave frequencies.

The contributions of this paper are to design a system that
couples two potential candidates - mmWave and CRAN -
for next generation communication into multi-user mmWave
CRAN systems. To the authors’ best knowledge, this network
setup has not been analysed previously. In addition, we build
a tractable system using stochastic geometry to show the
effects of outage probability, average latency and throughput
against signal-to-interference-noise-ratio (SINR) threshold for
mmWave CRAN systems. The performance of this system is
studied for two association schemes. In the first, the RRH or
BBU with the best channel participates in the transmission
where the total power is given to this channel, also called best
channel participation (BCP). In the second, the participating
RRH is the one closest to the typical ME, also called nearest
neighbour participation (NNP). We characterize this system
under key factors including blockages, antenna gain, path
losses, and cluster radius. Exact closed-form expressions of
outage probability considering LOS and NLOS channels are
derived for both scenarios in the noise-limited case (neglecting
inter-cluster interference ICI). Upper and lower analytical
approximations of outage probability are also developed for
the interference-limited case.

The paper is organised as follows. In section II, we define
the system model, channel model and blockage model. In sec-
tion III, we present preliminary statistics used in the analysis
of the model and then derive solutions for outage probability
and throughput in section IV. We extend our analysis to the
case considering ICI in section IV-B. We present Numerical
results validated by simulations in section V and conclude in
section VI.

The following notations are used throughout this paper:
B, b, b represent a matrix, a vector and a scalar respectively.
BH , B−1, and BT are the Hermitian, inverse and transpose
of B respectively. CN (m, v) is a circularly symmetric complex
normal Gaussian random vector with mean, m and variance,
v. E[.] denotes expectation. All other notations are defined as
used.

II. SYSTEM MODEL

We consider the downlink of a multi-user mmWave CRAN
system which consists of a mmWave transmission network, a
baseband unit (BBU), multiple mobile equipment (MEs) and
multiple remote radio heads (RRHs). The BBU is the central
intelligence unit connected to RRHs by high bandwidth links
called fronthaul (FH) links whereas the links between the
RRHs and MEs are referred to as access links. The interface
in the FH is standardised as common public radio interface
(CPRI) [21]. To meet the strict requirements imposed on the
FH by CPRI, the proposed solution is to split the functionality
(from baseband to packet processing and radio functions such
as amplification, frequency conversion, A/D and D/A conver-
sion) between the BBU and RRHs. Thus, the BBU performs
functions such as baseband and packet processing while the

RRHs perform the radio functions and transfer (send/receive)
data from BBU to MEs in the system as illustrated in Fig. 1.
Although dedicated fibre links are commonly used at the FH
links, recent European projects including 5G PPP [22] and
5G-XHaul [23] propose that mmWave bands can be used for
transmission of FH data because the centralisation in CRAN
requires a large consumption of fibre cores which are scarce
and expensive to deploy. Therefore, the transmission links
at both FH and access in this system operate at mmWave
frequency bands.

Each RRH is distributed in a randomly ordered fashion
in R2 using independent homogeneous poisson point pro-
cess (PPP), ΦRRH and intensity, λRRH. Similarly, MEs are
randomly distributed as PPP, ΦME with intensity λME. The
positioning of MEs are not dependent on the location of
RRHs; hence, all point processes are independent of each
other. The number of antennas on each RRH, ME and the
BBU are denoted as NRRH, NME and NT respectively. We
assume there are K-number of MEs in the system such that
NRRH ≥ K or NT ≥ K, and focus on a circular region
which we will refer to as cluster G illustrated in Fig. 1. The
subsequent analysis will focus on the access link transmissions
between RRHs and MEs.

A. Association Scenarios

When an ME associates itself with an RRH and makes a
request, the RRHs help the signals from the ME to be decoded
by the BBU. Thus, an ME is serviced through the access link
(from ME to RRH) and fronthaul link (from tagged RRH to
BBU). To analyse the performance of this system, we consider
two schemes based on how the ME associates with an RRH
in cluster G namely:

• BCP: In this scenario, BBU determines which RRH has
the best channel in cluster G for transmission to MEs.

• NNP: This scenario is considered for its ability to reduce
overhead whilst achieving acceptable performance. The
metric is based on distance where the RRH closest to an
ME is selected for transmission.

B. Transmission Model

It is worth noting that propagation from any RRH to each
ME is via a fully connected hybrid precoder that combines
radio frequency (RF) and baseband (BB) precoding. We
assume that multiple MEs are served via one stream per
user, thus it is sufficient that each ME employs an RF-only
combiner to decode the transmitted signal as described in [24].
Hybrid precoding is also used to cancel out the unwanted
signals of other MEs.

The clustered mmWave channel between the RRH located
at position y and the ME located at x in G, Hy,x is written as

Hy,x =

√
NrNME

L(y, x)

Wy,x∑
u=1

ηu,y,xaME(θu,y,x)aH
RRH(ϕu,y,x),

(1)
where ηy,x is the complex gain assumed to be a small scale
Rayleigh fading distribution [25], θ is the angle of arrival,
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RRH Blockages

FH link

Access link

Typical ME

BBU

Fig. 1: An illustration of a multi-user mmWave CRAN system
model.

ϕ is the angle of departure, Wy,x
1 is the number of paths

from RRH at y to ME at x, L(y, x) is the path loss given as
L(y, x) = rαi

y,x, where αi denotes the path loss exponent, and
can either be LOS and NLOS depending on the link between
them, aRRH and aME are the array response vectors of each
RRH and ME respectively.

Due to the sparsity of mmWave channels, we assume that
all scattering happens in the azimuth plane, and model these
array vectors as uniform linear arrays ULAs written as

aRRH(ϕ) =
1√
Nr

[
1, ejkd sin(ϕ), . . . , e(Nr−1)jkd sin(ϕ)

]
, (2)

where k = 2π
λ , λ is the wavelength and d is the distance

between antenna elements. aME and aBBU are defined in like
fashion.

C. Received Signal

Consider the links between the kth RRH located at y in
a circular region, G, communicating with several MEs in an
instant. Let us denote U as the maximum number of MEs in
G to which a single RRH can instantaneously communicate
to, and assume that the maximum value of U is the number
of RF chains (U ≤ NRF) because hybrid precoding gain is
constrained by min(NRF, K) [26].

The baseband and RF precoders are presented as Vk
BB

and Vk
RF respectively. Thus,Vk

BB = [vk,1
BB, vk,2

BB, . . . , vk,UBB ] and
Vk

RF = [vk,1
RF, vk,2RF, . . . , vk,URF ].

After passing xk through Vk
BB, Vk

RF,and Uk
RF respectively,

the received signal, y0 is given as

y0=ϱk,1heff
k,0vk,0BBs1 +

∑
g∈ΦME,g≠1

ϱk,gheff
k,gvk,gBBsg+z0, (3)

where heff
k,0 = (u0

RF)
Hhk,0Vk

RF is called the effective channel,
u0
RF is the RF combiner, ϱk,0 is the average received power

given as ϱk,0 = PT

K , z0 is noise, z0 ∼ CN (0, N0) and PT

is the total transmit power enforced by the normalization of
VBB [27] such that ||VRFVBB||2F = Nd.

We employ near-optimal methods proposed in [26] and [27]
to design the hybrid precoder. Accordingly, u0

RF = aME(θk,0)

1Unit paths are assumed for each ME in this system.

and vk,0RF = aRRH(ϕk,0). For interference management at
baseband level, zero-forcing (ZF) is utilised at the transmitters.

Thus, vk,0
BB = (heff

k,0)
H

(
heff
k,0(h

eff
k,0)

H

)−1

.

D. Blockage Model

To model blockages in this mmWave network, we use the
probabilistic model validated in [9] which defines a link of
length a as LOS with probability pL

2, if a is less than or
equal to radius of some region D, a ≤ D 3. However, when
a > D, the link is NLOS with probability of pN.

E. SINR Model

To model the SINR of a mmWave network, we consider
the two different schools of thoughts about propagation in
mmWave networks; On one hand, the authors in [28]–[30]
mention that mmWave networks tend to be noise-limited due
to high blockage density which make signals from unwanted
sources negligible. Whereas, authors in [31]–[33] considering
high base station density with moderate blockages assume that
mmWave networks tend to be interference-limited. Therefore,
we model the SINR in both noise-limited and interference-
limited cases:

1) Noise-limited case: In this scenario, we consider only
intra cluster interference from other users associated with an
RRH. The analysis is performed for a typical ME following
from Slivnyak’s theorem. The SINR between the kth RRH and
the typical ME is gotten from equation (3). Denoting SINR
as ρ, we obtain

ρk,0 =
ϱk,0∥heff

k,0vk,0BB∥2∑
g∈ny

g ̸=0

ϱk,g∥heff
k,gvk,gBB∥2 + σ2

z

, (4)

where the first term of the denominator denotes intra-cluster
interference to the typical ME which is zero after successful
interference cancellation, and σ2

z is the noise.
For tractability in the statistical analysis in this paper, we

transform the SNR in (4) given as

ρk,0 ≈
Bk,0 η

2
k,0 γ(Nr,U)
rαi

k,0 σ
2
z

, (5)

where Bk,0 = ϱk,0 Nr NME, and γ(Nr,U) is the precoding
penalty defined as

γ(Nr,U) =

{
1, w.p.

(
1− 1

Nr

)U−1

0, otherwise.
(6)

The explanation of this penalty can be found in [12,
Proposition 1].

2It is important to note that the values of pL are dependent on the geography
of an area i.e. a low value is assumed for dense urban areas and a higher one
for semi-urban areas.

3D is defined in [9] as the radius of a circle from actual measurements in
urban regions of New York
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2) Interference-limited case: In this scenario, the typical
ME experiences interference from within the cluster as well as
from neighbouring clusters. It should be noted that the RRHs
from other clusters causing interference are those minimally
affected by blockages 4. Consequently, the received signal after
applying the RF precoders and combiners to the transmitted
signal is given as

y0 = ϱk,0 h
eff
k,0 s0 +

∑
g∈Φ′

ME,g ̸=0

ϱk,g heff
k,g sg + ICI + z0, (7)

where ICI is the inter-cluster interference which will be
modelled as IΦ′

BS
, and z0 is the complex Gaussian noise within

the cluster, z0 ∼ CN (0, σ2).
Thus, the SINR of the typical ME served by the kth RRH

is gotten from the received signal in (7) and expressed as

SINRk,0 =
ϱk,0

∣∣heff
k,0v0BB

∣∣2
σ2
z +

∑
g∈Φ′

ME,g ̸=0

ϱk,g
∣∣heff

k,gvg
BB

∣∣2 + IΦ′
BS

, (8)

where IΦ′
BS

=
∑

b∈Φ′
BS

ϱb
∣∣heff

b,vvbBB

∣∣2 outside cluster, G, ϱb =
PBS

Ub
, Ub is the number of users connected to a BSs in another

cluster, and Φ′
BS = ΦBS \ G ∩ ΦBS.

Next, the SINR in (8) is approximated for the statistical
analysis 5 and expressed as:

SINRk,0 ≈
G0 |ηk,0|2 r−αi

k,0 γ(Nr,U)
σ2
z + IΦ′

BS

, (9)

where G0 = ϱk,0 NMENr, rk,0 is the distance between the
typical ME, and kth RRH, αi is the path loss exponent which
could be LOS or NLOS,6 γ(Nr,U) is the precoding penalty
similarly defined in (6), IΦ′

BS
is the inter-cluster interference

given as

IΦ′
BS
=
∑

b∈Φ′
BS,v ̸=0

Gv |ηb,v|2 r−α
v ×

∑
v∈Uv

||aME(θv,y,x)aHRRH(ϕv,y,x)||2,

(10)
where Gv is the gain similarly defined as Gn but scaled by the
precoding penalty 7. Now, we leverage on the analysis from
[33] such that IΦ′

BS
can further be expressed as

IΦ′
BS

=
∑

b∈Φ′
BS,v ̸=0

Gv |ηb,v|2 r−α
v Υv, (11)

where Υv =

{
1, θv,y,x = ϕv,y,x

τRRH, otherwise, where τRRH < 1.

4 Although we focus on downlink transmission, the received signal for
uplink transmissions, where multiple MEs transmit independent messages to
their associated RRHs can be formulated similarly. Interference is caused by
the other MEs associated to the same RRH as well as outwith the cluster
and these interferences can be characterised with similar stochastic geometry
tools.

5η = hm,n
EFFvnBB and represents the dominant element in hEFF.

6The parameters for α used in simulations are adopted from measurements
validated in [8], [9], [34].

7 For simplicity we assume the sum of penalties from BSs in interfering
clusters to be constant.

MAC layer

FEC coding/decoding

Modulation and Precoding/

Detection and Equalisation

IFFT and Mapping/

FFT and Demapping

D/A Conversion and filtering/

A/D Conversion

Radio frequency Processing

Antenna

R
R

H
B

B
U

Fig. 2: CRAN Fronthaul link logical structure [36].

F. Fronthaul Model

For completeness of the paper, we include the FH model
although this FH link is not the focus of our analysis. It is im-
portant to note that CPRI imposes strict requirement on the FH
network [21] and to achieve functionality between BBU and
RRHs, the BBU does not have to be physical. This implies
that operators can dynamically maps radio signals from the
BBU to any RRH using software-defined networking (SDN)
concepts [35]. Fig. 2 presents a logical structure illustrating the
downlink and uplink processing chain of the FH link. In the
downlink, data packets for the MEs are processed at the MAC
layer, there appropriate headers and schedules are added on
followed by forward error correction (FEC) encoding and then,
modulation and precoding. These operations are performed
with channel state information available at the BBU. Next,
inverse Fourier transform is performed to map ME data to
physical resources in time slots and sub-carriers. After, the
data is converted to the analogue domain using a digital to
analogue converter (DAC) and then up-converted to the carrier
frequency and transmitted to the antenna of the RRH. More
details of the processing can be found in [36]. Note that for
the uplink, the process is reversed as indicated by the upward
flow of fig. 2.

G. Traffic Model

To measure the quality of service (QoS) and model the
traffic delivery from the BBU to an ME via its associated
RRH in this mmWave CRAN system, we adopt the queueing
theory in [37]. Let us denote a typical ME as ME0 and it’s
associated RRH as RRHj . We assume that the traffic arrival
to MEs in the network follows a PPP with parameter λ which
denotes the arrival rate per unit area and the traffic load is
distributed exponentially with the average traffic load of µ
8. On the account of a constant FH rate, it is reasonable
to assume that the traffic delivery time of the FH is also
an exponential distribution. Thus, the traffic delivery in FH
actualizes an M/M/1 queuing system [37].

8This assumption is based on the fact that the MEs are distributed according
to a PPP, ΦME.
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Similarly, in the access links, the traffic arrival to ME0

follows a PPP with average arrival rate of λ0. However,
since the MEs at various locations associated with RRHj

have different rates depending on the channel conditions, the
service time in RRHj is generally distributed [38]. Therefore,
the traffic delivery from RRHj to ME0 realises an M/G/1
queueing model [37]. Accordingly, the traffic delivery from
BBU to ME0 via RRHj is modelled as a combined queue
system.

III. INTRODUCTORY STATISTICS

This section gives preliminary statistics which will be used
in subsequent analysis.

Channel statistics: We present the statistical properties of
mmWave channel used in the access links. Given that η
is the small scale Rayleigh fading and is distributed as a
complex Gaussian distribution, η ∼ CN (0, 1), we assume that
the transmitted symbols, sk are also Gaussian distributed i.e.
xk ∼ CN (0, 1). Thus, if sk ∼ CN (0, 1), then the probability
distribution function (PDF) of the SNR, ρk,0 is F-scaled [39]
and expressed as

fρk,1
(z) =

(
1− 1

Nr

)U−1
Nr! (Bk,o)

KzNr−K

(K − 1)!(Nr −K)!(Bk,0 + z)Nr+1
.

(12)
The work in [40] shows that the F-distribution can be

approximated to Chi-square distribution. Thus, we rewrite (12)
in terms of Chi-squared distribution with 2(Nr−K+1) degrees
of freedom

fρk,1
(z) ≈

(
1− 1

Nr

)U−1∑
i∈L,N

(Krαi

k,0)
Nr−K+1

(Nr −K)!
(13)

× 1

(Bk,0)Nr−K+1
zNr−K e

−
z K r

αi
k,0

Bk,0 .

Moreover, integrating (13) for a given distance, rk,0 yields
the conditional cumulative distribution function (Fρk,0|rk,0

)
expressed as

Fρk,0|rk,0
(z) =

(
1− 1

Nr

)U−1∑
i∈L,N

pi
1

(Nr −K)!
(14)

× γ

(
Nr −K + 1,

z K rαi

k,0

Bk,0

)
.

Outage probability of a generic RRH: The outage proba-
bility of any RRH in our system is given as

Pout(z) =

∫ R

0

fr(r)Fρ|r(z) dr, (15)

where fr(r) represents the uniform distribution of all RRHs

in G given as fr(r) =
2 r

R2
, Fρ|r is the CCDF defined in (14).

It is worthwhile to notice that the CDF of received SNR at
k-th RRH from BBU follows from the equation (14) and is
given as

Fρf
(ξ)=

(
1− 1

Nt

)M−1∑
i∈L,N

pi γ

(
Nt −M + 1,

ξM r
αi
f

Bf

)
(Nt −M)!

.

(16)

In the following proposition, we show the overall outage
probability of the kth RRH which will be used in analysis of
the association schemes.

Proposition 1. The outage probability of the kth RRH to the
typical ME is given as

Pout(t) =

(
1− 1

Nr

)U−1∑
i∈L,N

pi
2 (tK)

−
2

αi

R2

×

1−
Nr−K∑
m=0

[
Γ
(

2
αi

+m
)
− Γ

(
2
αi

+m,KRαit
)]

m!

 . (17)

Proof. See Appendix A.

Throughput: By definition, throughput, R is given by

R = log2 (1 + ρ) (1− Pout) , (18)

where ρ is the received SNR at the ME defined in (5), and
the expression of Pout can be found in (17).

Latency ratio: This performance metric is used to measure
the quality of service (QoS) of the network. It is defined as
the delayed ME duration per unit of service time during the
transmission process and will be discussed in section IV.

IV. PROPAGATION ANALYSIS AND PERFORMANCE
MEASURES

In this section, we study the access link performance of our
system model outlining outage probability, average latency,
and throughput in the two different scenarios aforementioned
in section II-A.

A. Noise-Limited Scenario

1) NNP: Outage occurs in this scenario when the channel
of a RRH closest to the typical ME is in outage. It should be
noted that the BBU transmits in this scenario only when there
are no RRHs in G. Thus, outage probability for the nearest
neighbour is defined by the following proposition:

Proposition 2. The outage probability of a RRH closest to
the typical ME assuming it is the kth RRH is expressed as

PNNP
out (ξ)=

(
1− 1

Nt

)U−1∑
i∈L,N

pi γ (Nt −K + 1, ξ K Rαi)

(Nt −K)!

×
(
1− 1

Nr

)U−1
e−λRRH π R2

(Nr −K)!

∞∑
n=0

(−1)n

n!

(ξ K)(Nr−K+n+1)

(Nr −K + n+ 1)

×

 ∑
i∈L,N

pi
γ (αi(Nr−K+n+1)

2 + 1, πλRRHR
2)

(πλRRH)
(αi(Nr−K+n+1)

2

 . (19)

Proof. See Appendix B.
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2) BCP: In this scenario, the best channel in cluster G
(either an RRH or the BBU) is selected to participate in
transmission with the typical ME, This implies that outage
occurs when this channel is in outage. Thus, the outage
probability for the best channel is given as

PBCP
out (ξ) = Fρ0

(ξ)Pk
out(ξ), (20)

where Pk
out is the outage probability of the kth RRH given in

(17), and Fρ0
(t) is defined as:

Fρ0
(ξ)=

(
1− 1

Nt

)U−1∑
i∈L,N

pi γ
(
Nt −K + 1, ξ K Rαi

B0

)
(Nt −K)!

.

(21)

B. Interference-Limited Scenario

In the sequel, we present the analyses of this system with
inter-cluster interference for both association scenarios:

1) BCP: In this scenario, the typical ME associates itself
with the RRH that provides it with the best signal in the
network. This can also be explained from the path loss
perspective where the best channel is the one that offers the
least path loss.

Thus, in the following proposition, we present the outage
probability of SINR at the typical ME from the best RRH
within the cluster for a predefined rate ξ.

Proposition 3. The outage probability of received SINR at the
typical ME from the best RRH in the cluster is given as

PBCP
out (ξ) =

∑
j∈L,N

pj

(
1− 1

Nr

)U−1 ν∑
k=0

(
ν

k

)
(−1)k (22)

×
∫

y>0

e
−Ak ξ yσ2

z
G0

∏
j∈L,N

EIj
Φ′
BS

[
exp

(
−Ak ξ yIjΦ′

BS

G0

)]
fζ(y)dy,

where ν = Nr−K is a parameter from the tight upper bound
of Gamma distribution given as P[|ηm,n|2 < γ < (1−e−Aγ)ν ]

with A = ν(ν!)
−1
ν and y , r

αj
n , and fζ is the distribution of

the least path loss, which is given by

fξ(x) =
∏

j∈{L,N}

2pj

αj
πλBSP

2
αj

BS x
2
αj

−1
e−πpjλBSP

2
αj
BS x

2
αj

,

(23)

Proof. Refer Appendix C.
2) NNP: We consider the RRH closest to the typical ME,

which experiences outage when its channel is in less than the
predefined rate ξ.

Proposition 4. The outage probability of the RRH closest
to the typical ME considering the impact of inter-cluster
interference is expressed as

PNNP
out (ξ) =

∑
j∈L,N

pj

(
1− 1

Nr

)U−1∫
r>0

ν∑
k=0

(
ν

k

)
(−1)k (24)

×e
−Ak ξ yσ2

z
G0

∏
j∈L,N

EIj
Φ′
BS

[
exp

(
−Ak ξ yIjΦ′

BS

G0

)]
fr(r) dr,

where y and ν are defined in (22), fr is the pdf of the nearest
distance to the typical ME given as [41]:

fr(r) = e−λRRH π r2 2π λRRH r. (25)

Proof. Using fr defined in (25) and following similar steps in
Appendix B, the equation (24) can be obtained.

3) Average Rate: In order to compute the average latency,
we need to characterise the average rate. Therefore in this
subsection we adopt the framework developed by authors in
[42] to evaluate average rate in terms of moment generating
functions (MGFs). Thus, we present the average rate between
the typical ME and its associated RRH in the next proposi-
tion9

Proposition 5. The average rate between a typical ME and
it’s associated RRH is given as

R̄ =
(
1− 1

Nr

)U−1
∞∫
0

(1− LS(t)) LIΦ′
BS
(t)

e−t

t
dt, (26)

where S is the SNR given as S =
G0 |ηk,0|2 r

−αj

k,0

σ2
z

and IΦ′
BS

is similarly defined as in (10),

LS(t) =

ν∑
k=0

(
ν

k

)
(−1)k+1

(
1+

tG0

Ak rαL

k,0σ
2
z

)−1

pL (27)

+

ν∑
k=0

(
ν

k

)
(−1)k+1

(
1 +

tG0

Ak rαN

k,0σ
2
z

)−1

pN,

and

LIΦ′
BS
(t) =

∏
q∈L,N

pq exp

(
− 2πλRRH (28)

×
∫ ∞

r

1−

(
1 +

Ak tGv r
αq

k,0

G0 r
αq
v

)−ν

dr

)
.

Proof. Refer Appendix D.

Remark: The analysis in this paper is done for access links
between RRHs and MEs. However, worthy of mention is that
the FH rate is constant and dependent on digitised I and Q
samples and number of antennas as described in section 4.4.1
of [43] and given as

RFH = 2γfsNANq, (29)

where the factor 2 accounts for I and Q phases of the
signal, γ represents the overhead introduced by FEC and
control signals, NA is the number of antennas, and fs, Nq

are the sampling frequency and resolution of the quantiser
respectively.

9We note that this proposition also holds for the noise-limited case when
the interference is equal to zero.
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C. Traffic Latency

In this subsection, we utilise queuing theory model de-
scribed in II-G to analyse the delay in data delivery from BBU
to ME0. If ME0 associated with RRHj is assumed to have

traffic load of κ0 expressed as κ0 =
λ0

µ0
, where λ0 is the arrival

rate per unit area and µ0 is the average number of requested
volumes (average traffic load).

In the network, an RRH is connected to different MEs, thus
we denote the coverage area of all RRHs as B and assume
that each ME connected to an RRH is served in a round
robin manner. Then, the average traffic load density at ME0

from RRHj is given as δj =
λ0 κ0

R0
, where R0 is the access

link rate defined in (26) and the total traffic load in RRHj is
expressed as Dj =

∫
B δ(x) dx, where x denotes the location of

ME connected to RRHj . Next, we can compute the required
service time to satisfy the demands of ME0 is given as ν0 =
κ0

R0
. Given that traffic delivery in the access link emulates

the M/G/1 queueing model, the average traffic delivery time
for ME0 in RRHj is given as [37] Tj =

κ0

R0(1−Dj)
In

RRHj , the average waiting time for the traffic load of ME0

is obtained by subtracting the required service time from the
average traffic delivery time and expressed as χj = Tj −ν0 =

Dj κ0

R0 (1−Dj)
. The latency in the access link of RRHj and

ME0 is calculated as the ratio of waiting time and service
time. Thus,

Ψj =
χj

ν0
=

Dj

1−Dj
. (30)

In the FH link between the BBU and RRHj , the required
time to satisfy the traffic demand of ME0 is dependent on the
FH rate, RFH defined in (29) and expressed as ν̂0 =

κ0

RFH
.

From the M/M/1 queueing model in [37], the average wait
time for ME0’s traffic load in RRHj’s FH is defined as χ̂j =

D̂j κ0

RFH (1− D̂j)
, where D̂j is the total load in the FH of RRHj .

Then, the latency ratio to measure how much time ME0 waits
per unit service time in the FH of RRHj is given as

Ψ̂j =
χ̂j

ν̂0
=

D̂j

1− D̂j

. (31)

Hence, the traffic delivery latency from BBU to ME0 via
RRHj is given as ∆j = Ψ̂j + Ψj . It is worthy of mention
that since the latency ratio of FH link in (31) is dependent
only on the traffic load at the FH of RRHj , it implies that all
MEs associated with RRHj have the same latency ratio and
a smaller ∆j suggests that RRHj introduces a low latency to
its associated MEs.

V. NUMERICAL RESULTS

In this section, we validate the system model and analyt-
ical derivations from the aforementioned propositions using
Monte-Carlo simulations. The values for most of the parame-
ters used in simulation are motivated from literature mentioned
in the references. For completeness of the paper, and unless

otherwise stated, Table I presents these parameters and their
equivalent values.

A cluster radius of 250m is considered, with RRH intensity

expressed as λRRH =
Λ

πR2
, where Λ represents the average

number of RRHs in a cluster sized πR2 with transmit power
of 30 dBm and noise power of -70dB.

TABLE I: Simulation Parameters

Notation Parameter Values
NME Number of ME antennas 2x2, 4x4 UPA
B Bandwidth 2GHz
NRRH Number of RRH antennas 4x4,8x8 UPA
NBBU Number of BBU antennas 4x4, 8x8 UPA
K Number of MEs 4
pL, R Blockage Model 0.1, 250 meters
λRRH Density of RRH nodes 6

1000π
α Path loss exponent L-2, N-3.5
N0 Noise power -70 dB
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densities.
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Fig. 5: NNP Comparison of outage probability in noise and
interference-limited regimes.

Starting with the BCP scenario, Fig. 3 presents a plot of
outage probability against SNR threshold, and we observe that
as with an increase in the required threshold, the probability
of outage also increases. However, as the average number
of RRHs in the cluster is increased, outage probability is
reduced. An interesting observation is the impact of inter-
cluster interference on the outage probability. This will be
explained from Fig. 6 subsequently.

Next, we consider the effect of changing the cluster ra-
dius on outage probability in Fig. 4. Here we observe that
increasing the radius does not increase the outage probability
for the best channel scenario. We may infer by this result
that there is a trade-off between cluster radius and outage
performance in mmWave CRAN as smaller cluster radii lead
to better performance. This can be used in network planning by
operators especially in urban areas where many small clusters
can be formed.

Fig. 5 shows the comparison of outage probability in both
noise-limited and interference-limited scenarios for NNP. It is
evident from the figure that for a given moderate number of
blockages, the outage probability is much less in the noise-
limited regime when compared to the interference-limited
regime. It can also be observed that as the number of inter-
ferers is decreased (by the reduction in RRH node density),
the performance in the interference-limited scenario tends to
that in the noise-limited regime. This outcome indicates that
in systems employing mmWave links, successful transmission
is largely dependent on blockage and nodal densities.

Fig. 6 shows that an increase in average number of RRHs
does not lead to a decrease in outage probability. Although
this result appears to be counter intuitive, it can be explained
by the fact that increasing the number of RRHs also increases
the probability of interfering RRHs. We establish by the small
difference in outage probabilities between RRH intensities
in Fig. 6, a trade-off between outage performance and in-
terference. It is also evident from Fig. 6 that increasing the
array size improves the performance leading to smaller outage
probabilities.

In Fig. 7, we plot the outage probability as a function
of SINR threshold. In measuring the effect of path loss on
the transmission from the best channel to a typical ME, we
observe that outage probability decreases with reducing α.
We may thus deduce that increasing the values of path loss
exponent will degrade communication.

Fig. 8 illustrates the outage probability of the BCP and
NNP scenarios against SINR threshold. It is clear that BCP
always outperforms NNP. For example, to achieve an SINR
threshold of 20dB when RRH density is 0.0001, the outage
probability for BCP and NNP are 0.25 and 0.8 respectively.
Although NNP is considered in some CRAN applications
for the reduction of overhead in the selection process, it
is worthwhile to note that in multi-user mmWave CRAN
systems, we opt for the best channel selection process for
better transmission due to the big difference between NNP
and BCP performances.
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Figures 9 illustrates the throughput performance of BCP
and NNP schemes against SINR threshold. In Fig. 9, we show
the comparison of throughput performance for both BCP and
NNP scenarios. Following from the result that increasing the
number of RRHs can cause a degradation to communication
between either the best or nearest RRH and the typical ME,
the throughput performance for RRH intensity of 0.0001 is
better than that for an intensity of 0.0005 in both cases.
Furthermore, Fig. 9 shows that BCP significantly outperforms
NNP. To achieve an SINR of 20dB, the BCP throughput for
λRRH = 0.0001 is 5bits/Hz while that of NNP is 1.3bits/Hz,
this confirms the results of Fig. 8.It is worthy of mention that
there exists an optimal value of throughput as shown by the
shape of curves in Fig. 9, with the implication that increasing
SINR does not indefinitely lead to better performance. Deter-
mination of the optimal point can be explored in future works.

Having seen the effect on increasing the number of RRHs on
outage probability, we determine the consequence of average
data delivery latency on varying RRH density. Hence, Fig.
10 is plotted for different values of λRRH. We observe that
increasing the RRH density leads to a rise in average latency.
This outcome, although unexpected, is not so unusual given
that an increased number of RRHs implies a larger traffic
load at the FH queue leading to more latency. In addition,
we also observe that increasing the antenna gain which in
turn increases the FH and access link rates leads to reducing
the latency. It is important to note that at low RRH density,
the latency for both gains are almost equal due to the fact
that when the traffic load is small, there is no significant gain
in increasing the fronthaul or access link rate. In other words,
the impact of FH and access link rates are negligible for small
traffic loads.

VI. CONCLUSION

This paper presents the performance analysis of a system
that couples mmWave and CRAN (mmWave CRANs) for
future generation communication. We considered the downlink
scenario of multiple distributed RRHs and a BBU in a
multi-user system employing mmWave technologies including
hybrid beamforming in both fronthaul and access links. An-
alytical expressions for outage probability, throughput were
derived for two ME association scenarios, namely, BCP and
NNP. We considered two cases to model practical deployment
of mmWave CRANs networks namely: a) noise-limited, and
b) interference-limited. In addition, we analyse the impact
of fronthaul rate on the average data delivery latency in
the system. These expressions were validated in the numeral
section. Our results show a trade-off between density of
RRHs and inter-cluster interference. It is shown that deploying
larger antenna arrays can compensate for the degradation of
communication in terms of delivery latencies, throughput, and
outage probabilites with higher RRH deployment. This can
be exploited by engineers in practice for the maintenance
of high performance. In addition, there can be a positive
impact of increased blockages and path loss exponents on
outage probability and throughput. Moreover, simulation and
analytical results show that BCP scenarios grossly outperform
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NNP scenarios. Despite the attractiveness of NNP in existing
literature, based on its reduction in overhead compared to other
scenarios, the BCP is shown to be most viable for multi-user
mmWave CRAN systems.

APPENDIX A
PROOF OF PROPOSITION 1

The outage probability of the kth RRH is defined as

Pout(z) =

∫ R

0

frk,0
(r)Fρk,0|rk,0

(z) dr. (32)

Substituting the expressions of frk,0
(r) = 2r

R2 and Fρk,1|rk
from (14), we obtain

Pout(t) =

∫ R

0

2r

R2

(
1− 1

Nr

)U−1∑
i∈L,N

pi
1

(Nr −K)!
(33)

× γ
(
Nr −K + 1, tK rαi

k,0

)
dr,

where t =
z

Bk,0
.

Starting with the LOS link, we have

PL
out(t) = (34)∫ R

0

(
1− 1

Nr

)U−1
2r

R2

pLγ
(
Nr −K + 1, tKrαL

k,0

)
(Nr −K)!

dr,

(a)
=

∫ R

0

2r

R2

(
1− 1

Nr

)U−1

pL

[
1−

Nr−K∑
m=0

(tKrαL)m

m!
etKrαL

]
dr,

(b)
=

(
1− 1

Nr

)U−1

pL

[
1−

Nr−K∑
m=0

2 (tK)
−

2

αL

R2

×

[
Γ
(

2
αL

+m
)
− Γ

(
2
αL

+m,KRαLt
)]

m!

]
,

where (a) follows from the series equivalent of the lower
Gamma incomplete function given by γ(N, t) = (N −

1)!

(
1− e−t

∑N−1
k=0

tk

k!

)
, and (b) follows from solving the

integral with respect to r.
Following similar steps we can derive the outage probability

of a NLOS link to obtain PN
out(t). Finally the proof of (17)

can be concluded by the summation of PL
out(t) and PN

out(t).

APPENDIX B
PROOF OF PROPOSITION 2

During the nearest neighbour participation scenario, the ME
is served by the RRH closest to it. The PDF of the distance
between the typical ME and it’s closest RRH is given as [44]

fclosest = 2π λRRH r e−λRRH π r2 . (35)

Given the closest distance, the outage probability for the
closest RRH becomes

PNNP
out (ξ) =

∫
Fρ|r(ξ)fclosest(r), (36)

where fclosest(r) is the PDF of distance between the ME and
it’s closest RRH is defined in (35), and Fρ|r is defined in (14).

Considering that only when there is no RRH in cluster G,
does the BBU transmit to the ME, we expand the definition
of nearest neighbour outage probability to the typical ME,
assuming the kth RRH is the closest RRH as

PNNP
out (ξ) =

∫ R

0

fclosest(r)Fρk,0|rk,0
(ξ) dr (37)

+

∫ ∞

R

fclosest(r)Fρ0(ξ)dr,

where

Fρ0
(ξ) =

(
1− 1

Nt

)U−1∑
i∈L,N

pi γ
(
Nt −K + 1, ξ K Rαi

Bk,0

)
(Nt −K)!

.

(38)
Substituting the expressions of Fρ0(ξ), Fρk,0|rk,0

(ξ), and
fclosest(r), into (37) we obtain (39).

To integrate I in (39), we start with LOS link

I =

(
1− 1

Nr

)U−1∫ R

0

2πλRRH re−πλRRH r2 (40)

×
∑
i∈L,N

pL γ
(
Nr −K + 1, ξ K rαL

k,0

)
(Nr −K)!

dr,

replacing the lower incomplete gamma function with its series
equivalent

γ
(
Nr−K + 1, ξ K rαL

k,0

)
=

∞∑
n=0

(−1)n
(
ξKrαL

k,0

)Nr+n−K +1

n! (Nr + n−K + 1)
,

and integrating (40) gives

I =

(
1− 1

Nr

)U−1
pL

(Nr −K)!

∞∑
n=0

(−1)n

n!

(ξK)(Nr−K+n+1)

(Nr −K+ n + 1)
(41)

×
γ
(

αL(Nr−K+n+1)
2 + 1, π λRRH R2

)
(π λRRH)

(αL (Nr−K+n+1)

2

,

following similar steps for NLOS link, and summing them we
obtain the result of integrating I given as

I =

(
1− 1

Nr

)U−1
1

(Nr −K)!

∞∑
n=0

(−1)n

n!

(ξK)(Nr−K+n+1)

(Nr −K+ n + 1)
(42)

×

 ∑
i∈L,N

pi
γ (αi(Nr−K+n+1)

2 + 1, πλRRHR
2)

(πλRRH)
(αi(Nr−K+n+1)

2

 .

Next, integrating II, we obtain:

II=

(
1− 1

Nt

)U−1∑
i∈L,N

pi γ (Nt −K+ 1, ξKRαi)

(Nt −K)!
e−λRRH πR2

.

(43)
The proof of (19) is obtained from substituting (43), and

(42) in (39)
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PNNP
out (ξ) =

(
1− 1

Nr

)U−1∫ R

0

2πλRRH re−πλRRH r2
∑
i∈L,N

pi γ
(
Nr −K+ 1, ξKrαi

k,0

)
(Nr −K)!

dr︸ ︷︷ ︸
I

(39)

+

(
1− 1

Nt

)U−1 ∫ ∞

R

2π λRRH re−π λRRH r2
∑
i∈L,N

pi γ (Nt −K+ 1, ξKRαi)

(Nt −K)!
dr︸ ︷︷ ︸

II

.

APPENDIX C
PROOF OF PROPOSITION 3

Let y , r
αj
n represent the path loss. The outage probability

conditioned on the least path loss from the best RRH in the
cluster to the typical ME averaged over the plane is defined
as:

PBCP
out|y (ξ) = E

[
P

[
G0 |ηk,0|2 y−1 γ(Nr,U)

σ2
z + IΦ′

BS

< ξ|y

]]
. (44)

For the LOS link, y = rαL , the conditional outage probability
is then given as

PL
out|y(ξ) = E

[
pL P

[
G0 |ηk,0|2 y−1 γ(Nr,U)

σ2
z + IΦ′

BS

< ξ|y

]]
, (45)

=

∫
y > 0

pL P

[
G0 |ηk,0|2 y−1 γ(Nr,U)

σ2
z + IΦ′

BS

< ξ|y

]
fζ(y) dy.

Given that the small scale fading ηk,0, is Rayleigh, |ηk,0 |2
follows Chi-square distribution with 2(Nr−K) degrees of free-
dom and employs the upper bound of gamma distribution with
parameter ν such that: P

[
|ηk,0 |2 < γ < (1− e−Aγ)ν

]
with

A = ν(ν!)
−1
ν , therefore, the outage probability is expressed

as

P

[
G0 |ηk,0|2 y−1 γ(Nr,U)

σ2
z + IΦ′

BS

< ξ|y

]

= EIΦ′
BS

[
P
[
|ηk,0|2 <

ξ y

G0 γ(Nr,U)
(σ2

z + IΦ′
BS
)|y, IΦ′

BS

] ]
,

(a)
=

(
1− 1

Nr

)U−1

EIΦ′
BS

[(
1− e

−A ξ y
G0

(σ2
z+IΦ′

BS
)
)ν

|y, IΦ′
BS

]
,

(b)
=

(
1− 1

Nr

)U−1 ν∑
k=0

(
ν

k

)
(−1)ke

−Ak ξ yσ2
z

G0 (46)

×EIΦ′
BS

[
e−

−Ak ξ y I
Φ′
BS

G0

]
,

(c)
=

(
1− 1

Nr

)U−1 ν∑
k=0

(
ν

k

)
(−1)ke

−Ak ξ yσ2
z

G0

×
∏

j∈L,N

EIj
Φ′
BS

[
exp

(
−Ak ξ y IjΦ′

BS

G0

)]
,

where (a) follows from the precoding penalty and the tight
gamma approximation previously defined, (b) follows from
applying binomial expansion, and (c) follows from the fact
that interference links can be LOS or NLOS such that IΦ′

BS
=

ILΦ′
BS

+ INΦ′
BS
. Substituting (46) into (45) we obtain the LOS

outage probability as

PL
out(ξ) =

(
1− 1

Nr

)U−1

pL

∫
y > 0

ν∑
k=0

(
ν

k

)
(−1)k e

−Ak ξ yσ2
z

G0 (47)

×
∏

j∈L,N

EIj
Φ′
BS

[
exp

(
−Ak ξ y IjΦ′

BS

G0

)]
fζ(y) dy,

where fζ is the least path loss distribution defined as

fξ(x) =
∏

j∈{L,N}

2pj

αj
πλBSP

2
αj

BS x
2
αj

−1
e−πpjλBSP

2
αj
BS x

2
αj

.

(48)
Following similar steps we can derive the NLOS outage

probability, PN
out(ξ). To obtain the expectation of the LOS

interfering link, we leverage on results from [33, Lemma 6]
focussing on the single path case. Thus, the expectation is
given as

EIL
Φ′
BS

[
exp

(
−Ak ξ y ILΦ′

BS

G0

)]
(49)

= EIL
Φ′
BS

 ∏
b∈Φ′

BS

exp

(
−Ak ξ y Gv xΥv

G0 r
αL
v

) ,

gotten by substituting ILΦ′
BS

=
∑

b∈Φ′
BS,v ̸=0 Gv |ηb,v|2 r−αL

v

and x = |ηb,v|2 . Applying the probability generating func-
tional of PPP (PGFL) [41], we obtain

EIL
Φ′
BS

[
exp

(
−Ak ξ y ILΦ′

BS

G0

)]
(50)

= exp

−2π λRRH

∫ ∞

r

1− 1(
1 +

AkGv ξ yτ
2
RRH

G0 r
αL
v

)ν pLdr

 .

The expectation of NLOS interfering link can be obtained
similarly. Finally, the proof of outage probability from the best
RRH in cluster G to the typical ME is obtained by summation
of both LOS and NLOS outage probabilities respectively.

APPENDIX D
PROOF OF PROPOSITION 6

From the generalised expression for average rate in terms
of MGFs [42]

R̄ =

∞∫
0

(1− LS(x))LIΦ′
BS
(x)

e−x

x
dx, (51)
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where S is defined as S =
G0 |ηk,0|2 r

−αj

k,0

σ2
z

.

The MGF of S is obtained after following similar steps from
Appendix C, and expressed as

LS(t) =

ν∑
k=0

(
ν

k

)
(−1)k+1

(
1+

tG0

Ak rαL

k,0σ
2
z

)−1

pL (52)

+

ν∑
k=0

(
ν

k

)
(−1)k+1

(
1 +

tG0

Ak rαN

k,0σ
2
z

)−1

pN.

In like manner, the MGF of interference to noise ratio,
LIΦ′

BS
(t) in (28) is obtained using steps similar to (49)− (50).

This concludes the proof.
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