# Multiuser Relaying over Mixed RF/FSO Links 

Nikolaos I. Miridakis, Michail Matthaiou, Senior Member, IEEE, and George K. Karagiannidis, Fellow, IEEE


#### Abstract

A multiuser dual-hop relaying system over mixed radio frequency/free-space optical ( $\mathrm{RF} / \mathrm{FSO}$ ) links is investigated. Specifically, the system consists of $m$ single-antenna sources, a relay node equipped with $n \geq m$ receive antennas and a single photo-aperture transmitter, and one destination equipped with a single photo-detector. RF links are used for the simultaneous data transmission from multiple sources to the relay. The relay operates under the decode-and-forward protocol and utilizes the popular V-BLAST technique by successively decoding each user's transmitted stream. Two common norm-based orderings are adopted, i.e., the streams are decoded in an ascending or a descending order. After V-BLAST, the relay retransmits the decoded information to the destination via a point-to-point FSO link in $m$ consecutive timeslots. Analytical expressions for the end-to-end outage probability and average symbol error probability of each user are derived, while closed-form asymptotic expressions are also presented. Capitalizing on the derived results, some engineering insights are manifested, such as the coding and diversity gain of each user, the impact of the pointing error displacement on the FSO link and the V-BLAST ordering effectiveness at the relay.


Index Terms-Decode-and-forward (DF), dual-hop communication, mixed RF/FSO systems, ordered successive interference cancellation (SIC), V-BLAST reception.

## I. Introduction

DUAL-hop relaying has been widely adopted in the context of cooperative wireless communication systems, since the introduced spatial diversity can effectively extend the coverage area and mitigate the potentially severe channel fading [1]. One of the most popular relayed transmission strategies is established by employing the regenerative or the so-called decode-and-forward (DF) protocol. In this case, the overall end-to-end performance depends intimately on the decoding strategy and the appropriate signal processing at the relay [2]. An even more challenging scenario emerges in multiuser environments (i.e., in the presence of multiple source nodes). Such configurations, although beneficial in terms of

[^0]accessibility and coverage improvement, may introduce interuser interference, which degrades the overall performance unless properly compensated for [3]-[5].

In most relaying systems, radio frequency (RF) links are commonly used to support the entire end-to-end communication. Nevertheless, the scarcity of licensed spectrum resources in conjunction with the growing demands for highspeed communications, and the requirement for an increased accessibility from multiple users, represent some of the most crucial limitations of traditional RF/RF dual-hop communications. To this end, free-space optical (FSO) communications have attracted considerable research interest, due to their desirable features. More specifically, offering the potential of broadband communication capacity, since they operate at unlicensed optical wavelengths, FSO links represent a costeffective alternative and/or a complement to RF counterparts. Moreover, features such as flexibility, rapid deployment time, high security and robustness to RF interference have rendered FSO systems appealing for disaster recovery and military applications [6], [7]. We recall that both theoretical [8]-[11] and empirical research efforts [12]-[14] have manifested some of these useful aspects of the FSO systems.

Capitalizing on the aforementioned observations, the concept of mixed RF/FSO dual-hop relaying was recently introduced in the literature. First in [15] and then in [16], an analytical investigation of such topologies was conducted, when RF and FSO links are used for the first hop (source-torelay) and the second hop (relay-to-destination), respectively. It should be clarified that mixed RF/FSO systems refer to the case when RF transmission is used at one hop and FSO transmission at the other (i.e., different paths). On the other hand, hybrid RF/FSO systems describe the potential of parallel RF and FSO transmissions for the same path, (e.g., see [17][19]). However, [15] and [16] are limited to amplify-andforward (AF) relayed transmission, and, most importantly, assumed single-user communication scenarios. To the best of our knowledge, a corresponding performance analysis of DF relaying for the practical multiuser case, lacks from the open literature so far.

With this discussion in mind, the end-to-end performance of dual-hop DF relaying over mixed RF/FSO links in multiuser (multisource) environments is investigated. We consider single-antenna source nodes, a relay with multiple receive antennas and a single photo-aperture transmitter, and a destination node with a photo-detector. A direct application of the proposed configuration corresponds to the communication between a user and a base station (BS) for the source-to-relay RF link, and then from the BS to the backbone network (i.e., the last mile connection) for the relay-to-destination FSO link.

To mitigate interference caused by parallel multistream RF
transmissions, the effective V-BLAST technique is utilized at the DF relay. Due to the complementary benefits of DF relaying and V-BLAST reception in terms of spatial diversity gain, dual-hop system configurations deploying V-BLAST relays have been extensively studied in the literature so far (e.g., see [20]-[25] and references therein). The V-BLAST technique consists of zero forcing (ZF) detection, followed by successive interference cancellation (SIC) [26]. It should be noted that in the conventional V-BLAST, symbol ordering is implemented exhaustively, prior to each SIC stage, to enhance the reception performance. However, such a sorting process induces high computational burden, which grows exponentially with the number of symbols to be detected [27]. Since the implementation cost of relays should be maintained as low as possible, we hereafter adopt a suboptimal, yet effective symbol ordering, which is established prior to only the primary SIC stage. After successive decoding, the relay forwards the multiple streams to the destination through a point-to-point FSO link in a number of consecutive timeslots.

The motivations behind such a system configuration are now outlined: (a) the concept of high-speed FSO links represents a fundamental motivation of the current work, since several RF streams can be multiplexed into a single FSO link [15]; (b) the aggregation of a maximum number of RF messages into a single FSO link can reach the maximum transmission capacity, thus it is a faster option as compared with the traditional RF/RF communication [16]; (c) interstream interference avoidance at the second hop relies on the point-to-point transmission over the relay-to-destination link, which, above all, represents a cost-efficient solution [16]; (d) since multiple streams are multiplexed into a single FSO link at the second hop, they can be efficiently transmitted in a number of consecutive timeslots, proportional to the number of streams. On the other hand, simultaneous RF transmissions at the first hop are established to reduce the end-to-end communication delay. Note that inter-stream interference can be effectively mitigated at the relay by adopting V-BLAST detection/decoding.

The contributions of this work can be summarized as follows:

- The scenario of the ordered ZF-SIC is studied by considering two popular norm-based orderings, namely, when symbols are sorted in a descending or an ascending order prior to the decoding process. Novel closed-form expressions for the probability density function (PDF) and the cumulative distribution function (CDF) of the respective SIC stages are derived. These expressions are performance metrics of the instantaneous signal-to-noise ratio (SNR) of the source-to-relay link for each user, when the RF signals undergo independent and identically distributed (i.i.d.) Rayleigh fading.
- New analytical expressions for the end-to-end outage probability and average symbol error probability (ASEP) of each user are derived. These analytical formulations are general, since they correspond to both V-BLAST orderings and account for pointing error impairments, atmospheric turbulence, path loss and the presence of white Gaussian noise in the FSO link.


Fig. 1. The proposed system model with $\boldsymbol{S}_{i}(1 \leq i \leq m)$ and D denoting the $i$ th source node and the destination node, respectively.

- In the high SNR regime, simplified closed-form end-toend expressions for the outage probability and ASEP are given. Some useful insights, such as the diversity and the coding gain of each user are also obtained.
- From an engineering perspective, the impact of point-topoint displacements in the FSO link and the V-BLAST ordering effectiveness at the relay are discussed, over different system configuration scenarios and/or various channel fading conditions.
The rest of this paper is organized as follows: In Section II, the system model is presented in detail. The most important statistical properties of the source-to-relay links are derived in Section III. The analytical performance evaluation of the considered configuration is presented in Section IV and a corresponding asymptotic analysis is provided in Section V. Numerical results are presented in Section VI, while Section VII concludes the paper.

Notation: Vectors and matrices are represented by lowercase bold typeface and uppercase bold typeface letters, respectively. Also, $x_{i j}$, or $(\mathbf{X})_{i j}$, denote the element in the $i$ th row and $j$ th column of $\mathbf{X}$, while $x_{i}$ is the $i$ th vector coefficient of x. The superscript $(.)^{H}$ denotes Hermitian transposition, $\|$. is the Euclidean vector norm, $\mathbb{E}[$.$] stands for the expectation$ operator, $\stackrel{\mathrm{d}}{=}$ represents equality in probability distributions and $o($.$) stands for the Landau symbol (i.e., f(x)=o(g(x))$, when $f(x) / g(x) \rightarrow 0$ as $x \rightarrow \infty)$.

## II. System Model

Consider a dual-hop communication system with $m$ singleantenna source nodes, a relay station equipped with $n \geq m$ antennas used for reception and a photo-aperture used for transmission, and a destination node with a photo-detector (c.f. Fig. 1). The source nodes transmit simultaneously to the destination via the intermediate relay, while the direct source-to-destination links are assumed to be absent due to strong propagation attenuation. The relay performs ordered SIC (i.e., V-BLAST), under the DF protocol, in $m$ consecutive stages. In principle, V-BLAST enables spatial multiplexing transmission, i.e., it can distinguish the received streams from different users and/or antennas with the aid of spatial structures (individual spatial signatures) of the signals to be detected [28]. Afterwards, the successively (in $m$ stages) decoded information is retransmitted to the destination in $m$ consecutive timeslots (corresponding to the $m$ source nodes) via a point-to-point FSO link. One of the many potential applications of this topology, is when considering a building
floor within a femtocell of a heterogeneous network (e.g, an LTE-A setup), where users want to access the FSO backbone via an intermediate relay, placed at one of the cornens of that floor.

The end-to-end communication is established in two transmission phases; one for the source-to-relay $\operatorname{link}(\mathrm{s})$ and one for the relay-to-destination link. The former phase occurs via $m$ RF chains, while a point-to-point FSO link is used for the latter phase. For the second hop, a quasi-static channel is assumed, i.e., the channel fading remains unchanged over the duration of $m$ timeslots (e.g., the duration of the second transmission phase), while it may change afterwards.

Assuming perfect channel state information (CSI) at the relay, the end-to-end SNR for DF dual-hop systems reads as [29]

$$
\begin{equation*}
\gamma_{e 2 e}^{(i)} \triangleq \min \left\{\gamma_{1}^{(i)}, \gamma_{2}\right\} \tag{1}
\end{equation*}
$$

where $\gamma_{e 2 e}^{(i)}, \gamma_{1}^{(i)}$ and $\gamma_{2}$ represent the instantaneous end-to-end SNR of the $i$ th source node $(1 \leq i \leq m)$, the SNR between the $i$ th source node and the relay, and the SNR between the relay and the destination (identical in all timeslots due to the quasi-static channel assumption), respectively.

The RF transmission in the first phase can be considered as a distributed multiple input-multiple output (MIMO) communication system with $m$ transmit and $n \geq m$ receive antennas. Then, the standard input-output relation of the received signal can be represented as

$$
\begin{equation*}
\mathbf{r}=\mathbf{G s}+\mathbf{w} \tag{2}
\end{equation*}
$$

where $\mathbf{r} \in \mathbb{C}^{n \times 1}, \mathbf{s} \in \mathbb{C}^{m \times 1}$ and $\mathbf{w} \in \mathbb{C}^{n \times 1}$ denote the received, the transmit and the circularly symmetric Gaussian noise signal vectors, respectively. Moreover, $\mathbf{G} \in \mathbb{C}^{n \times m}$ corresponds to the channel fading matrix, including i.i.d. complex Gaussian coefficients with zero mean and unit variance (i.e., a Rayleigh flat fading scenario). The i.i.d. statistical assumption can be ensured by considering almost equallyspaced source nodes with respect to the relay station or a preestablished perfect power control scheme. Such a requirement preserves identical signal propagation effects (e.g., an equal input average SNR for every transmission), which, in turn, facilitates the analytical tractability of our study. Note that the assumption of i.i.d. fading is detrimental for the subsequent performance analysis. Interestingly, the presented results can serve as upper bounds for the more general case of correlated Rayleigh fading.

## A. V-BLAST decoding at the relay

The classical V-BLAST is performed in three main steps, namely, the (optional) symbol ordering that aims to enhance the overall reception performance, the interference nulling via ZF from the yet-to-be detected symbols, and the interference cancellation from the already detected symbols. These steps are performed in a number of consecutive stages, until all given symbols are successfully decoded. In the optimal VBLAST, the symbol ordering is performed at every SIC stage, thereby demanding an exhaustive search among $m$ ! possible ordering combinations [30]. In the rest of the paper, and similar to [31], we turn our focus on the suboptimal, yet more
efficient scheme (in terms of computational complexity), in which the appropriate ordering is implemented only at the primary SIC stage. Hence, there are only $m(m+1) / 2-1$ possible orderings required, which represent a remarkable computational gain over the clear-optimal ordering, especially for high $m$ values, e.g., when $m \geq 4$. Moreover, it has been shown that there is no performance degradation between the suboptimal and optimal ordering with respect to diversity gain, but only a slight penalty on the coding gain [32]. To this end, we elaborate on two suboptimal ordering approaches, which are based on the channel gains and are established prior to the initial first SIC stage. Typically, the ordering procedure is equivalent to mapping a channel matrix into a corresponding permutation matrix. Thus, we define the permuted (based on the appropriate ordering) matrix $\mathbf{H} \triangleq \mathbf{G P}$, where $\mathbf{P} \in \mathbb{R}^{m \times m}$ is the permutation matrix. ${ }^{1}$

The interference nulling can be efficiently implemented by applying the QR decomposition on a given channel matrix, by adopting either the Gram-Schmidt projections [33] or the Householder transformations [31]. It is noteworthy that QR decomposition is widely adopted in ZF equalizers, since it provides computational complexity savings [34]. In what follows, and without loss of generality, the Householder transformations are considered. The standard QR decomposition of the permuted channel matrix is developed by left multiplying $\mathbf{H}$ with $m$ Householder matrices successively.

At the receiver end (the relay), it holds that

$$
\tilde{\mathbf{r}}=\mathbf{R} \mathbf{s}+\mathbf{Q}^{H} \mathbf{w}
$$

where $\tilde{\mathbf{r}}=\mathbf{Q}^{H} \mathbf{r}, \mathbf{Q}$ is a $n \times n$ unitary matrix (with its columns representing the orthonormal ZF nulling vectors) and $\mathbf{R}$ is an $n \times m$ upper triangular matrix. Assuming perfect CSI at the receiver and, hence, by neglecting the error propagation effect between the consecutive SIC stages, the instantaneous SNR per stream is given as [31], [35] $\gamma_{1}^{(i)}=r_{i i}^{2}$, where $r_{i j}$ stands for the $(i, j)$ th entry of $\mathbf{R}$.

## B. Some useful statistical formulae

We now summarize some algebraic results, which will be useful for the following analysis.
Remark 1: Given a set of $m$ i.i.d. random variables (RVs) arranged in an ascending order, i.e., $x_{1}<x_{2}<\ldots<x_{m}$, then the corresponding PDF of $x_{i}$ is expressed as [36]

$$
\begin{equation*}
f_{x_{i}}(x) \triangleq \frac{1}{B(i, m-i+1)} F_{x}(x)^{i-1}\left(1-F_{x}(x)\right)^{m-i} f_{x}(x) \tag{3}
\end{equation*}
$$

where $f_{x_{i}}(),. F_{x}(),. f_{x}($.$) and B(.,$.$) represent the PDF of$ the $i$ th ordered RV, the CDF of the unordered RV, the PDF of the unordered RV and the Beta function [37, Eq. (8.384.1)], respectively. In the case when the RVs are arranged in a descending order, i.e., $x_{1}>x_{2}>\ldots>x_{m}$, the PDF of $x_{i}$ becomes [36]

$$
\begin{equation*}
f_{x_{i}}(x) \triangleq \frac{1}{B(i, m-i+1)} F_{x}(x)^{m-i}\left(1-F_{x}(x)\right)^{i-1} f_{x}(x) \tag{4}
\end{equation*}
$$

[^1]Remark 2: Let $\mathbf{x}$ denote a complex-valued RV vector. Then, $\mathbf{x}$ is isotropically distributed if its distribution is invariant under rotations and reflections [38]. Particularly, $\mathbf{x}$ is isotropic if it holds that $\mathbf{x} \stackrel{\mathrm{d}}{=} \mathbf{Y} \mathbf{x}$, for any unitary matrix $\mathbf{Y}$. Furthermore, the direction vector $\mathbf{v} \triangleq \mathbf{x} /\|\mathbf{x}\|$ and its Euclidean norm $\|\mathbf{x}\|$ are statistically independent [38, Theorem 1.5.5]. Thereby, $\mathbf{x}$ is still isotropically distributed regardless if its norm is under some conditional constraint [31].
Lemma 1: Under Rayleigh fading conditions, it holds that

$$
\begin{equation*}
\left\|\mathbf{h}_{i}(i: n)\right\|^{2} \stackrel{\mathrm{~d}}{=}\left\|\mathbf{r}_{i}(i: n)\right\|^{2} \tag{5}
\end{equation*}
$$

where $\mathbf{h}_{i}$ denotes the $i$ th column of $\mathbf{H}$. Note that $\left\|\mathbf{x}_{i}(i: n)\right\|$ consists of the last $n-i+1$ coefficients of a given $n$ dimensional $\mathbf{x}$ vector, while $\left\|\mathbf{x}_{i}\right\| \triangleq\left\|\mathbf{x}_{i}(1: n)\right\|$.

Proof: The proof is obtained by using Remark 2 in conjunction with [31, Lemma V.3].

Moreover, it is worth mentioning that $\left\|\mathbf{r}_{i}(i: n)\right\|^{2}=r_{i i}^{2}$ and, thus, $r_{i i}^{2} \stackrel{\text { d }}{=}\left\|\mathbf{h}_{i}(i: n)\right\|^{2}$, due to the upper triangular structure of $\mathbf{R}$. In the following, and for notational simplicity, we introduce the auxiliary variables $r_{i i}^{2} \triangleq \mathcal{X}_{i}$ and $\left\|\mathbf{h}_{i}\right\|^{2} \triangleq \mathcal{Y}_{i}$.
Remark 3: The PDF of $\mathcal{X}_{i}$ conditioned on $\mathcal{Y}_{i}, 2 \leq i \leq m$, is expressed as [31, Eq. (47)]

$$
\begin{equation*}
f_{\mathcal{X}_{i} \mid \mathcal{Y}_{i}}(x \mid y)=\frac{x^{n-i}(y-x)^{i-2}}{y^{n-1} B(n-i+1, i-1)}, \quad 0 \leq x \leq y \tag{6}
\end{equation*}
$$

As previously mentioned, V-BLAST may enforce symbol ordering or not. Since the main rationale of this work is the analytical description of the ordered V-BLAST (or the ordered SIC), we, hereafter, focus our interest only to the ordered case.
Remark 4: Although $m$ ! different symbol (norm-based) orderings may occur, (6) holds for any ordering when $i \geq 2$, as stated in Remark 2. In the case of $\mathcal{X}_{1}$, we have that $\mathcal{X}_{1}=\left\|\mathbf{h}_{1}(1: n)\right\|^{2}=\mathcal{Y}_{1}$. Thus, the unconditional PDF of the last SIC stage (i.e., the first layer) is given as $f_{\mathcal{X}_{1}}(x)=f_{\mathcal{Y}_{1}}(x)$ and is directly affected by the precise ordering strategy.

The forward decoding is adopted into this work and, therefore, the first SIC stage corresponds to the last decoding layer of the processing matrix (from the left to the right). Following the same philosophy, the $i$ th decoding layer corresponds to the ( $m-i+1$ )th SIC stage. Note that the terms decoding layer and SIC stage will be interchangeably used in the rest of this paper.

## C. Relay-to-Destination transmission: FSO link

Consider a point-to-point FSO link with indirect modulation/direct detection (IM/DD), which is established for the relay-to-destination communication. The FSO signal is affected by pointing error impairments, path loss, atmospheric turbulence and white Gaussian noise. The corresponding SNR is assumed to experience Gamma-Gamma fading with a PDF given by [16], [39]

$$
f_{\gamma_{2}}(x)=\frac{\xi^{2}}{2 x \Gamma(\mathcal{A}) \Gamma(\mathcal{B})} G_{1,3}^{3,0}\left[\mathcal{A B} \sqrt{\frac{x}{\bar{\gamma}_{2}}} \left\lvert\, \begin{array}{c}
\xi^{2}+1  \tag{7}\\
\xi^{2}, \mathcal{A}, \mathcal{B}
\end{array}\right.\right]
$$

where $\xi$ is the ratio between the equivalent beam radius and the pointing error displacement standard deviation at the destination, $\mathcal{A}$ and $\mathcal{B}$ are the fading parameters related
to the atmospheric turbulence conditions (with lower values indicating severe turbulence conditions [39, Eq. (3)]). Also, $\Gamma(\alpha) \triangleq \int_{0}^{\infty} t^{\alpha-1} \exp (-t) d t$ denotes the Gamma function [37, Eq. (8.310.1)], $\bar{\gamma}_{2} \triangleq \mathbb{E}[x] E_{s} / N_{0}$ is the average SNR of the relay-to-destination link and $E_{s}, N_{0}$ denote the energy per symbol and the single-sided power spectral density of the noise, respectively. Finally, $G[$.$] represents the Meijer's-$ $G$ function [37, Eq. (9.301)].

## III. Source-to-Relay Statistical Analysis

In this section, some important statistical features (namely, the PDF and the CDF) of each SIC stage, which is performed at the relay, are analytically investigated. Two very popular norm ordering schemes are closely examined; the rate efficient approach [31] and the error efficient approach [40]. The former corresponds to an ascending symbol ordering (i.e., the weakest symbol is decoded first and the strongest symbol is decoded last), in order to improve the total spectral efficiency at the cost of error efficiency loss [31]. On the other hand, the latter stands for the classical V-BLAST ordering, firstly proposed by Foschini et al. in [40], where the symbols are decoded in a descending order of magnitude, i.e., the strongest symbol is decoded first while the weakest symbol is decoded last. Such an ordering has shown very good results in terms of error rates.

Assuming that the received signal undergoes i.i.d. Rayleigh fading, the unordered squared column norms follow a chisquared distribution with $2 n$ degrees of freedom. Moreover, the PDF of the $i$ th ordered squared column norm, denoted as $f_{\mathcal{Y}_{i}}(x)$, can be derived by substituting the standard chisquared PDF/CDF expressions into (3) or (4), depending on which ordering approach is followed.

## A. The rate efficient ordering

Theorem 1: The PDF of the SNR at the $i$ th decoding layer, when $2 \leq i \leq m$, is expressed as

$$
\begin{align*}
& f_{\mathcal{X}_{i}}(x)=\Xi(n, m, i) \\
& \times \sum_{r=0}^{i+\phi-j-2} \frac{(i+\phi-j-2)!x^{r+n+j-i} \exp \left(-\frac{\Delta_{2}}{\bar{\gamma}_{1}} x\right)}{r!\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}\right)^{i+\phi-j-r-1}} \tag{8}
\end{align*}
$$

where

$$
\begin{align*}
& \Xi(n, m, i) \triangleq \\
& \sum_{j=0}^{i-2} \sum_{l=0}^{\Delta_{1}} \sum_{p_{1}=0}^{\Delta_{3}} \sum_{p_{2}=0}^{p_{1}} \cdots \sum_{p_{n-1}=0}^{p_{n-2}} \prod_{t=1}^{n-1}\left[\frac{1}{\left(p_{t-1}-p_{t}\right)!(t!)^{p_{t}-p_{t+1}}}\right] \\
& \times \frac{(-1)^{j+l}\left(\Delta_{3}\right)!\binom{i-2}{j}\binom{\Delta_{1}}{l}}{p_{n-1}!\bar{\gamma}_{1}^{n+\phi} B(n-i+1, i-1) B(m-i+1, i)(n-1)!} \tag{9}
\end{align*}
$$

while $\bar{\gamma}_{1} \triangleq \mathbb{E}[x] E_{s} / N_{0}$ is the average SNR of the source-torelay link. Also, $\Delta_{1} \triangleq m-i, \Delta_{2} \triangleq i+l, \Delta_{3} \triangleq \Delta_{2}-1$, $p_{0}=\Delta_{3}, p_{n}=0$ and $\phi \triangleq \sum_{q=1}^{n-1} p_{q}$.

Proof: The proof is given in Appendix A.

Corollary 1: The CDF of the SNR at the $i$ th decoding layer, when $2 \leq i \leq m$, is expressed as

$$
\begin{align*}
F_{\mathcal{X}_{i}}(x) & =\Xi(n, m, i) \sum_{r=0}^{i+\phi-j-2} \frac{(i+\phi-j-2)!}{r!\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}\right)^{n+\phi}} \\
& \times \gamma\left(r+n+j-i+1, \frac{\Delta_{2}}{\bar{\gamma}_{1}} x\right) \\
& =\Xi(n, m, i) \sum_{r=0}^{i+\phi-j-2} \frac{(i+\phi-j-2)!(r+n+j-i)!}{r!\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}\right)^{n+\phi}} \\
& \times\left[1-\exp \left(-\frac{\Delta_{2}}{\bar{\gamma}_{1}} x\right) \sum_{s=0}^{r+n+j-i} \frac{x^{s}}{s!\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}\right)^{-s}}\right] \tag{10}
\end{align*}
$$

where $\gamma(\alpha, x) \triangleq \int_{0}^{x} t^{\alpha-1} \exp (-t) d t$ denotes the lower incomplete Gamma function [37, Eq. (8.350.1)].
Theorem 2: The PDF of the SNR at the 1st decoding layer is expressed as

$$
\begin{equation*}
f_{\mathcal{X}_{1}}(x)=\Psi(n, m) x^{n+\phi-1} \exp \left(-\frac{(j+1)}{\bar{\gamma}_{1}} x\right) \tag{11}
\end{equation*}
$$

where

$$
\begin{align*}
& \Psi(n, m) \triangleq \sum_{j=0}^{m-1} \sum_{p_{1}=0}^{j} \sum_{p_{2}=0}^{p_{1}} \ldots \sum_{p_{n-1}=0}^{p_{n-2}} \\
& \times \prod_{t=1}^{n-1}\left[\frac{1}{\left(p_{t-1}-p_{t}\right)!(t!)^{p_{t}-p_{t+1}}}\right] \frac{\binom{m-1}{j}(-1)^{j}(j)!m}{p_{n-1}!\bar{\gamma}_{1}^{n+\phi}(n-1)!} \tag{12}
\end{align*}
$$

while in this case it holds that $p_{0}=j, p_{n}=0$ and $\phi \triangleq$ $\sum_{q=1}^{n-1} p_{q}$.

Proof: The proof is relegated in Appendix B.
Corollary 2: The CDF of the SNR at the 1st decoding layer is expressed as

$$
\begin{align*}
F_{\mathcal{X}_{1}}(x) & =\Psi(n, m) \frac{\gamma\left(n+\phi, \frac{(j+1)}{\bar{\gamma}_{1}} x\right)}{\left(\frac{j+1}{\bar{\gamma}_{1}}\right)^{n+\phi}} \\
& =\Psi(n, m) \frac{(n+\phi-1)!}{\left(\frac{j+1}{\bar{\gamma}_{1}}\right)^{n+\phi}} \\
& \times\left(1-\exp \left(-\frac{(j+1)}{\bar{\gamma}_{1}} x\right) \sum_{s=0}^{n+\phi-1} \frac{x^{s}}{s!\left(\frac{j+1}{\bar{\gamma}_{1}}\right)^{-s}}\right) . \tag{13}
\end{align*}
$$

## B. The error efficient ordering

As previously mentioned, the error efficient approach represents the classical V-BLAST ordering.
Corollary 3: The PDF and the CDF of the SNR at the $i$ th decoding layer, when $2 \leq i \leq m$, can be directly obtained from (8) and (10), respectively, by applying the following substitutions

$$
\begin{align*}
& \Delta_{1} \triangleq i-1 \\
& \Delta_{2} \triangleq m+l-i+1 \tag{14}
\end{align*}
$$

Moreover, the PDF and CDF of the SNR at the 1st decoding layer are obtained from (11) and (13), respectively, by setting $j=m-1$ and $(-1)^{j}=1$.

Proof: The proof is provided in Appendix C.

## IV. End-to-End System Performance

Some of the most important metrics in digital communications are analytically studied and evaluated into this section, namely the outage probability and ASEP. Both the rate efficient and the error efficient ordering approaches are considered.

## A. Outage Probability

The outage probability is defined as the probability that the SNR falls below a certain threshold value, $\gamma_{\mathrm{th}}$, such that

$$
\begin{equation*}
P_{\text {out }}^{(i)}\left(\gamma_{\text {th }}\right)=\operatorname{Pr}\left\{\gamma_{e 2 e}^{(i)} \leq \gamma_{\text {th }}\right\}, \quad 1 \leq i \leq m \tag{15}
\end{equation*}
$$

1) The rate efficient approach:

Theorem 3: The outage probability of $\gamma_{e 2 e}$ is expressed as

$$
\begin{align*}
& P_{\text {out }}^{(i)}\left(\gamma_{\text {th }}\right)=1-\Xi(n, m, i) \sum_{r=0}^{i+\phi-j-2} \sum_{k=0}^{r+n+j-i} \\
& \times \frac{(i+\phi-j-2)!(r+n+j-i)!\xi^{2} x^{k} \exp \left(-\frac{\Delta_{2}}{\bar{\gamma}_{1}} x\right)}{r!k!\Gamma(\mathcal{A}) \Gamma(\mathcal{B})\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}\right)^{\phi+n-k}} \\
& \times G_{2,4}^{4,0}\left[\frac{\mathcal{A B} \sqrt{x}}{\sqrt{\bar{\gamma}_{2}}} \left\lvert\, \begin{array}{c}
\xi^{2}+1,1 \\
0, \xi^{2}, \mathcal{A}, \mathcal{B}
\end{array}\right.\right], \quad 2 \leq i \leq m, \tag{16}
\end{align*}
$$

and

$$
\begin{align*}
& P_{\text {out }}^{(1)}\left(\gamma_{\text {th }}\right)=1-\Psi(n, m) \sum_{k=0}^{n+\phi-1} \frac{(n+\phi-1)!\xi^{2}}{k!\Gamma(\mathcal{A}) \Gamma(\mathcal{B})\left(\frac{j+1}{\bar{\gamma}_{1}}\right)^{n+\phi-k}} \\
& \times x^{k} \exp \left(-\frac{j+1}{\bar{\gamma}_{1}} x\right) G_{2,4}^{4,0}\left[\frac{\mathcal{A} \mathcal{B} \sqrt{x}}{\sqrt{\bar{\gamma}_{2}}} \left\lvert\, \begin{array}{c}
\xi^{2}+1,1 \\
0, \xi^{2}, \mathcal{A}, \mathcal{B}
\end{array}\right.\right] . \tag{17}
\end{align*}
$$

Proof: The proof is given in Appendix D.
Corollary 4: For the (ideal) non-pointing error case, the outage probability of $\gamma_{e 2 e}$ is given by

$$
\begin{align*}
& P_{\text {out }}^{(i)}\left(\gamma_{\text {th }}\right)=1-\Xi(n, m, i) \sum_{r=0}^{i+\phi-j-2} \sum_{k=0}^{r+n+j-i} \\
& \times \frac{(i+\phi-j-2)!(r+n+j-i)!x^{k} \exp \left(-\frac{\Delta_{2}}{\bar{\gamma}_{1}} x\right)}{r!k!\Gamma(\mathcal{A}) \Gamma(\mathcal{B})\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}\right)^{\phi+n-k}} \\
& \times G_{1,3}^{3,0}\left[\frac{\mathcal{A B} \sqrt{x}}{\sqrt{\bar{\gamma}}} \left\lvert\, \begin{array}{c}
1 \\
0, \mathcal{A}, \mathcal{B}
\end{array}\right.\right], \quad 2 \leq i \leq m, \tag{18}
\end{align*}
$$

and

$$
\left.\begin{array}{l}
P_{\text {out }}^{(1)}\left(\gamma_{\text {th }}\right)=1-\Psi(n, m) \sum_{k=0}^{n+\phi-1} \frac{(n+\phi-1)!}{k!\Gamma(\mathcal{A}) \Gamma(\mathcal{B})\left(\frac{j+1}{\bar{\gamma}_{1}}\right)^{n+\phi-k}} \\
\times x^{k} \exp \left(-\frac{j+1}{\bar{\gamma}_{1}} x\right) G_{1,3}^{3,0}\left[\frac{\mathcal{A B} \sqrt{x}}{\sqrt{\bar{\gamma}_{2}}}|c| c\right.  \tag{19}\\
0, \mathcal{A}, \mathcal{B}
\end{array}\right] . \quad . ~ \$
$$

Proof: Taking $\xi \rightarrow \infty$, we have that $\xi^{2}+1 \approx \xi^{2}$. Thus, applying [37, Eq. (9.31.1)] into (16) and (17) yields (18) and (19), respectively.
2) The error efficient approach: It is trivial to show that quite similar expressions hold also for the error efficient ordering approach, according to the modifications indicated in Corollary 3. The corresponding results are omitted though, for the sake of brevity.

## B. ASEP

The end-to-end ASEP of the $i$ th link, denoted as $\overline{P s}_{i}$, can be directly evaluated, according to [42], [43]

$$
\begin{equation*}
\overline{P s}_{i}=\frac{\alpha \sqrt{\beta}}{2 \sqrt{\pi}} \int_{0}^{\infty} \frac{\exp (-\beta x)}{\sqrt{x}} F_{\gamma_{e 2 e}}^{(i)}(x) d x \tag{20}
\end{equation*}
$$

where $\alpha$ and $\beta$ are specific constants that define the modulation type, e.g., $(\alpha, \beta)=(1,1)$ for BPSK constellation alphabets.

1) The rate efficient approach:

Theorem 4: The end-to-end ASEP of the $i$ th link, when $2 \leq$ $i \leq m$, is expressed as

$$
\begin{align*}
& \overline{P s}_{i}=\frac{\alpha}{2}\left\{1-\Xi(n, m, i) \sum_{r=0}^{i+\phi-j-2} \sum_{k=0}^{r+n+j-i}\right. \\
& \times \frac{(i+\phi-j-2)!(r+n+j-i)!\xi^{2} \sqrt{\beta} 2^{\mathcal{A}+\mathcal{B}-3}}{r!k!\Gamma(\mathcal{A}) \Gamma(\mathcal{B})\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}\right)^{\phi+n-k} \pi^{3 / 2}\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}+\beta\right)^{k+1 / 2}} \\
& \times G_{3,6}^{6,1}\left[\frac{(\mathcal{A B})^{2}}{16 \bar{\gamma}_{2}\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}+\beta\right)} \left\lvert\, \begin{array}{c}
\frac{1}{2}-k, \frac{\xi^{2}}{2}+1,1 \\
\left.\frac{\xi^{2}}{2}, 0, \frac{\mathcal{A}}{2}, \frac{\mathcal{A}+1}{2}, \frac{\mathcal{B}}{2}, \frac{\mathcal{B}+1}{2}\right]
\end{array}\right.\right\} \tag{21}
\end{align*}
$$

and the corresponding ASEP, when $i=1$, is equal to

$$
\begin{align*}
& \overline{P s}_{1}=\frac{\alpha}{2}\left\{\begin{array}{c}
1-\Psi(n, m) \sum_{k=0}^{n+\phi-1} \\
\times \frac{(n+\phi-1)!\xi^{2} \sqrt{\beta} 2^{\mathcal{A}+\mathcal{B}-3}}{k!\Gamma(\mathcal{A}) \Gamma(\mathcal{B})\left(\frac{j+1}{\bar{\gamma}_{1}}\right)^{\phi+n-k} \pi^{3 / 2}\left(\frac{j+1}{\bar{\gamma}_{1}}+\beta\right)^{k+1 / 2}} \\
\times G_{3,6}^{6,1}\left[\frac{(\mathcal{A B})^{2}}{16 \bar{\gamma}_{2}\left(\frac{j+1}{\bar{\gamma}_{1}}+\beta\right)} \left\lvert\, \begin{array}{c}
\frac{1}{2}-k, \frac{\xi^{2}}{2}+1,1 \\
\frac{\xi^{2}}{2}, 0, \frac{\mathcal{A}}{2}, \frac{\mathcal{A}+1}{2}, \frac{\mathcal{B}}{2}, \frac{\mathcal{B}+1}{2}
\end{array}\right.\right]
\end{array} . .\right.
\end{align*}
$$

Proof: Plugging (16) or (17) into (20), thereafter utilizing [44, Eq. (2.24.1.1)] and after performing some straightforward manipulations, gives (21) or (22), respectively.
Corollary 5: In the case of non-pointing errors, the end-to-end

ASEP of the $i$ th link, when $2 \leq i \leq m$, is expressed as

$$
\begin{align*}
& \overline{P s}_{i}=\frac{\alpha}{2}\left\{1-\Xi(n, m, i) \sum_{r=0}^{i+\phi-j-2} \sum_{k=0}^{r+n+j-i}\right. \\
& \times \frac{(i+\phi-j-2)!(r+n+j-i)!\sqrt{\beta} 2^{\mathcal{A}+\mathcal{B}-3}}{r!k!\Gamma(\mathcal{A}) \Gamma(\mathcal{B})\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}\right)^{\phi+n-k} \pi^{3 / 2}\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}+\beta\right)^{k+1 / 2}} \\
& \left.\times G_{2,5}^{5,1}\left[\left.\frac{(\mathcal{A B})^{2}}{16 \bar{\gamma}_{2}\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}+\beta\right)} \right\rvert\, 0, \frac{\mathcal{A}}{2}, \frac{\frac{1}{2}-k, 1}{2}, \frac{\mathcal{B}}{2}, \frac{\mathcal{B}+1}{2}\right]\right\} \tag{23}
\end{align*}
$$

and the corresponding ASEP, when $i=1$, becomes

$$
\begin{align*}
& \overline{P s}_{1}=\frac{\alpha}{2}\left\{\begin{array}{l}
1-\Psi(n, m) \sum_{k=0}^{n+\phi-1} \\
\times \frac{(n+\phi-1)!\sqrt{\beta} 2^{\mathcal{A}+\mathcal{B}-3}}{} \\
k!\Gamma(\mathcal{A}) \Gamma(\mathcal{B})\left(\frac{j+1}{\bar{\gamma}_{1}}\right)^{\phi+n-k} \pi^{3 / 2}\left(\frac{j+1}{\bar{\gamma}_{1}}+\beta\right)^{k+1 / 2} \\
\left.\times G_{2,5}^{5,1}\left[\left.\frac{(\mathcal{A B})^{2}}{16 \bar{\gamma}_{2}\left(\frac{j+1}{\bar{\gamma}_{1}}+\beta\right)} \right\rvert\, 0, \frac{\mathcal{A}}{2}, \frac{\frac{1}{2}-k, 1}{2}, \frac{\mathcal{B}}{2}, \frac{\mathcal{B}+1}{2}\right]\right\} .
\end{array} . .\right.
\end{align*}
$$

2) The error efficient approach: In this case, ASEP can be directly obtained from (21) and (22), by following the substitutions indicated in Corollary 3.

Notably, both the end-to-end outage probability and ASEP are obtained via finite sums of Meijer's- $G$ functions, which represent standard built-in functions in most popular mathematical software packages. Hence, such expressions can be very rapidly and efficiently computed. Furthermore, these expressions can be simplified to finite sum series of the more familiar generalized hypergeometric functions [37, Eq. (9.14.1)], according to [37, Eq. (9.303)].

As an illustrative example, consider the most simple scenario, where only two source nodes are used and the relay is equipped with two antennas, i.e., when $m=n=2$. Based on (16), it is not difficult to show that the end-to-end outage probability at the second decoding layer (or the first SIC stage), in the case of the rate efficient ordering, becomes

$$
\begin{align*}
P_{\text {out }}^{(2)}\left(\gamma_{\text {th }}\right) & =1-\exp \left(-\frac{2 \gamma_{\text {th }}}{\bar{\gamma}_{1}}\right) \frac{\left(2 \bar{\gamma}_{1}+\gamma_{\text {th }}\right) \xi^{2}}{2 \bar{\gamma}_{1} \Gamma(\mathcal{A}) \Gamma(\mathcal{B})} \\
& \times G_{2,4}^{4,0}\left[\frac{\mathcal{A B} \sqrt{\gamma_{\text {th }}}}{\sqrt{\bar{\gamma}_{2}}} \left\lvert\, \begin{array}{c}
\xi^{2}+1,1 \\
0, \xi^{2}, \mathcal{A}, \mathcal{B}
\end{array}\right.\right] . \tag{25}
\end{align*}
$$

Correspondingly, based on (17), the end-to-end outage probability at the first decoding layer (or the second SIC stage) simplifies to

$$
\begin{align*}
& P_{\text {out }}^{(1)}\left(\gamma_{\text {th }}\right)= \\
& 1-\exp \left(-\frac{2 \gamma_{\text {th }}}{\bar{\gamma}_{1}}\right) G_{2,4}^{4,0}\left[\frac{\mathcal{A B} \sqrt{\gamma_{\text {th }}}}{\sqrt{\bar{\gamma}_{2}}} \left\lvert\, \begin{array}{c}
\xi^{2}+1,1 \\
0, \xi^{2}, \mathcal{A}, \mathcal{B}
\end{array}\right.\right] \\
& \times \frac{\left(\exp \left(\frac{\gamma_{\text {th }}}{\bar{\gamma}_{1}}\right) 2 \bar{\gamma}_{1}\left(\bar{\gamma}_{1}+\gamma_{\text {th }}\right)-\gamma_{\text {th }}^{2}-2 \gamma_{\text {th }} \bar{\gamma}_{1}-\bar{\gamma}_{1}^{2}\right) \xi^{2}}{\bar{\gamma}_{1}^{2} \Gamma(\mathcal{A}) \Gamma(\mathcal{B})} . \tag{26}
\end{align*}
$$

Following the same methodology and invoking Theorems 3 and 4, similar expressions can be obtained for the error efficient ordering approach and/or the non-pointing error case.

## V. Asymptotic Analysis

In the high SNR regime, the previously described analytical expressions admit a more amenable formulation. Therefore, some useful insights can be obtained regarding the performance of each end-to-end link, such as the coding and the diversity gain. We define $\mathcal{P}_{c_{i}}, \mathcal{P}_{d_{i}}, \mathcal{S}_{c_{i}}$ and $\mathcal{S}_{d_{i}}$ the outage coding gain, the outage diversity gain, the ASEP coding gain and the ASEP diversity gain of the $i$ th end-to-end link, respectively [45]. First, let

$$
\begin{equation*}
\lim _{\bar{\gamma}_{1}, \bar{\gamma}_{2} \rightarrow \infty} F_{\gamma_{e 2 e}}^{(i)}(x)=1-\lim _{\bar{\gamma}_{1} \rightarrow \infty} \mathcal{I}_{1} \lim _{\bar{\gamma}_{2} \rightarrow \infty} \mathcal{I}_{2} \tag{27}
\end{equation*}
$$

denote the CDF of the $i$ th end-to-end link in the asymptotically high SNR regime, where $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ are defined in Appendix D.1. Then, it is not difficult to show that $\lim _{\bar{\gamma}_{2} \rightarrow \infty} \mathcal{I}_{2}=1$, since it holds from (D.4) that [37, Eq. (9.303)]

$$
\lim _{\bar{\gamma}_{2} \rightarrow \infty} G_{2,4}^{4,0}\left[\begin{array}{c|c}
\frac{\mathcal{A B} \sqrt{x}}{\sqrt{\bar{\gamma}_{2}}} & \left.\begin{array}{c}
\xi^{2}+1,1 \\
0, \xi^{2}, \mathcal{A}, \mathcal{B}
\end{array}\right]=\frac{\Gamma(\mathcal{A}) \Gamma(\mathcal{B})}{\xi^{2}} . . . ~ . ~ . ~
\end{array}\right]
$$

The above expression stems from expanding the Meijer's- $G$ function in a finite sum series representation according to [37, Eq. (9.303)], and thereafter keeping only the most dominant sum term. Hence, we have that

$$
\begin{equation*}
\lim _{\bar{\gamma}_{1}, \bar{\gamma}_{2} \rightarrow \infty} F_{\gamma_{e 2 e}}^{(i)}(x)=1-\lim _{\bar{\gamma}_{1} \rightarrow \infty} \mathcal{I}_{1}=\lim _{\bar{\gamma}_{1} \rightarrow \infty} F_{\gamma_{1}}^{(i)}(x) \tag{28}
\end{equation*}
$$

Remark 5: It is obvious from (28), and it will be verified in the following, that in the asymptotically high average SNR regime, the asymptotic gains of $\gamma_{e 2 e}$ are only affected by the decoding strategy that is implemented at the relay.

Such gains are explicitly given subsequently, when both the rate efficient and the error efficient ordering approaches are implemented in the V-BLAST decoding at the relay.

## A. The rate efficient approach

Proposition 1: The asymptotic CDF (i.e., the asymptotic outage probability) at the $i$ th decoding layer (or the $i$ th end-to-end link), when $2 \leq i \leq m$, is derived as

$$
\begin{align*}
& F_{\gamma_{e 2 e}}^{(i)}\left(\gamma_{\mathrm{th}}\right)= \\
& \quad \frac{m!\left(\frac{\gamma_{\mathrm{th}}}{\bar{\gamma}_{1}}\right)^{n-i+1}}{(i-1)!(m-i)!(n-i+1)!i^{i-1}}+o\left(\bar{\gamma}_{1}^{-(n-i+1)}\right) \tag{29}
\end{align*}
$$

The corresponding asymptotic CDF at the 1 st decoding layer is given by

$$
\begin{equation*}
F_{\gamma_{e 2 e}}^{(1)}\left(\gamma_{\text {th }}\right)=\frac{1}{(n!)^{m}}\left(\frac{\gamma_{\text {th }}}{\bar{\gamma}_{1}}\right)^{m n}+o\left(\bar{\gamma}_{1}^{-m n}\right) \tag{30}
\end{equation*}
$$

## Proof: The proof is relegated in Appendix E.

Proposition 2: The asymptotic ASEP at the $i$ th decoding layer, when $2 \leq i \leq m$, is expressed as

$$
\begin{align*}
\overline{P s}_{i}= & \frac{m!\alpha \Gamma(n-i+3 / 2) \beta^{i-n-1} i^{1-i}}{2 \sqrt{\pi}(i-1)!(m-i)!(n-i+1)!\bar{\gamma}_{1}^{n-i+1}} \\
& +o\left(\bar{\gamma}_{1}^{-(n-i+1)}\right) \tag{31}
\end{align*}
$$

The asymptotic ASEP at the 1st decoding layer is obtained as

$$
\begin{equation*}
\overline{P s}_{1}=\frac{\alpha \Gamma(m n+1 / 2)}{2 \sqrt{\pi}(n!)^{m}\left(\beta \bar{\gamma}_{1}\right)^{m n}}+o\left(\bar{\gamma}_{1}^{-m n}\right) \tag{32}
\end{equation*}
$$

## B. The error efficient approach

Adopting the above methodology, the corresponding analysis for the error efficient approach is pursued as follows.
Proposition 3: The asymptotic CDF at the $i$ th decoding layer (i.e., the asymptotic outage probability), when $2 \leq i \leq m$, is expressed as

$$
\begin{align*}
F_{\mathcal{X}_{i}}\left(\gamma_{\mathrm{th}}\right)= & \frac{m!(m-i+1)^{1-i}\left(\frac{\gamma_{\mathrm{th}}}{\bar{\gamma}_{1}}\right)^{n-i+1}}{(i-1)!(m-i)!(n-i+1)!} \\
& +o\left(\bar{\gamma}_{1}^{-(n-i+1)}\right) \tag{33}
\end{align*}
$$

The corresponding asymptotic CDF at the 1st decoding layer is equal to

$$
\begin{equation*}
F_{\mathcal{X}_{1}}\left(\gamma_{\text {th }}\right)=\frac{m}{n!}\left(\frac{\gamma_{\text {th }}}{\bar{\gamma}_{1}}\right)^{n}+o\left(\bar{\gamma}_{1}^{-n}\right) . \tag{34}
\end{equation*}
$$

Proposition 4: The asymptotic ASEP at the $i$ th decoding layer, when $2 \leq i \leq m$, is expressed as

$$
\begin{align*}
\overline{P s}_{i}= & \frac{m!\alpha \Gamma(n-i+3 / 2) \beta^{i-n-1}(m-i+1)^{1-i}}{2 \sqrt{\pi}(i-1)!(m-i)!(n-i+1)!\bar{\gamma}_{1}^{n-i+1}} \\
& +o\left(\bar{\gamma}_{1}^{-(n-i+1)}\right) \tag{35}
\end{align*}
$$

The asymptotic ASEP at the 1st decoding layer is given by

$$
\begin{equation*}
\overline{P s}_{1}=\frac{\alpha m \Gamma(m n+1 / 2)}{2 \sqrt{\pi} n!\left(\beta \bar{\gamma}_{1}\right)^{n}}+o\left(\bar{\gamma}_{1}^{-n}\right) \tag{36}
\end{equation*}
$$

Collecting all the asymptotic results, we summarize the following insightful observations.
Remark 6: The diversity gain of the $i$ th decoding layer, when $i \geq 2$, is identical for both ordering approaches. Note that such an observation is not new and is consistent with some previous studies (e.g., [31], [46] and references therein). Specifically, it holds that $\mathcal{P}_{d_{i}}^{\text {(rate efficient) }}=\mathcal{S}_{d_{i}}^{\text {(rate efficient) }}=\mathcal{P}_{d_{i}}^{\text {(error efficient) }}=$ $\mathcal{S}_{d_{i}}^{\text {(error efficient) }}=n-i+1$. The difference lies in the 1 st layer (or the last SIC stage) where it holds that $\mathcal{P}_{d_{1}}^{\text {(rate efficient) }}=$ $\mathcal{S}_{d_{1}}^{\text {(rate efficient) }}=m n$ while $\mathcal{P}_{d_{1}}^{(\text {error efficient })}=\mathcal{S}_{d_{1}}^{\text {(error efficient })}=n$.

This implies that the last SIC stage of the rate efficient approach delivers a considerably higher diversity order with respect to the last stage of the error efficient one.
Remark 7: The outage coding gains ${ }^{2}$ of the considered ordering approaches can be directly obtained as

$$
\mathcal{P}_{c_{i}}^{(\text {rate efficient })}=\left\{\begin{array}{cl}
\frac{1}{\gamma_{\mathrm{lh}}\left(\frac{((i-1)!)^{-1} m!i^{1-i}}{(m-i)!(n-i+1)!}\right)^{-\frac{1}{n-i+1}},} \begin{array}{cl} 
& i \geq 2 \\
\frac{1}{\gamma_{\mathrm{th}}}\left(\frac{1}{(n!)^{m}}\right)^{-\frac{1}{m n}}, & i=1
\end{array} \tag{37}
\end{array}\right.
$$

[^2]

Fig. 2. Outage probability vs. average system SNR in strong atmospheric turbulence conditions, when $m=4, n=4, \gamma_{\text {th }}=0 \mathrm{~dB}, \xi=6, \mathcal{A}=2.1$ and $\mathcal{B}=3.5$. The top-end curves correspond to the fourth decoding layer (or the first SIC stage) when $i=4$, the next ones to the third decoding layer (or the second SIC stage) when $i=3$ and so on.
and

$$
\begin{align*}
& \mathcal{P}_{c_{i}}^{\text {(error efficient })}= \\
& \frac{1}{\gamma_{\mathrm{th}}}\left(\frac{m!(m-i+1)^{1-i}}{(i-1)!(m-i)!(n-i+1)!}\right)^{-\frac{1}{n-i+1}}, 1 \leq i \leq m \tag{38}
\end{align*}
$$

By closely observing the above asymptotic expressions, it is obvious that there is a performance gain for a reduced number of simultaneously transmitting source nodes (i.e., low $m$ values) and/or when the number of antennas at the relay is much higher than the number of source nodes (i.e., when $n \gg m$ ). Interestingly, this scenario corresponds to massive (or very large-scale) MIMO systems, which are emerging at the forefront of wireless communications research [47]. Thus, assuming a massive MIMO-enabled relay node with a large antenna array used for reception (i.e., when $n \rightarrow \infty$ ), it is meaningful to investigate the performance gain improvement produced by the precise ordering. To this end, we introduce the relative performance coding gain (namely, RPCG), which is defined as
$\mathrm{RPCG} \triangleq \frac{\mathcal{P}_{c_{i}}^{(\text {rate efficient })}}{\mathcal{P}_{c_{i}}^{\text {(error efficient })}}=\left(\frac{i}{m-i+1}\right)^{\frac{i-1}{n-i+1}}, \quad 1<i \leq m$.
It is straightforward to show that $\lim _{n \rightarrow \infty}$ RPCG $=1$, which indicates no performance gain improvement between the two different ordering approaches, for asymptotically high $n$ values. The latter observation can be easily interpreted due to the flattening (in terms of channel fading) of all decoding layers, since they become mutually orthogonal when $n \rightarrow \infty$ [47, Eq. (13)].

## VI. Numerical Results and Discussion

In this section, analytical results are presented and compared with Monte-Carlo (MC) simulations. Each MC run was conducted over $10^{6}$ RV trials. Symmetric average SNR per hop is assumed (i.e., $\bar{\gamma}_{1}=\bar{\gamma}_{2}$ ) for ease of tractability and without loss of generality. There is a good match between all the analytical and the respective simulation results and, hence, the accuracy of the proposed approach is verified. For


Fig. 3. Outage probability of the 1 st SIC stage vs. average system SNR for various system setups in case of non-pointing errors (i.e., when $\xi \rightarrow \infty$ ), $\gamma_{\mathrm{th}}=10 \mathrm{~dB}, \mathcal{A}=9.7$ and $\mathcal{B}=8.2$.
notational simplicity, in this section, we use the abbreviations R. E. and E. E. to define the rate efficient and the error efficient approach, respectively.

In order to better emphasize the impact of the ordered SIC at the relay, the proposed V-BLAST relaying scheme is compared against the conventional ZF detection approach [48]. Note that when the ZF reception is applied, all the transmitted signals are simultaneously detected at the relay without carrying out any kind of successive signal decoding. It is well-known that in the case of ZF, the SNR of each transmitted signal (i.e., the $i$ th unordered source-to-relay SNR) can be expressed as [48] $\gamma_{1}^{(i)}=\bar{\gamma}_{1} /\left(\left(\mathbf{G}^{H} \mathbf{G}\right)^{-1}\right)_{i i}$. Also, the PDF of $\gamma_{1}^{(i)}$ follows the Erlang distribution with shape parameter $n-m+1$ and scale parameter $\bar{\gamma}_{1}$ [49]. Thus, based on (D.1), the CDF (i.e., the outage probability) of $\gamma_{e 2 e}$, identical for all the source nodes (due to the ZF principle and the i.i.d. fading channel assumption), is expressed as

$$
\left.\begin{array}{rl}
F_{\gamma_{e 2 e}}^{(Z F)}(x) & =1-\frac{\xi^{2}}{\Gamma(\mathcal{A}) \Gamma(\mathcal{B})} G_{2,4}^{4,0}\left[\frac{\mathcal{A B} \sqrt{x}}{\sqrt{\bar{\gamma}_{2}}}\right.
\end{array} \begin{array}{c}
\xi^{2}+1,1 \\
0, \xi^{2}, \mathcal{A}, \mathcal{B} \tag{39}
\end{array}\right],
$$

It is obvious from Fig. 2 that E. E. always outperforms the conventional ZF, while only the 1st SIC stage of R. E. is slightly inferior than ZF. Based on the proposed sorted QR decomposition, which is utilized prior to only the first SIC stage, a significant performance improvement (especially at the last SIC stages) is observed, as compared with ZF. As an indicative example, when the outage probability is $10^{-1}$, there is a performance gain of E . E . over ZF , which is in the order of 0.5 dB or 1.5 dB , for the first or the subsequent SIC stages, respectively. As expected, the two different ordering strategies result to the superiority of E. E. against R. E. at the primary SIC stages and vice versa. Also, it is seen that the outage probability of the 1st SIC stage (for both approaches) serves as a lower system performance bound. This is due to the fact that all subsequent stages are detected/decoded with the presence of less interference and, thus, an increased performance gain.

In Fig. 3, this lower performance bound, i.e., only the outage probability of the 1st SIC stage (or the $m$ th decoding layer), is presented for several system configurations. The performance


Fig. 4. Outage probability of the 1st SIC stage vs. average system SNR when $\xi \rightarrow \infty, m=4, \mathcal{A}=2.1$ and $\mathcal{B}=3.5$.


Fig. 5. ASEP vs. average system SNR for a BPSK modulation scheme, when $m=n=2, \mathcal{A}=4.4$ and $\mathcal{B}=2.6$.


Fig. 6. ASEP vs. average system SNR for a BPSK modulation scheme, when $m=n=2$.
gain increases for a higher number of antennas at the relay. This agrees with the previously derived outage expressions and more emphatically with the corresponding asymptotic ones, e.g., see (29) and (33). Figure 4 indicates that the impact of the appropriate ordering on the system performance is more crucial when the number of receive antennas at the relay is similar to the number of simultaneously transmitting source nodes. Specifically, E. E. significantly outperforms R. E. when $m=n=4$, whereas such a performance gain becomes marginal as $n$ grows with a fixed number of source nodes (e.g., when $m=4$ and $n=8$ ). Finally, the influence of the pointing error displacement is depicted in Fig. 5, where the

ASEP performance loss is obvious for intense pointing errors in both SIC stages and/or ordering approaches. In addition, the fluctuation of the pointing error displacements seems to influence more drastically the end-to-end error performance than the heavy atmospheric turbulence conditions, especially for moderately medium/high SNRs (see Fig. 6).

## VII. Conclusions

We investigated a DF dual-hop relaying system over mixed RF/FSO links, which deploys the ordered ZF-SIC (V-BLAST) detection at the relay station. Analytical expressions for the outage probability and ASEP of the end-to-end link were derived in terms of finite sums of Meijer's- $G$ functions. Closedform asymptotic end-to-end outage and ASEP expressions were also presented. Capitalizing on the derived results, some useful insights were revealed. Particularly, the superiority of the proposed approach against the conventional ZF scheme was indicated with only a slight additional computational burden due to the initial symbol sorting. The diversity and coding gain for the end-to-end transmission of each source node were also provided. Moreover, it was shown that the ordering strategy offers marginal performance improvement when the number of receive antennas at the relay is much higher than the number of simultaneously transmitting source nodes. In addition, we demonstrated that the pointing error displacement is a more critical performance degradation factor than the turbulence-induced fading.

## Appendix A

## DERIVATION OF (8)

The (unconditional) PDF of the SNR at the $i$ th decoding layer, when $2 \leq i \leq m$, can be expressed as

$$
\begin{equation*}
f_{\mathcal{X}_{i}}(x)=\int_{x}^{\infty} f_{\mathcal{X}_{i} \mid \mathcal{Y}_{i}}(x \mid y) f_{\mathcal{Y}_{i}}(y) d y \tag{A.1}
\end{equation*}
$$

By applying (4) and (6) into (A.1), while utilizing the binomial expansion [37, Eq. (1.111)], we have that

$$
\begin{align*}
& f_{\mathcal{X}_{i}}(x)= \\
& \sum_{j=0}^{i-2} \sum_{l=0}^{m-i} \frac{(-1)^{j+l}\binom{i-2}{j}\binom{m-i}{l} x^{n+j-i}}{\bar{\gamma}_{1}^{n} B(n-i+1, i-1) B(m-i+1, i)(n-1)!} \\
& \int_{x}^{\infty} y^{i-j-2} \exp \left(-\frac{(i+l)}{\bar{\gamma}_{1}} y\right)\left(\sum_{k=0}^{n-1} \frac{\left(y / \bar{\gamma}_{1}\right)^{k}}{k!}\right)^{i+l-1} d y . \tag{A.2}
\end{align*}
$$

To evaluate the multinomial power within the above integral, we reproduce the following useful formula [50, Eq. (9)]

$$
\begin{align*}
& \left(\sum_{k=0}^{n-1} \frac{\left(y / \bar{\gamma}_{1}\right)^{k}}{k!}\right)^{i+l-1}=\sum_{p_{1}=0}^{i+l-1} \sum_{p_{2}=0}^{p_{1}} \cdots \sum_{p_{n-1}=0}^{p_{n-2}}\left(y / \bar{\gamma}_{1}\right)^{\phi} \\
& \times \frac{(i+l-1)!}{p_{n-1}!} \prod_{t=1}^{n-1}\left[\frac{1}{\left(p_{t-1}-p_{t}\right)!(t!)^{p_{t}-p_{t+1}}}\right] \tag{A.3}
\end{align*}
$$

Recall that $p_{0}, p_{n}$ and $\phi$ have already been defined in (9). Hence, plugging (A.3) into (A.2), utilizing [37, Eq. (3.351.2)] and after some straightforward manipulations, the closed-form PDF at the $i$ th layer of the rate efficient approach is obtained in (8).

## Appendix B

DERIVATION OF (11)
Keeping in mind Remark 4 and based on (4), we have that

$$
\begin{align*}
f_{\mathcal{X}_{1}}(x) & =\frac{m x^{n-1} \exp \left(-\frac{x}{\bar{\gamma}_{1}}\right)}{\bar{\gamma}_{1}^{n}(n-1)!} \\
& \times\left(1-\exp \left(-\frac{x}{\bar{\gamma}_{1}}\right) \sum_{k=0}^{n-1} \frac{\left(x / \bar{\gamma}_{1}\right)^{k}}{k!}\right)^{m-1} . \tag{B.1}
\end{align*}
$$

Utilizing the binomial expansion [37, Eq. (1.111)] and the multinomial identity as given in (A.3), the corresponding closed-form PDF can be derived.

## Appendix C

DERIVATION OF (14)
Following the same methodology as presented in Appendix A, but using (3) instead of (4), the derivations of $\Delta_{1}$ and $\Delta_{2}$ can be easily obtained after some straightforward manipulations. Also, keeping in mind Remark 4 and based on (3), we have that

$$
\begin{align*}
& f_{\mathcal{X}_{1}}(x)= \\
& \frac{m x^{n-1} \exp \left(-\frac{x}{\bar{\gamma}_{1}}\right)}{\bar{\gamma}_{1}^{n}(n-1)!}\left(\exp \left(-\frac{x}{\bar{\gamma}_{1}}\right) \sum_{k=0}^{n-1} \frac{\left(x / \bar{\gamma}_{1}\right)^{k}}{k!}\right)^{m-1} \tag{C.1}
\end{align*}
$$

Utilizing the multinomial identity as given in (A.3), the corresponding closed-form PDF/CDF of the SNR at the 1st decoding layer can be derived following the same methodology as for the rate efficient approach.

## Appendix D <br> DERIVATION OF (16) AND (17)

Based on (1), we have that

$$
\begin{align*}
F_{\gamma_{e 2 e}}^{(i)}(x) & \triangleq 1-\operatorname{Pr}\left\{\gamma_{1}^{(i)}=\mathcal{X}_{i}>x\right\} \operatorname{Pr}\left\{\gamma_{2}>x\right\} \\
& =1-\underbrace{\int_{x}^{\infty} f_{\gamma_{1}^{(i)}}(\omega) d \omega}_{\mathcal{I}_{1}} \underbrace{\int_{x}^{\infty} f_{\gamma_{2}}(\omega) d \omega}_{\mathcal{I}_{2}} \tag{D.1}
\end{align*}
$$

where $\operatorname{Pr}\{$.$\} denotes probability and F_{\gamma_{e 2 e}(.)}^{(i)}$ is the CDF of the end-to-end SNR between the $i$ th source node and the destination.

Using (8) and (11) while invoking [37, Eq. (3.351.2)], yields

$$
\begin{align*}
\mathcal{I}_{1} & =\Xi(n, m, i) \sum_{r=0}^{i+\phi-j-2} \sum_{k=0}^{r+n+j-i} \frac{(i+\phi-j-2)!}{r!k!\left(\frac{\Delta_{2}}{\bar{\gamma}_{1}}\right)^{\phi+n-k}} \\
& \times(r+n+j-i)!x^{k} \exp \left(-\frac{\Delta_{2}}{\bar{\gamma}_{1}} x\right), \quad 2 \leq i \leq m \tag{D.2}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{I}_{1}=\Psi(n, m) \sum_{k=0}^{n+\phi-1} \frac{(n+\phi-1)!x^{k} \exp \left(-\frac{j+1}{\bar{\gamma}_{1}} x\right)}{k!\left(\frac{j+1}{\bar{\gamma}_{1}}\right)^{n+\phi-k}}, i=1 \tag{D.3}
\end{equation*}
$$

Next, to evaluate $\mathcal{I}_{2}$, we have that

$$
\begin{align*}
\mathcal{I}_{2} & =\int_{x}^{\infty} \frac{\xi^{2}}{2 \omega \Gamma(\mathcal{A}) \Gamma(\mathcal{B})} G_{1,3}^{3,0}\left[\mathcal{A B} \sqrt{\frac{\omega}{\bar{\gamma}_{2}}} \left\lvert\, \begin{array}{c|c}
\xi^{2}+1 \\
\xi^{2}, \mathcal{A}, \mathcal{B}
\end{array}\right.\right] d \omega \\
& \stackrel{(a)}{=} \int_{0}^{1 / \sqrt{x}} \frac{\xi^{2}}{\omega \Gamma(\mathcal{A}) \Gamma(\mathcal{B})} G_{1,3}^{3,0}\left[\frac{\mathcal{A B}}{\sqrt{\bar{\gamma}_{2}} \omega} \left\lvert\, \begin{array}{c}
\xi^{2}+1 \\
\xi^{2}, \mathcal{A}, \mathcal{B}
\end{array}\right.\right] d \omega \\
& \stackrel{(b)}{=} \frac{\xi^{2}}{\Gamma(\mathcal{A}) \Gamma(\mathcal{B})} G_{2,4}^{4,0}\left[\frac{\mathcal{A B} \sqrt{x}}{\sqrt{\bar{\gamma}_{2}}} \left\lvert\, \begin{array}{c}
\xi^{2}+1,1 \\
0, \xi^{2}, \mathcal{A}, \mathcal{B}
\end{array}\right.\right] \tag{D.4}
\end{align*}
$$

where $(a)$ is obtained by applying a change of variables (first $\sqrt{\omega} \rightarrow \omega$ and then $\omega \rightarrow 1 / \omega$ ), while $(b)$ is derived with the aid of [37, Eq. (9.31.2)] and [41, Eq. (26)]. Hence, plugging (D.2) or (D.3) and (D.4) into (D.1), while setting $x=\gamma_{\mathrm{th}}$, gives (16) or (17), respectively.

## Appendix E <br> DERIVATION OF (29) AND (30)

In the asymptotically high average SNR regime, only the first summation term of (10) should be taken into account. All the remaining terms approach zero as $\bar{\gamma}_{1} \rightarrow \infty$. Hence, based on (28), keeping only the first-order term in (10) while recognizing that $\gamma(\alpha, x) \approx x^{\alpha} / \alpha$ as $x \rightarrow 0$ [37, Eq. (8.354.1)], (29) can be obtained after some simple manipulations. Moreover, recalling Remark 4 and using (4), it can be seen that the PDF of the 1st layer may be alternatively expressed as

$$
\begin{align*}
f_{\mathcal{X}_{1}}(x) & =\frac{m x^{n-1} \exp \left(-\frac{x}{\bar{\gamma}_{1}}\right)}{\bar{\gamma}_{1}^{n}(n-1)!} \\
& \times\left(\exp \left(-\frac{x}{\bar{\gamma}_{1}}\right) \sum_{k=n}^{\infty} \frac{\left(x / \bar{\gamma}_{1}\right)^{k}}{k!}\right)^{m-1} \tag{E.1}
\end{align*}
$$

Thus, retaining only the first order term in (E.1) and evaluating the corresponding CDF, we arrive at (30).
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