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Abstract. After a brief review of the notion of a full set of mutually unbiased bases in anN-
dimensional Hilbert space, we summarize the work of Wootters and Fields (W K Wootters and
B C Fields,Ann. Phys.191, 363 (1989)) which gives an explicit construction for such bases for
the caseN = pr , wherep is a prime. Further, we show how, by exploiting certain freedom in the
Wootters–Fields construction, the task of explicitly writing down such bases can be simplified for the
case whenp is an odd prime. In particular, we express the results entirely in terms of the character
vectors of the cyclic groupG of orderp. We also analyse the connection between mutually unbiased
bases and the representations ofG.
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The notion of a full set of mutually unbiased bases, MUB’s for short, in anN-dimensional
Hilbert space may be viewed as an extension of the properties of the familiar Pauli matri-
ces,σx;σy;σz which arise in the description of the simplest quantum mechanical system
– a spin-half system. For a spin-half particle, consider the observablesn̂1 �σ and n̂2 �σ ,
wheren̂1 andn̂2 are real three-dimensional unit vectors. These, as is well-known, obey the
commutation relations

[n̂1 �σ ; n̂2 �σ ] = in̂3 �σ ; n̂3 = (n̂1� n̂2): (1)

Clearly, these observables are ‘maximally non-commuting’ [1] whenn̂1 andn̂2 are mutu-
ally orthogonal. Thus, the observablesn̂i �σ ; i = 1;2;3 with n̂i ’s as mutually orthogonal
real unit vectors, and, in particular,σx;σy;σz constitute a maximally non-commuting set in
this sense. Consider now an arbitrary state of a spin-half particle which, as is well known,
can be parametrized as

ρ =
1
2
(I +n �σ) ;n �n� 1: (2)

To determinen and henceρ it is sufficient to consider any three observablesn̂i �σ with
ni ’s non-coplanar. The vectorn can be reconstructed from expectation valuesh n̂i �σ i by
solving the equations

hn̂i �σi= n̂i �n; i = 1;2;3: (3)
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However, if there are errors in the measurements, then it is intuitively obvious that the best
strategy to determineρ would be to choosêni as mutually orthogonal, i.e., to choose the
observables to be ‘maximally non-commuting’. If we examine the normalized eigenvectors
of such a set of observables then we find that we have three orthonormal sets of vectors with
the property that the modulus square of the scalar product of a vector from any set with a
vector from another set is 1=2. For instance, the normalized eigenvectors ofσ z;σx;σy are�
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as can easily be verified. An extension of this property, to arbitrary dimensions, leads to
the following definition:

Definition. In a Hilbert space of dimensionN, by a full set of mutually unbiased bases
(MUB’s) we mean a set ofN+1 orthonormal bases such that the modulus square of the
scalar product of any member of one basis with any member of any other basis is equal to
1=N.

If we takee(α;k) to denote thekth vector in theα th orthonormal basis, then having a full
set of MUB’s amounts to having a collectione(α;k) ; α = 0;1; : : : ;N ; k= 0;1; : : : ;N�1;
of N(N+1), N-dimensional complex vectors satisfying

jhe(α;k);e(α
0;k0)ij2 � j

N�1

∑
l=0

(e(α;k)
l

)�(e(α
0;k0)

l
)j2

= δ αα 0

δ kk0 +
1
N
(1�δ αα 0

) ; α ;α 0 = 0;1; : : : ;N ;

k;k0 = 0;1; : : : ;N�1: (5)

Heree(α;k)
l

denotes thel th component of thekth vector belonging to theα th orthonormal
basis.

Note that for anyN, one of theN+1 orthonormal bases, say, the one corresponding to
α = N may always be chosen to be the standard basis

e(N;k)
l

= δlk; l ;k= 0;1; : : : ;N�1; (6)

and we can, therefore, confine ourselves only to the remainingN orthonormal basese(m;k)

with bothmandk running over 0;1; : : : ;N�1. These, of course, must not only be unbiased
with respect to each other but must also be unbiased with respect to the standard basis. The
latter requirement implies thatje(m;k)

l
j should be equal to 1=

p
N for all m;k; l .

Mutually unbiased bases play an important role in quantum cryptography [2] and in the
optimal determination of the density operator of an ensemble [3,4]. A density operatorρ
in N-dimensions depends onN2� 1 real quantities. With the help of MUB’s, any such
density operator can be encoded, in an optimal way, in terms ofN+1 sets of probability
distributions each containingN�1 independent probabilities [3,4]:

p(N;k) = ρkk; (7a)

p(m;k) =∑
l ;s

e(m;k)�
l

ρlse
(m;k)
s : (7b)
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Conversely, from these probabilities one can reconstruct the density matrix using

ρkk = p(N;k); (8a)

ρls = ∑
m;k

e(m;k)
l

p(m;k)e(m;k)�
s ; l 6= s: (8b)

Explicit construction of MUB’s has been possible only forN = pr wherep is a prime.
The first construction of the set of MUB’s forN = p was given by Ivanovic [5] and later
by Wootters [3]. Subsequently, Wootters and Fields [4] extended the construction in [3]
to the caseN = pr by making use of the properties of Galois fields [6]. (A recent work
by Bandyopadhyayet al [7] contains an alternative construction forN = pr as well as a
necessary and sufficient condition for the existence of MUB’s for an arbitraryN).

A brief summary of the Wootters–Fields construction [4] is as follows

Case I: N= pr ; p : an odd prime

In this case

e(m;k)
l

=
1p
N

ωTr[ml2+kl ] ; ω = e2π i=p: (9)

Here the symbolsm;k; l which label bases, vectors in a given basis, and compo-
nents of a given vector in a given basis, respectively, stand forr-dimensional arrays
(m0;m1; : : : ;mr�1) etc. whose components take values in the set 0;1;2; : : : ; p�1, i.e.,
in the fieldZp. Their boldfaced counterpartsm;k; l which appear on the rhs of(9) be-
long to the Galois field GF(pr), i.e., they denote polynomials inx of degreer whose
components in the basis 1;x;x2; : : : ;xr�1 are (m0;m1; : : : ;mr�1) etc. Thusm ! m �
m0+m1 x+m2 x2+ � � �+mr�1 xr�1. The variablex is a root of a polynomial of degreer
with coefficients inZp and irreducible inZp, i.e., with no roots inZp. The trace operation
on the rhs of(9) is defined as follows

Tr[m] = m+m2+ � � �+mpr
�1; (10)

and takes elements of GF(pr) to elements ofZp. On carrying out the trace operation in
(9) one obtains

e(m;k)
l

=
1p
N

ωmTq(l) ωkT l : (11)

The components ofq(l ) are given by

qi(l ) = l T βi l mod p; i = 0;1;2; : : : ; r�1; (12)

where ther� r matricesβi ; i = 0;1; : : : ; r �1; are obtained from the multiplication table
of (1;x;x2; : : : ;xr�1):0

BB@
1
x
...

xr�1

1
CCA(1 x � � � xr�1 ) = β0+β1 x+β2x

2+ � � �+βr�1 xr�1: (13)
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Case II: N= 2r

As shown by Wootters and Fields,(11) works forp= 2 as well if we replaceω by i in the
first factor on the RHS and suspend modp operation while calculatingqi(l) using(12).

Hereafter we will confine ourselves to Case I. We may rewrite(11) in terms of extended
arrays(m;k) and(q(l); l ) as

e(m;k)
l

=
1p
N

ω(m;k)T (q(l);l); (14)

from which it is immediately obvious that if we takel to label the rows and(m;k) to label
the columns (arranged in a lexicographical order) of anN�N 2 matrix e then thel th row
of this matrix is given by

1p
N

χ (q(l);l) � 1p
N

χ (q0(l))
 χ (q1(l))
�� �
 χ (qr�1(l))
 χ (l0)
 χ (l1)


�� �
 χ (lr�1); (15)

whereχ (l); l = 0;1; : : : ; p�1; denote the character vectors of the cyclic groupG of order
p. The matrixe contains the full set of MUB’s – the constituent orthonormal bases are
obtained by chopping this matrix into strips of widthN. Of course, to write this matrix
down explicitly one needs to work outq(l ) for eachl using(12).

We now suggest a simpler way of achieving the same results with much less work. First,
we notice that the rows ofe can be stacked on top of each other in any order. We will
take the first row to correspond tol = 0, i.e., asχ (0;0). To determine the remaining rows
we proceed as follows. Choose the irreducible polynomialf (x) in such a way thatx is a
primitive element of GF�(pr) � GF(pr)nf0g. Its powersx;x2; : : : ;xpr

�1 then give all the
information we need to write the matrixe.

As an illustration, consider the casep= 5; r = 1. Here GF�(5) =Z �

p = f1;2;3;4g. It is
easy to see that 3 is a primitive element and that its powers modulo 5 are

3= 3;32 = 4;33 = 2;34 = 1; (16)

which givesl = 3! q(l) = 4; l = 4! q(l) = 1; l = 2! q(l) = 4; l = 1! q(l) = 1; and
hence

e=
1p
5

0
BBB@

χ (0)
 χ (0)

χ (1)
 χ (1)

χ (4)
 χ (2)

χ (4)
 χ (3)

χ (1)
 χ (4)

1
CCCA : (17)

As another example, consider for instancep = 3; r = 2. In this casef (x) = x2+ x+2
is a polynomial of degree 2 irreducible overZ3 such thatx is a primitive element of the
multiplicative abelian group GF(32)nf0g [8]. Computing the powers ofx modulo f (x) we
obtain

x= 0+1x;x2 = 1+2x;x3 = 2+2x;x4 = 2+0x;x5 = 0+2x;

x6 = 2+x;x7 = 1+x;x8 = 1+0x; (18)
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which immediately gives thel ! q(l ) correspondence. Thusx� (0;1)! x2� (1;2);x2�
(1;2)! x4� (2;0) etc. and we have

e=
1p
9

0
BBBBBBBBBBB@
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 χ (0)
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 χ (1)
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 χ (1)
 χ (1)
 χ (1)

χ (2)
 χ (0)
 χ (1)
 χ (2)

χ (1)
 χ (0)
 χ (2)
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χ (2)
 χ (0)
 χ (2)
 χ (1)

χ (2)
 χ (1)
 χ (2)
 χ (2)

1
CCCCCCCCCCCA

: (19)

Finally, it is natural to ask the question as to what relation, if any, exists between the
MUB’s and the representations of the cyclic group of orderp. The answer to this question
can be obtained by examining the two factors on the rhs of(11), and the following facts
emerge:
� The diagonal matricesΩ(m) with diagonal elementsω mT q(l) (l taken as a row label)

provide anN= pr -dimensional unitary reducible representation of the direct product group
Gr = G�G��� ��G. This representation contains the trivial representation once together
with half of the nontrivial irreducible representations which occur with multiplicity two.

Thus, for instance, forp= 3; r = 1, we have

ω(0) =

 1 0 0
0 1 0
0 0 1

!
; ω(1) =

 1 0 0
0 ω 0
0 0 ω

!
; ω(2) =

 1 0 0
0 ω2 0
0 0 ω2

!
;

(20)

which clearly furnish a three-dimensional reducible representation of the cyclic group of
order 3 in which the identity representation occurs once and one of the two non-trivial
representation occurs twice.
� The diagonal matricesR (k) with diagonal elementsω kT l (l taken as a row label) pro-

vide anN = pr -dimensional unitary reducible representation of the direct product group
Gr = G�G��� ��G which contains all the irreducible representations once (the regular
representation). Thus, for instance, forp= 3; r = 1, we have

ω(0) =

 1 0 0
0 1 0
0 0 1

!
; ω(1) =

 1 0 0
0 ω 0
0 0 ω2

!
; ω(2) =

 1 0 0
0 ω2 0
0 0 ω

!
;

(21)

which clearly furnish a three-dimensional reducible representation of the cyclic group of
order 3 in which all the representations occur once.
� The diagonal matricesΩ(m)

R
(k) provide anN = pr -dimensional unitary reducible

representation of the direct product groupGr �Gr in which certain prescribed irreducible
representations occur only once. This representation essentially yields the MUB’s in odd
prime power dimensions.
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Consider, again, the casep = 3; r = 1. Pairwise products of the matrices above give
us nine matrices which furnish a three-dimensional reducible representation of the direct
product group of the cyclic group of order 3 with itself. The diagonals of these matrices
give us the nine vectors in the MUB forN = 3 (apart from the three in the standard basis).

To conclude, we have shown that the freedom in the choice of the irreducible polynomial
f (x) in carrying out the computations in(6) and(7) can be profitably exploited to simplify
the task by choosing to work with anf (x) whose roots are primitive elements of GF�(pr).
We have also brought out the connection between the MUB’s forN = pr and the represen-
tations of the cyclic group of orderp. The question of existence of MUB’s in dimensions
other thanN = pr is an interesting open problem worthy of further investigations.
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