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Foreword 

“We need men who can dream of things that never were.” It is this sentence 
spoken by John Fitzgerald Kennedy in 1963 which has undoubtedly influenced my 
industrial career. Whether it be everyday electronics for the general public, or the 
components industry or even the world of video and imagery, the technological 
innovations which have come into use these last few years have greatly modified the 
competitive market and ways of living. Some scientists talk of technological 
tsunamis because of the resulting economical and social stakes, which are so high. 
For the industrialist the main challenge is size, and the idea is to continually 
innovate, creating smaller and smaller objects with improved performances. 
Combining research with industry has no longer become a necessity but rather a real 
race against the clock in order to remain a leading force in this domain. 
Development strategies, conquering market shares, increases in productivity and 
ground-breaking ideas are now more than ever linked to the coordination of tasks 
which join research and industry.  

The most staggering technological innovations of these last few years (those 
which have led to real changes in the job market, and those which have changed our 
everyday lives) were not based on the technology available at the time but were 
based on anticipation, i.e. looking ahead into the future. There are some striking 
examples that come to mind: from the era of the video recorder, today we have all 
adopted the DVD player in record time discovering video on demand and 
downloads, which have opened the way towards the dematerialization of physical 
supports. From the era of silverhalide photography, today we are all familiar with 
digital photography, using the computer as the central storage base and the central 
base for exchanging our documents. Despite what anyone says, we have entered into 
a virtual world where it is no longer a question of physical support but of speed and 
bandwidth. All of this would not have been made possible if certain scientists had 
not dared to think differently.  
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It could be believed that once an innovation is launched and in the time that is 
taken for its economic democratization as well as its acceptance by consumers, 
researchers and industrialists would have the time for a little break. However, this is 
not the case. As soon as the technological innovation appears on the market, we are 
already dreaming of a new, more advanced innovation which will be one stage more 
advanced in terms of speed, ease of use, comfort and cost. We want to make all of 
this possible while also reducing the size of the object. We are looking for a ground-
breaking opportunity which will open the doors of a new world to us. We are 
dreaming of a nanoworld.  

The nanoworld is the world of the infinitesimal with exponential capacities and 
unexploited possibilities. Let us imagine a world where technology is no longer 
what it currently is. Processors have disappeared, replaced by tiny living molecules 
capable of managing large amounts of data; these molecules are also self-managing 
and have the ability to recreate themselves. A world where the alliance of biology, 
chemistry and physics would lead to advances in technology, which up until now 
have been unimaginable, like dreams or science fiction. This world is not far away. 
The beginnings are already taking place; the largest nations and the largest research 
laboratories are already regularly working on nanotechnology.  

Imagine what the impact on industry would be. Will nanotechnology be the 
object of all our desires? Will it modify our economic models and our ways of life? 
Will it change the competitive market forever? Will industrialists be able to manage 
the change in jobs which will be brought about by this new technology? We are 
unable to predict whether or not by 2020 the innovations arising from the arrival of 
nanotechnology are going to restructure all sectors of industry. Will we be dressed in 
nanoclothes with unfamiliar properties? Will we travel around in nanocars with 
extremely resistant materials and pneumatics with an ecological engine and with 
renewable energy? Will production factories become molecular factories where we 
will see nanorobots? One thing is certain: nanotechnology is going to bring 
considerable improvements to the fields of computing, biotechnology and 
electronics. Thanks to more resistant and lighter materials, smaller components, new 
data storage systems and ultra-rapid processing systems, human performances are 
going to increase. We start off with simple isolated molecules and basic building 
blocks and end up with staggering technological advances which open up a new 
horizon, a new world – the nanoworld. 

From this point on, the issue of the management of information combined with 
modern technology is going to expand. How are we all going to manage this way of 
life in our professional lives as well as in our everyday lives? How are we going to 
prepare for the management of new, more open information systems? It is at this 
level that the senior executive role becomes more and more important. The 
managers of today will become the managers of tomorrow by managing new ways 
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of thinking, new working tools and new applications. In all sectors, computing, 
industry or even services, managers will have to accept the challenges that size 
represents. They will be the key players in the transition towards the nanoworld, 
they will be the founders of the revolution.  

Didier TRUTT 
Senior Executive Vice-President of the Thomson Group  
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Preface 

“In the year 2000 we will travel in hypersonic airplanes, people will live on the 
moon and our vehicles will be fueled by atomic energy.” As young children in the 
1960s, this is how we imagined this symbolic milestone.  

We believed that the 21st century would open a bright future brought about by 
beneficial technology, technology which had already been introduced to us at the 
time. 

Yet, the year 2000 has now passed. The 21st century is here but this vision, which 
seemed to be shared by many people, almost belongs to kitsch iconography. Things 
have not changed in numerous areas: we still drive vehicles equipped with internal 
combustion engines, whose technology is more than 110 years old, airplanes travel 
once again at more economical speeds, there are energy crises, and the fear which 
nuclear energy raises has restricted any initiative for new applications – although 
high-speed trains draw their energy from nuclear fission.  

The end of the 30 year boom period after World War II marked the end of major 
innovative and exploratory programs: the conquest of space was limited to the 
nearby planets, while Aerotrain, Concorde and other vertical take-off and landing 
airplanes were sacrificed for profitability. It became difficult to distinguish between 
scientific and technical vocations. Would technological perspectives become 
blocked? Would our research laboratories and departments become short of 
productive and profitable ideas in order to exclusively invest in quantative hyper-
productivity that some people are already interpreting as destined to compensate for 
a lack in innovations?  

However, ignoring the technological progress of the last 40 years would be 
iniquitous: the evolution of computing and of digital technology is conclusive 
evidence of the progress which has been made. From a few dozen reliable machines 
and with relative progress, we have entered into a market which is made up of 
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billions of units. Components of machines have been reduced in size by a factor of 
10,000 and their cost has decreased by the same proportions (a gigabit of memory is 
5,000 times less expensive today than it was in 1970). Computers are everywhere 
nowadays, to the point where we no longer notice them when they are present.  

Progress (the most envious industrialists will talk of simple industrial 
development) has continually been made by exploiting and perfecting the methods 
and processes of the most capitalist sector in history: the silicon industry. This is an 
industry whose evolution seems so predictable, so inevitable, that it has been 
characterized by a 40 year old exponential law, Moore’s Law, which states that the 
number of transistors that make up microprocessors doubles every two years 
because these transistors become twice as small in the equivalent timescale.  

However, this growth cannot go on forever and at this rate the limit of the 
performances of silicon components will be reached in 10-12 years at most. At that 
time, the current manufacturing processes will have arrived at the extremes of the 
world of traditional physics, the world of ordinary objects possessing mass, size, 
shape and contact properties. We will have arrived at a domain where the laws of 
quantum physics reign, laws which are so out of the ordinary and so different that 
they will call into question our industrial and technical know-how.  

What will then be the perspectives for the development of our computers? What 
will the world of computing become in 15 years’ time?  

The anecdote about the year 2000 reminds us how dangerous it is to make this 
type of prediction. Nevertheless, this issue is far from being a simple puerile game. 
In numerous sectors of the economy and for many companies, 10, 12 or 15 years 
constitutes a significant time reference for the world of computing. Today, for 
example, the development process of the pharmaceutical industry considers 
information systems as the key to success in the development of new medicines, 
which is expected to have a project plan of between 10 and 15 years. This means 
that economic success will rest on the ability to understand and domesticate trends 
and innovations regarding technology, systems and organization. The aeronautical 
industry also considers project plans of 10 to 15 years and considers computing to 
play a vital role in this sector of the economy. We could also add the car industry 
and many other services such as banking and insurance for which information 
systems are no longer back-office production activities but rather real working 
partners. This timescale of 10 to 12 years also translates into more jobs available on 
the job market. We have only too often taken part in mass production campaigns in 
directing young people towards new industries, which five to seven years later 
proved to be too late in relation to the needs of the market.  
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As far as the next 10 years are concerned, by continuously pushing the limits of 
technology and the miniaturization of components further and further, it is the 
concept of the information system which changes: from processing, which is 
exclusively centered on the user, computing is becoming swarm intelligence. Since 
this technology currently makes it possible to produce tiny computers, it gives 
almost all objects from everyday life the capability of starting a spontaneous 
exchange of information without any interaction with the user. 

In approximately 10 years computing will have become fundamentally different: 
it will not change gradually as has been the case for the last 15 years, but it will 
change dramatically for reasons which affect its deepest roots. Semi-conductors 
have been favored in the progress of computers over the last half-century. The 
simplest principle of thought is as follows: since it has been admitted that in 10-12 
years, when hardware technology has evolved to its physical limits, then either our 
computers will have definitively reached their asymptotic power and future progress 
will be linked to innovative applications (this is the conservative or pessimistic 
view), or a replacement technology will emerge which will enable a joint 
continuation of hardware performance and progress in terms of application.  

If the conservative point of view is acceptable on an intellectual and 
philosophical level, it will be difficult to accept for one of the most powerful sectors 
of the economy: to consider a ceiling in terms of the performance of components 
would mean entering into a market of hyper-competition where the only solution 
would be fatal price erosion. This is a situation similar to that of cathode-ray 
television screens and the textile industry, but with more serious consequences for 
the global economy given the volume of activity.  

The hope therefore rests within replacement technology and the nanotechnology 
industry which will make the molecules itself. These molecules will be the base 
elements of future electronic circuits. For both economical and technical reasons, 
their development is considered as inevitable.  

The first magnetic components (i.e. on the scale of the molecule where the rules 
of quantum physics reign) have already been created in laboratories. Conscious of 
the vital character of this technology, the large operators of the silicon industry are 
also amongst the leading pioneers of this domain. They are exploring carbon 
nanotubes in particular.  

However, what can be created on the testing beds of laboratories on a unitary 
scale is still far from being applied to complex circuits and even less so as regards 
any possibility of industrial production. The main reason is the difficulty in the 
integration of several hundred million of these devices within the same chip like 
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current microprocessors (remember that by 2015 there will be 15 billion transistors 
integrated onto one single chip).  

Nanotechnology, in the historical sense of the term, does not simply consist of 
creating objects with molecular dimensions. The basic idea of the principle of self-
organization into complex systems comes from life sciences. This means that the 
basic building blocks, according to the destination of the device, are capable of 
assembling themselves from just one simple external macroscopic instruction into a 
more complex device. This is the main challenge and the source of polemic debates1 
which scientists and technologists have to deal with today.  

Given that nature can construct such machines and that molecular biology and 
genetic engineering have already investigated these principles, another path has 
opened for the computers of the future: that of organic molecular electronics which 
exploits a living material, such as a protein molecule, and reuses it in an artificial 
environment in order to ensure a processing or memory function.  

The make-up of computers of the next decade is experiencing a transition period 
where everything is undergoing a process of change. New processors stemming 
from the conventional generation of semi-conductors are progressively going to be 
composed of structures coming from organic technology or from the first molecular 
components. Memory will follow the same path of miniaturization on a molecular 
scale. Mass storage devices will store information in three dimensions (in proteins or 
in crystals) which up until now has been stored in two dimensions, on the surface of 
an optical or magnetic disk. However, these magnetic disks, just like silicon 
components, will continue to be improved by exploiting quantum phenomena. 
Mobility has introduced another requirement: that of energetic autonomy. Chemical 
batteries will be produced flat, just like a sheet of paper, lighter and more powerful. 
The new generation of swarm and communicating devices will explore new 
approaches: supplying information using ATP molecules2 (similar to living things), 
micro-internal combustion engines, or even nuclear micro-batteries which are far 
removed from conventional batteries. These swarm micro-objects, which are present 
in the diversity of the real world, are capable of communicating amongst themselves 
and with their users in the most natural way possible. This means that the interfaces 

                                                 
1 This debate amongst scientists hides another emerging debate concerning the general public. 
Just like GMOs, nanotechnology can be part of another controversial subject between 
researchers and the general public. The idea of designing tiny entities capable of reproducing 
themselves and which can escape from the control of their designers has been installing fear 
amongst people for some time now. The most futuristic practical applications illustrated in 
this book, which are part of current research trends, are still far from posing this type of risk. 
However, efforts to popularize these future applications must be undertaken if we do not want 
society to condemn emerging science through sheer ignorance of the real stakes and risks.  
2 A reversible molecular turbine. 
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between the user and the machine will no longer be limited to keyboards, mice and 
screens but will use our five senses. Certain interfaces will not use the five senses 
since the neural system and telepathic control are already a reality. It is not the eye 
that sees, but the brain.  

The vast network of tiny and heterogenous objects which make up the new 
generation of distributed systems enforces a new way of thinking in relation to 
software. Jobs in the world of computing will have to adapt to this. The development 
and maintenance of applications are no longer restricted to a finished set of 
programs with long lifespans, but have to take into account a vast perimeter of 
microsystems interacting with one another as well as unbelievable diversity and all 
in a context where instability and evolution rule, just like in the real world.  

This book is devoted to the ambitious question of imagining what computing 
will be like in 15 years. How will information systems evolve and how will jobs in 
the computing industry change throughout this transition period?  
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Introduction 

We are on the brink of a huge milestone in the history of electronics and have 
just entered into a new digital age, that of distributed computing and networks of 
intelligent objects. This book analyzes the evolution of computing over the next 15 
years, and is divided into six parts. 

Chapter 1 looks at the reasons why we expect the next 10 to 15 years will be a 
split from conventional computing rather than a continuation of the evolutionary 
process. On the one hand, the chapter deals with the emergence of ubiquitous 
computing1 and pervasive systems, and on the other hand it deals with the problem 
of the miniaturization of silicon components and its limits.  

Chapter 2 offers a clear chronology of the industrial technology of silicon and 
explains the reason for the inevitable entry of nanodevices into the market: from 
Bardeen, Brattain and Shockley’s transistor in 1948 to modern chips integrating tens 
of billions of transistors and the curse of Moore’s Law.  

For the reader who is not familiar with how a transistor works or who wants a 
brief reminder, there is an entire section which presents the main part of the theory 
of semi-conductors: elements of solid-state physics, the PN junction, the bipolar 
transistor and the CMOS transistor. The specialist does not have to read this section. 
This is also a section devoted to the current manufacturing processes of semi-
conductor components. It is reserved for readers who wish to further their 
knowledge and is optional to read.  

                                                 
1 Ubiquitous means micro-organisms that are found everywhere. Adapted to computing, the 
term refers to an intelligent environment where extremely miniaturized computers and 
networks are integrated into a real environment. The user is surrounded by intelligent and 
distributed interfaces, relying on integrated technologies in familiar objects through which 
they have access to a set of services.  
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The main part of the second chapter resides in the factual demonstration of the 
fatality of Moore’s Law and the transition from microelectronics to nanotechnology 
(see sections 2.1, 2.3 and 2.4 for more information).  

Chapter 3 is devoted to the introduction of nanotechnology and its application as 
the base components of computers.  

First of all, it introduces the atomic microscope and the atomic force microscope, 
and the first experiments of the positional control of an atom with the help of such a 
device. The impossibility of constructing such a basic macroscopic machine by 
directly manipulating atoms is also explained. This would involve assembling 
billions of billions of atoms amongst one another and would take billions of years to 
complete.  

The solution could reside in the self-assembly of nanomachines capable of self-
replication. This is the approach of Eric Drexler’s molecular nanotechnology (MNT) 
which is the origin of the neologism nanotechnology. A section is devoted to the 
polemic concerning the reliability of molecular assemblers in the creation of self-
replicating entities (section 3.3). This section stresses the precautions which still 
surround the most spectacular and also most unexplored industries. Nanomachines 
are part of a real interest, especially as far as institutional circles (universities, 
research laboratories) are concerned. More and more leaders from the business 
world have been interested in nanomachines since they were first considered as a 
strategic sector in the USA. Section 3.3 is supplementary and if the reader opts not 
to read this section it will not affect their understanding and preconceptions relating 
to MNT.  

The construction of self-replicating and artificial nanomachines is a topic which 
is still very much discussed. However, an alternative already exists: the approach 
used by living organisms and which has already been largely explored by molecular 
biology and genetic engineering. In fact, the powerful device that is nature enables 
the cell mechanism to assemble, with the perfection2 of atomic precision, all 
varieties of proteins; an organized system of mass production on a molecular scale. 
Section 3.4 explores the construction of self-replicating nanomachines which are 
used effectively by nature. This section also develops another approach to 
nanotechnology which is derived from genetic engineering.  

                                                 
2 It would be appropriate to talk about almost-perfection. It is the absence of perfection in the 
reproduction of biological molecular structures which enables nature to be innovative and to 
become everlasting. Without these random imperfections, most of which reveal themselves as 
being unstable and non-viable, no sort of evolution would have been possible, and man would 
probably have never appeared.  
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Section 3.5 introduces carbon nanotubes and their electronic properties. These 
extraordinary materials, which would make a car weigh about 50 lbs, are the first 
industrial products stemming from nanotechnology.  

At the end of this chapter, section 3.6 is devoted to the introduction of some 
remarkable basic devices which function on a nanometric scale and which are likely 
to replace the semi-conductor components of current computers. The theoretical and 
experimental reliability of computing which is based on molecular components are 
also presented. The CFNET (Carbon Nanotube Field Effect Transistor), hybrid 
mono-molecular electronic circuits, an organic molecular electronic device using a 
living protein to store a large amount of information and finally spintronic semi-
conductors will all be dealt within this section.  

Finally, quantum boxes and the phenomenon of quantum confinement will be 
discussed. This quantum confinement approach is currently more a matter for 
fundamental physics rather than the development of industrial computers.  

Chapters 4 and 5 are meant to be a summary of the major technologies which the 
computers and systems of the next decade will inherit. These two chapters can be 
read in full or according to the interest of the reader. As the sections are 
independent, they can be read in any order.  

Chapter 4 is devoted to processors and their evolution. This chapter introduces 
two analytical views. First of all, we address the standard outlook of between one 
and five years (microprocessor structure: CISC, RISC, VLIW and Epic, the progress 
of photolithography, distributed computing as an alternative to supercomputers, 
etc.), i.e. the perspective which conditions traditional industrial investments.  

The chapter then introduces a more ambitious perspective which sees a new 
generation of computers with radically different structures. This vision with more 
hypothetical outlines introduces systems which may (or may not) be created in the 
longer term, such as the quantum computer and DNA processing.  

Chapter 5 widens the technological roadmap from the computer to the entire set 
of peripheral components which make up information systems. It is structured 
according to the hierarchy of the base components of a system. Other than 
processors, we are also interested in memory, mass storage devices, dominating 
energy supply devices with the notion of mobility or distributed computing, and in 
the man/machine interface. There is a section which is specifically devoted to 
microsystems whose contribution to ubiquitous computing is vital. The technologies 
which have been mentioned above can be applied to the industrial present (notably 
with new semi-conductor memories, Giant Magnetoresistance (GMR) hard disks, 
and Tunnel Magnetoresistance (TMR) hard disks, voice recognition and new visual 
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display devices) as well as future possibilities (holographic memories, memories 
created from atomic force microscope (AFM) technology, molecular memories and 
telepathic interfaces, etc.). 

Chapter 6 deals with the changes that these new resources will introduce in the 
business world and in our everyday life. It takes into consideration the issues at 
stake in the business world: a break or continuity of investments, the impact on 
activities using coding, and the implementation of information systems in 
companies, economic opportunities and changes in business and jobs, etc.  

Section 6.1 introduces the historical evolution of computing from the first 
specialized, independent systems through to ubiquitous systems.  

Section 6.2 shows how we move from ubiquitous computing to an ultimate 
model of dilute computing (i.e. becoming invisible): tiny resources communicate 
with one another and together they resolve the same type of problem as a large 
central mainframe. It also shows how the relationship between man and machine has 
evolved over three characteristic periods.  

Section 6.3 introduces one of the first applications considered as pervasive, a 
precursor to dilute systems: Radio Frequency Identification Systems (RFID) and the 
Internet. We will also show how this global network could structure the supply chain 
of the future which would concern the Auto-ID initiative. The section concludes 
with the sensitive issue of the potential attack on a person’s private life which this 
type of application could lead to.  

Section 6.4 introduces the new challenges of a global network, i.e. how it is 
possible to make such complex and heterogenous networks function on a very large 
scale. Interconnected networks, which would have billions of nodes, and which 
would be associated with so many diverse applications, infrastructures and 
communication protocols, pose three fundamental problems. First of all, there is the 
problem of security, secondly the problem of the quality of service and finally, the 
size or the number of interconnected objects. However, such a structure would also 
consist of moving from a central system to what is known as swarm intelligence. In 
order to effectively use these swarm networks as new applications, the rules of 
software coding would have to be reinvented.  

Section 6.5 mentions the unavoidable change in businesses and jobs in the 
computing industry, which the arrival of these new structures will lead to over the 
next decade. These new software structures will completely change the way in 
which we design, build and maintain complex applications. The following issues 
will also be mentioned in this section: the modern concepts of agile development, 
new opportunities regarding professions in the computing industry and the sensitive 
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issue of off-shoring since distributed structures make it possible to operate these 
activities in regions where costs such as those of employment and manufacturing are 
more attractive.  

After an analysis of the evolution of the business world in the computing 
industry, as well as an analysis of the evolution of structures in the computing world, 
section 6.5 deals with what the essential reforms in jobs relative to information 
systems should be; what will the new professional industries introduced by this 
technological evolution be like, and finally what jobs will no longer be viable?  

The book concludes by reformulating the reasons behind the joint emergence of 
the material revolution (post-silicon and post-nanometric devices) and the concept of 
swarm intelligence, i.e. a complete and simultaneous change which is not only 
present at the center of materials technology, but also in algorithms which will unite 
this collective intelligence and in the perception that the users will have of these new 
systems. This conclusion introduces the real theme of the book: processing the next 
generation of computers which will enable us to understand the impact of change 
that these machines will have on methods used by humans and the manner in which 
humans manage these machines. We benefit from the understanding acquired from 
available technology in order to be able to debate the necessary change of the CIO 
(chief information officer)’s role: a job which from now on is no longer 
development and production oriented, but oriented towards anticipation, vision, 
mobilization and integration. 
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Chapter 1 

Revolution or Continuity? 

1.1. Ubiquity and pervasion 

At the beginning of the 20th century the use of electricity was confined to 
installations which were located close to a central power station. This use of 
electricity was limited to providing lighting for only several hours during the day. 
Nowadays, electricity is used in almost every domain and is available nearly 
everywhere throughout the world. For most consumers it is difficult to imagine the 
number of appliances powered by electricity. 

For a long time sources of mechanical energy were only available to large steam 
engines. The first automobiles then started to use this energy. A sophisticated car 
currently has at least 30 electric motors which operate the seats, windows, roof, 
mirrors, etc.  

The evolution of a particular type of technology is clearly linked to the evolution 
of its most important and basic performances. Its evolution is also linked to its 
accessibility and its ability to function in all areas of everyday life.  

One challenge that scientists will face over the next 10 years when creating 
computer systems will be to develop systems that enable people to process more 
information in a quicker, more ergonomic manner, in other words, the ability to 
improve the interaction between man and machine in the most natural, 
anthropomorphic way possible. However, we want to have all this information 
available to us everywhere we go, and in any given situation. Every individual wants 
to be able to access their details, personal as well as professional, from anywhere in 
the world. Wherever they are or whatever their surroundings, these people want to 
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be able to be contacted, receive their mail, obtain personalized information and 
instant responses to their different requests. Ideally, they would prefer to do this at 
any given moment and with wireless systems. This type of information is still 
evolving. With microsystems that are capable of working directly on site, the 
information we need is becoming more and more subject-related. Requirements in 
terms of processing power and storage space add another constraint: the increased 
switching capacity means an increase in the number of mobile computer systems 
whose size has been reduced to proportions which were up to now technically 
impossible to create. These distributed systems will be made available everywhere 
in the real world.  

The structures of processing systems from the last century were based on batch 
processing, then on time sharing and transactional monitors operating on large 
systems. With the PC we saw the arrival of customer/server structures and with the 
Internet we saw the arrival of web solutions. The 21st century will open the doors to 
new solutions which will atomize data processing and standardize processing power.  

These new structures which will be paramount in the very near future will 
change computers, information systems and their peripherals to the point where they 
will progressively be confused with the environment that they are supposed to 
control. Such systems will become part of our everyday lives in order to help our 
well-being and our security. People will barely notice them even though they will 
still use them. Who amongst us would have thought that by using a credit card with 
a chip during a commercial transaction, there would be a digital transaction between 
a tiny computer and the bank which issued the card? Who is concerned about 
knowing that when pushing the brake pedal of a car an instruction signal is sent to 
the ABS computer which decides the best way to use the brake pads in order to 
achieve the optimal stop? Omnipresent and often interconnected within large 
networks (such as geo-localization by GPS and the emission of an alarm signal in 
the case of an accident or the theft of a vehicle; range finding and mobile tele-
surveillance), these microsystems which act directly on the physical world will 
become part of our normal everyday objects or even part of our own bodies.  

From now on the simple keyboard and mouse will no longer be sufficient. The 
market demands more and more ergonomic applications. The availability of 
human/machine interfaces has been growing steadily over the last 10 years. The 
interfaces currently on offer have become more varied with voice recognition and 
the detection of movement used as a way of controlling certain types of applications. 
In this domain, the ultimate aim is to use telepathic commands. Why do our brains 
not directly control our computers? From here on this idea will no longer be simply 
an idea emanating from science fiction. Advanced research in the area of cerebral 
interfaces might already foreshadow future exchanges with computers. In order to 
understand the central place of the human/machine interface in computing and its 


