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The creation of a sustainable energy generation, storage, and distribution infrastructure represents

a global grand challenge that requires massive transnational investments in the research and

development of energy technologies that will provide the amount of energy needed on a sufficient scale

and timeframe with minimal impact on the environment and have limited economic and societal

disruption during implementation. In this opinion paper, we focus on an important set of solar,

thermal, and electrochemical energy conversion, storage, and conservation technologies specifically

related to recent and prospective advances in nanoscale science and technology that offer high potential

in addressing the energy challenge. We approach this task from a two-fold perspective: analyzing the

fundamental physicochemical principles and engineering aspects of these energy technologies and

identifying unique opportunities enabled by nanoscale design of materials, processes, and systems in

order to improve performance and reduce costs. Our principal goal is to establish a roadmap for

research and development activities in nanoscale science and technology that would significantly

advance and accelerate the implementation of renewable energy technologies. In all cases we make

specific recommendations for research needs in the near-term (2–5 years), mid-term (5–10 years) and

long-term (>10 years), as well as projecting a timeline for maturation of each technological solution.

We also identify a number of priority themes in basic energy science that cut across the entire spectrum
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Broader context

A major scientific and societal challenge of the 21st century is the conversion from a fossil-fuel-based energy economy to one that is

sustainable. The energy challenge before us differs in three ways from past large scale challenges: the first is the large magnitude and

relatively short time scale of the transition (a predicted doubling of energy demand by mid-century and a tripling by the end of the

century); the second is the need to develop CO2-neutral, renewable energy sources; and the third is the cost-competitive aspect of the

transition (insofar as the cost of energy to the consumer must be competitive with the fossil fuel energy supply being replaced). What

is clear is that the science and engineering research communities working with industry, and policy makers (government, economists,

social scientists) will have to educate the citizenry and get them to function collaboratively and globally to enhance the quality of life

and to preserve the environment of our planet for future generations. Our team has prepared a technical article on the role of

nanotechnology in our energy future aimed at guiding both our own community of scientists and engineers and our policy makers

who interface with the public.
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of energy conversion, storage, and conservation technologies. We anticipate that the conclusions and

recommendations herein will be of use not only to the technical community, but also to policy makers

and the broader public, occasionally with an admitted emphasis on the US perspective.

Introduction

This article is an outcome of the recent Workshop on Nano-

technologies for Solar and Thermal Energy Conversion and

Storage held in conjunction with the 3rd Energy Nanotech-

nology International Conference (August 10–14, 2008) and

sponsored by the US National Science Foundation. The partic-

ipants of the workshop, who are authors of this paper, are a small

but highly interdisciplinary group of scientists and engineers with

diverse backgrounds and technical perspectives (materials

science, chemical, electrical and mechanical engineering, physics

and chemistry), representing academia, national and federal

laboratories, and industry. This group consists of researchers

who are all actively engaged in nanoscale research and tech-

nology development activities focused on energy. To this end, the

reader should view the contents as an opinion paper that high-

lights basic research ideas in specific energy technologies and

defines a small set of cross-cutting themes for focusing research in

nanoscience and nanotechnology that will lay the groundwork

for a renewable energy revolution. The resulting publication aims

at stimulating research and development activities to promote

revolutionary advances in solar, thermal, and electrochemical

energy conversion, storage, and conservation technologies

required to achieve the projected annual demand for sustainable

and environmentally responsible energy. A series of reports from

the Department of Energy Basic Energy Science (DOE BES)

topical workshops (available online at http://www.sc.doe.gov/

bes/reports/list.html) held in the last several years provides

a comprehensive roadmap of research needs, both tactical and

strategic, over the broad spectrum of energy technologies and

spans an entire range of different power generation scales. In

contrast to these comprehensive works, our goal in writing this

article is to bridge a disciplinary divide between the various

energy conversion, storage, and conservation technologies and to

formulate a common vision, together with identifying cross-

cutting research themes, for nanoscale-enabled technologies that

offer the potential to lead the revolution in energy conversion,

storage, and conservation.

Scale of the energy problem, economics and environmental

constraints

To establish the context for our discussion, we first briefly review

the current energy situation and the projections for future needs,

as well as the time constraints that define the dynamics of the

energy problem; we then set a pace for developing the required

technological advances. Current average global primary power

consumption sits at approximately 14 terawatt (TW, 14 � 1012

Joules s�1), with more than 80% of this energy coming from the

carbon-dioxide-emitting fossil fuel trio of oil, coal, and natural

gas, and less than 1% coming from carbon-free renewable power

such as geothermal, wind, solar power, and biofuels. Due in large

part to the rapid industrialization of emerging economies, such

as China and India, global power demand is expected to double

to about 25–30 TW by 2050 assuming the ‘‘business as usual’’

development scenario.1 If the proportion of this power provided

by fossil fuels is to remain at the current level of �80%, the

concomitant carbon dioxide loading of the atmosphere will pose

a grave environmental threat to human civilization.

The Intergovernmental Panel on Climate Change (IPCC)

analyzed the potential impact of various scenarios of CO2

emission trajectories associated with the use of carbon-based

energy sources on climate change. The conclusions are summa-

rized in a series of assessment reports with the latest one in 2007

(available online at http://www.ipcc.ch/ipccreports/assessments-

reports.htm). While no specific tipping point in carbon dioxide

level is explicitly identified, these reports provide strong evidence

that if the global average temperature increases beyond 2.5–3.0
�C, then serious and likely irreversible negative consequences to

the environment will result, with direct impact on agriculture,

water resources, and human health.2 Recent publications indi-

cate that this temperature increase will likely occur at average

atmospheric concentrations of CO2 as low as 350 ppm,3 with

a more conservative estimate from the European Union study

suggesting a critical level to be approximately 550 ppm.4

Regardless of which specific prediction is most accurate, the

bounds provided by these projections are already very tight and

a stabilization or reversal cannot be achieved unless a rapid

transition to renewable energy sources occurs on a global scale

with approximately 20 TW coming from low-cost carbon-free

power by 2050.1 Realization of such a change will require

a massive effort and the discovery and development of disruptive

new technology solutions. The carbon-free options available

include hydropower, nuclear power, geothermal power, wind

power, solar power, biofuels, fossil-fuel power generation with

carbon dioxide capture and sequestration, and conservation

measures, given that the technology enabling each of these

options is already or will shortly become available.

A comprehensive, up-to-date summary of the world energy

portfolio and costs can be found in the UN-commissioned World

Energy Assessment Overview (the latest 2004 update is available

online at http://www.undp.org/energy/weaover2004.htm).

Hydropower currently provides only 2% of global primary

energy, equivalent to 0.3 TW. For the United States, however,

hydropower does not project as a scalable carbon-free power

solution because the majority of economically viable sites have

already been exploited. Nuclear power currently provides 7% of

global primary energy, or the equivalent of 0.9 TW. Nuclear

power, although currently a relatively expensive power option at

6–7 ¢/kW-hr installed (and with unresolved significant problems

associated with nuclear weapons proliferation and long-term

radioactive waste disposal), will very likely play an incremental

role through the 2050 timeframe, and its deployment will vary

greatly from one country to another. Global geothermal power

capacity currently accounts for approximately 10 gigawatt (GW,

0.01 TW). The global generating capacity of wind power at the

end of 2007 was approximately 100 GW with annual additional

installed capacity growing at the likely unsustainable rate of 30%

a year. Wind power is economical in regions with high average
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wind speeds (4–8 ¢/kW-hr), but because of its intermittent nature,

wind can only provide approximately up to 20% of electric power

demand while maintaining grid reliability. Solar power currently

provides only a very small fraction of global electric power

generation, with just under 10 GW of installed capacity globally

as of 2007, but newly installed capacity is growing at approxi-

mately 30% per year and accelerating. Solar power remains

significantly more expensive than other electric power sources,

with an installed cost of approximately $8/W and an electricity

cost of 25–40 ¢/kW-hr; furthermore, solar power suffers, as does

wind power, from intermittency.

Fossil-fuel power generation with carbon dioxide capture and

sequestration (CCS) represents a potentially promising strategy

to eliminate carbon dioxide emissions with only minimal changes

to the global energy infrastructure. However, the practical and

economic problems related to CCS are formidable. Long-term

geological sequestration has yet to be proven effective, and using

the current generation of carbon dioxide capture technologies,

electric power prices would at least double from their current

levels. Further, up to 30% more fossil fuel would be consumed to

meet the parasitic energy load of CO2 capture technologies.5

Eliminating carbon dioxide emissions from the transport sector

will require a combination of widespread deployment of carbon-

dioxide-neutral cellulosic biofuels, development of synthetic

hydrocarbon fuels based on atmospheric or captured CO2 and

water (e.g., using solar photocatalysis), hydrogen-driven vehicles

and infrastructure, and/or a shift to electric-powered vehicles,

with carbon-free power provided by the aforementioned tech-

nologies. Carbon dioxide capture and sequestration continue to

present a daunting challenge from a scientific and technological

perspective as well as from related political and economic issues

encountered by energy industries working with government and

global partnerships.

Need for a step change development mode in energy and the role

of nanoscience and nanotechnology

To summarize, our civilization faces perhaps the most pressing

challenge of the last century or more to develop an economic and

viable route to globally sustainable energy. Ultimately, we need

to capture vast amounts of dilute and intermittent, but essentially

unlimited, solar energy to sustain our forecasted needs, and to

scale its conversion to high power densities and readily storable

forms. Most importantly, this transformation must be accom-

plished in an economically and environmentally feasible manner

in order to achieve a positive global impact. The massive cost and

latency associated with putting in place new energy conversion,

distribution, and storage infrastructure on such a large scale and

in such a short time implies that major scientific discoveries and

engineering developments should occur on a time scale of 10–20

years, which is shorter than customary for discovery-to-tech-

nology transitions.

This paper emphasizes the urgency of new investment in

research and development to support both sustainable growth of

technologically driven societies and improved prosperity

throughout the world in the 21st century and beyond. Some

countries, with Germany, Australia, and Brazil being notable

examples among the world’s major economies and the European

Union on a larger scale, have already made strong commitments

to rapid and large-scale conversion to renewable energy and lead

in the global investment for a sustainable energy future.

However, the environmental aspect of the energy problem, which

cuts across the countries and continents, demands action on

a global scale. Those countries that establish regulatory policies

and market incentives to promote early adoption of this vision

will enjoy technological leadership as well as significant financial

rewards and benefits in the long-term, but ultimately the winner

will be the entire world.

This paper is not intended to cover the entire spectrum of

energy technologies, but rather, it focuses on an important subset

that arguably has the greatest potential for a major impact in

solving various aspects of the energy problem by exploiting

advances in nanoscale science and technology. For example,

revolutionary nanotechnology-enabled photovoltaic materials

and devices are needed to satisfy the world demand in sustainable

electricity at a price level less than 10 ¢/kW-hr. Nanotechnology-

based disruptive devices for electric energy storage, such as

batteries and supercapacitors, are required to enable massive

deployment of solar power by mid-century. In addition to solar

energy, nanotechnology-enabled energy storage solutions would

bolster the wind power industry and allow it to expand rapidly

beyond its current level of deployment. Importantly, not only

must the storage capacity and energy density be significantly

improved, but also the cost of battery technologies must

plummet from the current $1,000/kW-hr to a level approaching

$10/kW-hr to become cost competitive. The cost of cellulosic

biofuels needs to decrease to 75 ¢/liter gasoline-equivalent, which

requires the development of disruptive new catalysts designed at

the nanoscale. In addition to these innovations on the energy

supply side, achieving a sustainable energy future will also

require much more efficient energy use and conservation. The

development of disruptive nanotechnology-enabled low-cost/

high-performance solid-state lighting, thermal insulation, and

waste heat recapture technologies, amongst many others, is of

paramount importance as well.

Lastly, the economic reality is such that a transition from the

existing, largely carbon-based energy economy to fully renewable

energy will not happen instantaneously, even if efficient and

affordable technological solutions to the problem were available

today. The energy challenge, though widely discussed, simply has

not yet attracted sufficiently broad public attention to demand

the timely release of resources—both human and capital—by

countries and industries around the world such that the daunting

scope of the energy problem is matched by investment in

renewable energy technologies and supporting infrastructure.

For example, low-cost, energy-efficient nanotechnology-based

carbon dioxide capture technologies (e.g., nano-engineered

sorbent and membrane materials and separation devices) will be

much needed in the near- and mid-term to pave the way for

widespread deployment of low-cost, fossil-fuel energy produc-

tion with CCS. The carbon dioxide capture problem is very

important not only from an environmental perspective, but also

because of its effect of increasing total energy consumption if

implemented on a large scale. Therefore, while the discussions at

the NSF workshop tended to focus on renewable energy, related

issues such as carbon dioxide capture are an essential elements of

any sound strategy toward a sustainable environment and energy

future.
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Nanoscale design for the energy revolution

An understanding of the general characteristics of fundamental

energy carriers is important in appreciating the connections

between nanotechnology and energy. Table 1 summarizes the

characteristic length and time scales for energy carriers in liquids,

gases and solids. These scales define the space–time envelope

within which, if accessible, the manipulation of matter should

critically affect the energy carrier transport and conversion

processes, thereby enabling drastic improvement in the perfor-

mance of energy systems. Because the length scales in Table 1 are

generally of the order 1 to 100 nm, this size regime naturally falls

into the domain of nanoscale science and engineering by virtue of

the match between the length scales of the energy carriers and the

materials that control their transport. We assert that revolu-

tionary improvements (i.e., an order of magnitude or greater

enhancement when scaled to practical sizes) in the delivery of

usable energy can be facilitated by advancing nanoscale design of

both materials and associated energy conversion processes and

systems.

Obviously, not all renewable technologies can directly benefit

from nanoscale design—wind, hydrothermal and hydroelectric

technologies are notable examples. In the following sections, we

focus on an important and large subset of renewable technolo-

gies, broadly placed in three overlapping categories (energy

conversion, energy storage, and energy conservation; see Fig. 1),

whose performance can be revolutionized by ‘nanoscale’ design.

We concisely review salient physical principles underlying each

technology and identify unique opportunities that are offered by

understanding how energy is transferred and converted from one

form to another, emphasizing the unique physicochemical

features that only become accessible on the nanoscale, to achieve

improved functionality and efficiency. Wherever possible, we

define the thermodynamic limits and specify a transformational

change(s) needed for each technology in terms of specific

performance targets and economics.

The technologies considered in this paper differ in the

magnitude to which they will contribute to the supply of energy

and their respective horizon for implementation, thereby

impacting a carbon-neutral energy future on different time

scales. In the near-term, the energy conservation technologies

will likely have a major impact, especially for economically

developed countries which are major energy consumers today,

because every watt conserved diminishes demand by an equal

amount. These conservation measures include the development

and commercialization of advanced thermal insulation materials,

waste heat utilization using thermoelectrics, and adaptation of

transformational technologies, such as solid-state lighting. Also,

biofuels will likely provide a sizable fraction of the renewable

energy mix in the near-term, especially in some countries with an

abundance of appropriate feedstocks with a rapid replication

cycle (e.g., the very successful sugar-cane-based ethanol

production in Brazil). In the mid-term, hydrogen fuel and elec-

trochemical energy conversion devices (e.g., fuel cells) are

expected to reach the point of being competitive in the energy

market, especially for the transportation sector. For electric

power generation, the second/third generation of solar cells

(photovoltaics and thermophotovoltaics) coupled to high density

and capacity electrochemical energy storage are expected to

become price competitive, environmentally friendly and

sustainable alternatives to today’s fossil-fuel-based power

generation. Finally, if we are successful, the very long-term

energy future will rely on solar fuels as truly sustainable energy

carriers, which would utilize only renewable feedstocks, such as

water and carbon dioxide as reagents to produce high density,

synthetic liquid fuels.

Transforming this vision of a long-term sustainable energy

future into reality will require major breakthroughs in both

understanding and implementation of solar-driven catalytic

Table 1 Characteristic length and time scales for energy carriers under
ambient conditions

Wavelength/
nm

Mean free
path/nm

Relaxation
time/ns

PHOTONS (solar/thermal radiation)
� in liquids/gases �100–30,000 a >1000 b >10�6

� in semiconductors �25–30,000 a >10 b �10�7–10�6

� in conductors/metals — �0.1–10 b �10�10–10�9

ELECTRONS
� in semiconductors/

dielectrics
�1–50 �1–500 �(1–10) � 10�3

� in conductors/metals �0.1–1 �1–10 �(10–100) � 10�6

PHONONS
� in semiconductors/

dielectrics
�0.5–10 �1–500 �10�3–1

MOLECULES/IONS
� in gas/plasma 10�2–1 c �103–107 �1–100
� in liquid/electrolyte — �0.1–1 �10�3

� in solid/electrolyte — �0.1–1 �10�3

a refers to exciton electronic-vibration modes. b refers to skin penetration
depth. c refers to de Broglie wavelength).

Fig. 1 Portfolio of solar/thermal/electrochemical energy conversion,

storage, and conservation technologies, and their interactions, that are

the focus of the discussion. The electric grid is also shown in this figure as

a network of connecting multiple elements (technology boxes) and

allowing them to act a coherent whole.
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processes, such as photolysis/photocatalysis and artificial

photosynthesis. This time-to-success categorization of the tech-

nology portfolio should guide the research community and

decision makers in setting the priorities of R&D efforts (e.g.,

balancing fundamental research with development/demonstra-

tion activities), but it does not imply that we should prematurely

narrow our options and invest only in a few of these technologies

with an expected shorter-term payoff. The long-term conse-

quences of such short-sighted decisions can negatively affect our

ability to build a sustainable energy future. A coherent short-

term plan and a long-term strategy are necessary because of the

magnitude of the energy challenge and its urgent time scale.

In the following critical analysis for each energy conversion/

storage/conservation technology, we first (1) describe the basic

physical principles and essential energy carriers/interactions

involved, then (2) identify the fundamental physical/chemical

mechanism(s) defining the conversion and storage efficiencies

and set the thermodynamic performance limits if known, and

informed by the foregoing, (3) define nanotechnology-enabled

critical research paths to revolutionary improvements in energy

conversion, storage, and conservation. As an integral part of the

discussion, we also identify the challenges and possible solutions

to low-cost and scalable manufacturing of such nanotechnology-

enabled technologies. Finally, we conclude each technology

section by setting the critical research goals for each technology in

the near-term (2–5 years), mid-term (5–10 years) and long-term

(>10 years). Importantly, some of these goals set very specific

performance targets, while others are broadly defined, allowing us

to identify cross-cutting, fundamental research themes. Such

exercises are necessary and should be periodically revisited, as

progress is made and knowledge and experience are accumulated.

Energy conversion

From the above discussion, energy conversion on the most

fundamental level can benefit enormously by tapping into

a unique opportunity of matching/tuning the length and time

scales of energy carriers involved in conversion processes when

performed on the nanoscale (Table 1). At the same time, as the

sizes of the energy conversion devices and active features shrink,

the interface density (both internal/grains and external/hetero-

junctions) increases in importance and becomes the dominant

factor defining the conversion efficiency. Understanding the

mechanisms of nanoscale energy exchange between carriers and

their transport across interfaces should lead to new creative

approaches to the development of energy conversion devices of

unprecedented efficiency, approaching thermodynamic limits.

Important for successful commercialization are not only scien-

tific insights into conversion mechanisms (new routes/

approaches to managing energy exchange between the energy

carriers), but also the engineering aspects of energy systems,

including low cost and efficient synthesis/manufacturing tech-

niques and their scalable deployment to yield products with

a long life cycle.

Solar photovoltaics: solar cells

Solar energy is abundant. In only 1.5 hours, the earth’s surface

receives as much energy as the world’s population consumes in

an entire year. Covering less than 1% of the earth’s landmass with

10% efficient solar cells would provide 15 TW of electrical

power,6 the projected need of carbon-free renewable energy by

2050, or half of the total energy consumption.1 However, elec-

tricity produced by direct solar-to-electricity conversion, also

termed photovoltaics, is presently expensive, and the economic

disincentives of utilizing solar electricity on a large scale remain

overwhelming. For more than three decades, the cost of solar

electricity has followed the ‘‘80%-learning curve’’, as shown in the

log-log plot of Fig. 2, according to which the photovoltaic

module price drops by 20% for every doubling of the module

production level. In order to reduce the cost per watt of solar

electricity by a factor of ten and to achieve cost parity with coal-

based electricity within the next decade (not accounting for the

cost of carbon dioxide capture and sequestration), a revolution in

photovoltaic technology as well as a breakthrough in the

underlying science is needed to enable a radical disruption of the

‘‘80% learning curve.’’

Crystalline silicon photovoltaic modules have dominated the

terrestrial market. However, diverse applications support

a variety of current solar cell technologies, ranging from inex-

pensive organic devices with efficiencies of a few percent, to

vacuum-deposited thin film technologies with efficiencies of

�10–15%, to crystalline wafer-based cells with�20% efficiencies,

to monolithic multi-junction solar cells with efficiencies up to

�40%.7 Scientific breakthroughs in extracting more energy per

photon and in coaxing cheap materials to perform as well as

expensive ones will enable radical improvements over the past

learning curve.

Fig. 2 Figure and caption reproduced from ref. 6: Learning curve for

solar cells (solid red line). Since 1976, the module price has been dropping

by 20% for every doubling of module production (80% learning curve). A

few historical and predicted time points are labeled, indicating the

pertinent year. Extrapolation of this historical trend into the future

(dashed red line), plus a projected technological revolution at an annual

production level of 150 000 megawatt power (MWp) (purple curve)

results in a prediction that $0.40/Wp would not be reached for another

20–25 years. Reaching $0.40/Wp sooner to accelerate large-scale imple-

mentation of PV systems will require an intense effort in basic science and

associated technology development to produce a technological revolution

that leads to a new, as-yet-unknown technology. This technological

revolution requires a major reduction in the ratio of the PV module cost

per unit area to the solar cell efficiency. The brown arrows show sche-

matically the type of abrupt change in slope that is necessary. If this

change were to begin now, it would be represented by the dashed blue

line.
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The basic principle of solar cell operation is the absorption of

photons by a semiconductor to generate electron–hole pairs

which are then transported to opposite polarity contacts to

generate electrical current. Mismatch between the semiconductor

bandgap energy and the solar spectrum results in losses, where

carriers produced by photons with energy above the bandgap

lose energy by thermalizing to the band edge, and photons with

energy less than the bandgap are not absorbed at all. Considering

these losses and the solar insolation spectrum, Shockley and

Queisser calculated a theoretical maximum efficiency of 32% for

a solar cell made from a single absorber.8 The absorber thickness

is determined by the balance between light absorption (which

requires a larger thickness) and charge collection (which requires

a smaller thickness). High purity absorbers allow charge collec-

tion over lengths of 10 nm–50 mm, which is sufficiently large for

efficient light harvesting; however, processing of such high purity

materials is expensive. Dramatically reducing the cost per watt of

photovoltaic devices will likely require a combination of

improving solar cell conversion efficiencies and reducing the cost

of their manufacture. Nanotechnology can make significant

contributions on both fronts.

Among the physical barriers that limit solar cell efficiencies,

the fast energy loss by hot carriers may be the most serious

one.9,10 Hot carriers are produced when solar photons with

energies significantly exceeding the bandgap energy of the active

semiconductor material in a solar cell are absorbed to create an

electron–hole pair. When the electron and/or hole are generated

with energies significantly above their respective band edges,

energy relaxation is very fast, typically on the order of picosec-

onds, and the excess energy is converted into lattice vibrations

(phonons), leading to undesired heating of the solar cell whose

operation is less efficient at a higher temperature. One approach

to addressing this problem is to employ Si nanocrystals with

different bandgap values to capture the full solar spectrum.11

Another mechanism that is believed to preempt the relaxation of

hot carriers in semiconductor nanocrystals is the generation of

two or more (up to n) electron–hole pairs in response to

absorption of only a single photon with an energy of n times the

bandgap energy of the nanocrystals. This mechanism, also

known as multi-exciton generation (MEG), is particularly

pronounced in quantum confined nanocrystals10 and has been

demonstrated in a range of materials.12–15 Theoretical predictions

indicate that MEG has the potential to enhance the conversion

efficiency of solar cells up to 44%, which is well beyond the

Shockley–Quiesser limit.16 At present, however, MEG has not

yet been demonstrated in actual devices, and strategies for

exploiting MEG need to be developed. The recent demonstration

of ‘‘quantum cutting’’ in silicon nanocrystal arrays, an effect in

which the excitation energy of an energetic photon is split to

produce excitons in two separate nanocrystals, may present an

interesting avenue.17

A different concept of exploiting hot carriers is based on the

premise that hot carriers can be extracted from a solar cell before

cooling to their respective band edges. Theoretical studies indi-

cated that hot carrier utilization through energy selective

contacts can significantly improve solar cell efficiencies by

increasing the open circuit voltage of the solar cell.18,19 However,

to date, experimental demonstrations of this effect in actual

nanocrystal-based devices are absent.

An alternative, economically-plausible approach is to design

nanostructured architectures that can reduce solar cell cost by

using inexpensive materials and processing, while improving

extraction of charge carriers. Charge-carrier recombination

within the cell is a ubiquitous problem that degrades the

photovoltaic efficiency. Recently, research has focused on using

one-dimensional nanostructures, such as nanotubes and nano-

wires for increasing the carrier collection efficiency. Nanowire

arrays have been used in dye-sensitized solar cells,20,21 extremely

thin absorber solar cells,22 and radial p–n junction solar cells23 to

decouple the direction of light absorption and charge separation.

This design is more tolerant of defects and impurities in the

solar cell materials than conventional planar p–n junction cells,

thereby reducing processing costs. An example of a designed

nanostructured architecture is the highly successful dye-

sensitized solar cell (DSC), which uses a network of sintered

titania nanoparticles as a transport medium for photo-gener-

ated electrons.24,25 Further improvement can be achieved by

replacing the network of nanocrystals with an array of nano-

wires, which drastically reduces the number of grain bound-

aries impeding fast electron collection, so that the electron

extraction rate can be increased by orders of magnitude and

the probability of charge carrier loss through recombination

can be reduced correspondingly. While the viability of this

approach has been demonstrated, a challenge is to design

nanowire structures with comparable surface areas as in

nanocrystalline arrays or to design molecular or inorganic

absorbers with higher extinction coefficients in order to achieve

the same absorption as with chromophores attached to the

nanoparticle film. The iodide/triioide redox couple has proven

to be highly successful in dye-sensitized solar cells (DSC), but

the long-term stability of the electrolyte will be a challenge

because of both iodine’s photoreactivity and the sensitivity of

the dye molecules to water. Effective sealing to prevent water

diffusion into the cell, as well as evaporation of the liquid

solvent, is critical to long-term cell performance. Problems with

sealing liquid DSCs can be mediated by replacing the liquid

electrolyte with solid (or quasi-solid) hole-conducting media,

such as polymeric, gel-type or solid electrolytes; but intimate

interpenetration both of the sensitized oxide and the solid

electrolyte is a major challenge and so far this strategy has

resulted in lower efficiencies.26

Nanotechnology may provide attractive routes to reducing the

cost of solar cell manufacture through novel methods of

manufacturing thin film solar cells, which may reduce the

manufacturing costs by a factor of 5–10.27 Nanocrystalline films

can be produced with inexpensive solution processes and such

films can achieve electronic properties that rival those of

vacuum-deposited thin film semiconductors.28 With such tech-

niques, ‘‘artificial semiconductor’’ films, i.e. films of quantum-

confined yet interacting semiconductor nanocrystals, may be

formed at lower cost and may provide the advantage of optical

properties that are tunable through the size of the constituent

nanocrystals. In a more pragmatic approach that emphasizes

advanced manufacturability, ‘‘inks’’ of colloidal semiconductors

may be used to exploit the low cost of commercial printing and

coating techniques to produce thin film semiconductors that are

subsequently transformed into conductive polycrystalline films

by sintering.29–31
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In the meantime, industry is moving fast forward. With recent

discoveries of new, exciting physics in nanomaterials and the

push being made by industry to capitalize on these discoveries,

enhanced research support and intelligent incentive schemes,

following those examples from Germany and Japan which have

been shown to be successful in broadly deploying solar cell

technologies, may transform photovoltaics into a major, envi-

ronmentally friendly, safe, and affordable form of harvesting

nuclear energy from the sun. In addition, in order for PV energy

conversion to play an important role in meeting the global energy

challenge, methods and infrastructure for storing the solar-

derived electricity will need to be developed. Potential solutions

are storage in the electric grid and in chemically based fuels, both

of which will need to be investigated.

In conclusion, nanotechnology provides multiple exciting

avenues to increase the efficiency of solar cells and significantly

reduce their manufacturing cost. An important near-term

research goal (2–5 years) is to assess which new physical

phenomena such as MEG, ‘‘quantum cutting,’’ and enhanced

carrier transport in nanostrutures may contribute to low-cost,

high-efficiency solar cells. A mid-term research goal (5–10 years)

is to explore which of these new physical effects can be realized in

environmentally benign, widely abundant materials. An impor-

tant long-term research goal (>10 years) is to translate scientific

breakthroughs into novel manufacturing processes for low-cost,

high efficiency ‘‘Third Generation’’ solar cells. Achieving this

goal will require close collaboration between the research

community and solar cell manufacturers for the smooth transi-

tion of technological advances.

Solar photocatalysis: solar fuels

Solar radiation can be used to drive heterogeneous electro-

chemical reactions at the surface of an optically active photo-

catalyst, resulting in the production of solar fuels, including

hydrogen via photolytic water splitting or hydrocarbons

(methane, methanol, etc.) via CO2 photoreduction with water at

low (ambient) temperature and pressure.32 This approach

provides a more direct and therefore an economically attractive

(more efficient and cheaper) way to produce sustainable fuels

(e.g., hydrogen) as compared to electrolysis driven by photo-

voltaic cells. Further, when a hydrocarbon fuel is the ultimate

product of a photochemical reaction driven with only solar

energy input, carbon dioxide is consumed as a reagent, thus

resulting in simultaneous energy conversion and storage (solar-

to-chemical) with a negative CO2 footprint. This energy- and

carbon- efficiency is not only a major attraction from an envi-

ronmental prospective, but also appealing as a potentially viable

long-term route to sustainable transportation, based on high-

density synthetic liquid fuels while using a transportation and

fuel-distribution infrastructure that are already in place.33

Fig. 3 shows a schematic of the key processes involved in

heterogeneous photocatalysis and their interactions. A photo-

catalytic reaction generally employs a semiconductor-based

catalyst, which can be excited (i.e., promoted from the ground

state to an excited state) by the absorption of a photon.

Depending on the choice of the photocatalyst, visible (VIS) or

near-ultraviolet (UV) light has sufficient photon energy to match

the energy gap needed for excitation of the catalyst from its

ground state to a much more interactive excited electronic state.

Generally, catalytic oxidation–reduction reactions can proceed

along one of three different and competing pathways: (1) radi-

ative deactivation with emission of a quantum of light; (2)

radiationless deactivation produced by vibrational relaxation of

the lower state; and (3) chemical reactions involving reactant

molecules and photogenerated electrons/holes on the catalyst

surface.

Until now, demonstrated photocatalytic efficiencies for

hydrogen production are only at the few-percent level, and even

lower for the synthesis of more complex hydrocarbon fuels. The

ideal maximum thermodynamic efficiencies of direct solar pho-

tocatalysis and the solar photovoltaic (PV)-driven electro-

chemical route to fuel production should be the same (32% at one

sun), and assuming 100% efficiency of electrolysis. However,

practically speaking, the PV + electrolysis approach is a two-step

process so the overall efficiency is the product of two lower

numbers (�20% for PV and �85% for electrolysis), resulting in

�17% overall efficiency. Photocatalytic fuel generation (photo-

electrolysis) is a single-step process and thus could, in principle,

be higher in the actual efficiency if a photoelectrolysis system

could be found that is photochemically stable and has an

optimum bandgap and an excellent redox catalyst. Also, the

photoelectrolysis system could, in principle, be less expensive and

Fig. 3 Schematic of an ‘‘idealized’’ photocatalytic active site with inter-

acting energy conversion processes and key performance-controlling

interfaces: (0) Semitransparent interface forming the light confinement

cavity around the catalytically active site; (1) Charge (electron–hole)

injection interface separating the light absorbing semiconductor (source of

space-separated electron/holes) and the catalytically active surface layer

(an interaction ‘‘hot’’ zone for electron/holes and surface-adsorbed/cata-

lyst-coupled reduced/oxidized species); (2) Interface between the adsorbed

(surface immobilized) reactant and the Debye double layer; (3) Interface

between the Debye double layer and the reactant diffusion layer; (4)

Interface between the diffusion layer and the external environment; and

(5) Separation interface (e.g., chemically-selective membrane) to separate

reaction products, thereby avoiding recombination.

This journal is ª The Royal Society of Chemistry 2009 Energy Environ. Sci., 2009, 2, 559–588 | 565



have a simpler engineering design with lower balance-of-plant

(BOP) costs. While thermodynamically possible, such an efficient

photoelectrolysis system does not yet exist, but these advantages

should motivate significant basic research to make such a pho-

toelectrolysis system economically viable for solar energy

conversion and storage.

A particular challenge relevant to fuel production is to couple

the oxidation and reduction reactions, which frequently require

multiple electrons and holes, in order to drive an endothermic

reaction that requires an energy input (such as solar-based H2O

splitting). There have been significant efforts to develop new

compounds/materials for the photoelectrochemical splitting of

H2O to produce H2 and O2. One of the most important of these

materials is TiO2, which has been widely studied since the

discovery of the phenomena of photo-assisted H2O splitting in

1972.34 A continued focus on titania-based photocatalysts is due

to the low cost of TiO2, its chemical inertness, and photostability,

which are all essential prerequisites for the commercialization of

this technology. When a TiO2 catalyst is illuminated by light of

wavelength <370 nm (>3.2 eV in energy), the valence-band

electrons of the TiO2 can be excited to the conduction band,

creating highly reactive electron (e�) and hole (h+) pairs. These

electrons and holes migrate to the TiO2 surface and are trapped

at different sites facilitating surface (electro) chemical redox

reactions involving adsorbed water molecules and resulting in the

production of molecular hydrogen and oxygen.

However, whereas the anatase and rutile forms of TiO2 have

many desirable features, they do not absorb solar photons well.

Thus a number of researchers have focused on shifting the

bandgap energy so as to create a better photocatalytic absorber

of solar photons that can be used to efficiently split H2O.35 A very

promising and relatively benign approach has been to dope TiO2

with nitrogen to form the oxynitride, TiO2�xNx, which can be

made to absorb at longer wavelengths extending well past 500 nm

(<2.4 eV) and be photocatalytic at these wavelengths.36 It has

been shown that the nanoscale route is particularly effective to

synthesize the visible-light-active oxynitride nanostructures.37,38

To facilitate the charge separation and reaction kinetics, these

TiO2�xNx nanostructures are further seeded with noble metal-

based clusters and transition metal ions to harvest the ‘‘reactive’’

electrons and to promote reduction and oxidation reactions,

respectively.39 Creating a multi-phase nanocomposite (e.g.,

a smaller bandgap rutile phase mixed with a more reactive

anatase phase of TiO2) has been shown to enhance the photo-

catalytic activity.40 Another example of such a nanocomposite

photocatalyst is the reduced nickel oxide co-catalyst integrated

with La-doped NaTaO3 which was shown to have >50%

quantum yield of H2 production with >400 hours of stable

operation.41 Finally, a micro/nano-structure of the catalyst

support (e.g., zeolites) has been shown to greatly increase selec-

tivity and efficiency of the reaction for methane/methanol

synthesis from CO2 and H2O.42 In addition to enhancing the

reaction kinetics, the ability to stimulate a preferential reaction

pathway is of much interest. For example, it has been reported

that water photooxidation on TiO2�xNx is not induced by the

oxidation of a surface OH group with photogenerated holes but

rather by the nucleophilic attack of an H2O molecule on a surface

hole accompanied by oxygen–hydrogen bond breaking.43,44

Although significant advances have been made in using selective

doping of semiconductor photocatalysts to modify their optical

properties for enhanced visible-light response, a substantial

improvement in catalytic properties is yet to be achieved—an

improvement which would result in increased photochemical

yield of reactions. Further, long-term chemical stability of

doped-TiO2 photocatalysts remains to be demonstrated.

The optimal match of time and length scales for energy carrier

transport and conversion, which can be achieved via nanoscale

design of the photocatalytic site, has the potential to eliminate

the bottlenecks limiting the rate of photocatalytic reactions, thus

vastly improving the prospect for high throughout solar fuel

production once a suitable photocatalyst is perfected. At present,

the chemical kinetics is the rate-limiting step for the photo-

catalysis process, both with respect to selectivity towards desired

products as well as the reaction conversion/yield. In the long run,

once a suitable catalyst (i.e., with long-term activity and fast

kinetics/excellent selectivity) is developed, the reaction

throughput may become photon-limited. In this case, the use of

solar light concentrators would be beneficial. It is important to

emphasize that controlling at the nanoscale both the intrinsic

properties of materials (e.g., nitrogen doping of TiO2 to broaden

its spectral response into the visible range; composite semi-

conductor/metal materials for efficient charge-separation and

localization) as well as structural characteristics of the catalyst

and its support are equally important in the effort to develop an

improved photocatalytically active site (Fig. 3).

Finally, it is instructive to mention two other complementary-

to-photocatalysis techniques for the production of solar fuels,

which could also benefit significantly from advances in the

nanoscale design of catalysts. One of these techniques is

hydrogen production from seawater using electrolysis on Ni/Co/

Zr-based catalysts followed by a methanation reaction

consuming CO2 and yielding methane fuel.45 The other method is

based on a two-step thermochemical cycle for hydrogen gener-

ation from water using ZnO/Zn or MnO/Mn redox chemistry in

conjunction with large-scale solar energy concentration by an

optical system to achieve a desired temperature of operation and

to increase the ideal Carnot cycle efficiency.46 One practical

disadvantage of both processes resulting in greater cost of

equipment construction and operation is the above-ambient

temperature of operation, which exceeds 523 K for electrolytic

methane synthesis and as high as 2000 K for thermochemical

cycles, further exacerbated by highly corrosive chemistry. A

potentially significant advance has been recently reported for

room-temperature water oxidation using a phosphate/Co-ion-

based electrocatalyst driven by a photovoltaic cell operated in

neutral (pH ¼ 7) water.47 Yet another promising approach to

artificial solar-driven hydrocarbon fuel photosynthesis from

water and carbon dioxide is to decorate a large surface area of

nanoporous silica scaffolds with well-defined inorganic poly-

nuclear units (e.g., a bi-nuclear metal-to-metal charge-transfer

chromophore), with a precisely controlled discrete molecular

structure resulting in desired optical and charge transfer prop-

erties, which act as visible light electron pumps coupled to

a multi-electron transfer catalyst.48,49

In summary, making fuels from water and the sun is

a powerful approach that solves many energy and environmental

problems all at once, if it can be made into a practical technology

in terms of quantity and cost. This vision is compelling, but the
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implementation is difficult so it will take time. So far, we have

made less progress in this area than in others (wind, hydroelec-

tric, biofuels), yet photocatalysis may in the long-term have

greater impact. We need new strategies that will contribute to

advancement of the science and technology of photocatalytic fuel

production on all time scales.

The near-term goal (2–5 years) is to greatly improve the elec-

trocatalytic properties of semiconductor-based photocatalysts,

aiming at a rational design of a reduction electrocatalyst selec-

tively tailored to a specific fuel production reaction, especially

those involving multiple electron transfer (i.e., going beyond

hydrogen generation from water toward direct liquid hydro-

carbon fuel production), and 2–3 orders of magnitude

improvement in the catalyst activity and kinetics, which limit the

reaction yield.

For the mid-term (5–10 years), the goal is to develop

a theoretical strategy along with suitable materials including

nanostructures for a much improved ‘‘active’’ site for broad-

band-light capture and utilization, which includes the low-loss

trapping/confinement strategy for solar radiation and an inti-

mate integration with a wavelength-tunable photocatalyst to

achieve light-to-charge conversion efficiencies approaching that

of multi-junction solar cells.

The long-term goal (>10 years) is to economically implement

the above-stated scientific advances, including development of

simple and robust catalyst synthesis methods for solar photo-

catalysis via semiconductor nanoparticle modification with

demonstrated long-term catalyst stability, desirably at ambient

pressure and temperature, with manufacturability on a large

scale at competitive costs.

Because this technology lies further into the future, we can

expect that the detailed goals will change rapidly as this tech-

nology area develops. However, the near-to-long-term research

goals have a common theme in the effort to design an optimal

photocatalyst for renewable fuels: the exploration and exploita-

tion of multiple co-existing functionalities of photocatalyst

nanostructures by virtue of both tuning the material’s chemical

composition via doping and property modification by structural

changes – to design an optimal photocatalyst for renewable fuels.

Nature is largely based on photocatalysis, so part of the research

process in this area should be devoted to studying how Nature

does it and what we can learn from Nature that will help the

human implementation process.

Solar thermal: Solar thermophotovoltaic & thermoelectric

conversion

Solar radiation is a high temperature heat source, and hence one

can think of converting solar radiation first into a terresterial

heat source, and then into electricity. Current solar thermal-to-

electricity conversion occurs via mechanical engines. However, it

is also possible to use solid-state technology to convert the heat

into electricity. One solid-state approach is solar thermophoto-

voltaic (TPV) cells (Fig. 4),50,51 which use solar photons to heat

up an intermediate selective absorber (Fig. 4b), in order to

re-emit photons near the bandgap of a PV cell, as shown in

Fig. 4c and 4d. Such solar TPV cells have a theoretical maximum

efficiency of 85.4%, nearly identical to that of infinite multi-

junction cells (86.8%), without the complication and associated

high cost of growing multijunction PV cells. Instead, solar TPV

cells shift the focus from the growth of multijunction PV cells to

the design of selective absorber–emitters. Despite considerable

promise, TPV research worldwide remains scarce.

Another solid-state solar thermal-to-electricity conversion

technology is solar thermoelectrics (TEs).52 In solar TEs, solar

energy is absorbed by a spectrally selective surface that absorbs

solar radiation but does not lose heat via thermal emission.

The heat absorbed by the selective surface is coupled to the

TE devices via direct contact to the devices. As discussed below,

TE devices generate power via the Seebeck effect – a process

whereby a temperature difference across a material generates

a voltage,53 the most common examples being thermocouples

used for temperature measurements. The efficiency of TE power

generation is given as

Fig. 4 Illustration of a solar thermophotovoltaic (TPV) converter. Broadband solar insolation (inset a) heats up a selective absorber (inset b), which

conducts heats to a selective emitter (inset c), which emits in a narrow band (inset d) into a PV cell to generate electricity. The theoretical limit of the

efficiency of a single junction solar TPV converter is 85.4%.
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where the first factor is the Carnot efficiency for any thermal

engine operating between a hot-side temperature Th and a cold-

side temperature Tc, and the second factor is determined by the

TE figure of merit Z and the average temperature T of the

material. Using the above expression, it is easy to see that with

a dimensionless figure of merit ZT between 2 to 2.5, the device

efficiency of TE materials can reach up to 23–28% while oper-

ating between 30 �C and 700 �C. Prior to 1990, the maximum ZT

of TE materials was limited to 1 and TE power generators made

from such materials had low efficiency. For example, NASA has

been using Si80Ge20 alloy-based TE generators for space missions

by utilizing the heat generated by radioisotopes as the heat

source. The system operates at a maximum temperature of 1000
�C with a heat-to-electricity energy conversion efficiency of 7%.54

At laboratory levels, researchers have recently achieved thermal-

to-electric energy conversion efficiencies of 12–15%.55,56 More-

over, a large increase in the ZT value has been reported in recent

years57–59 using various nanostructuring approaches as discussed

later in this article. These enhanced ZT values, coupled to other

advantages, such as low cost and thermal storage, open wide

prospects for solar–TE energy conversion.

PV cell and TE materials, which are at the heart of solar TPV

and solar TE, respectively, are discussed in detail in other

sections of this paper. One common interest of solar TPV and

solar TE is in the spectral control of photons. Both solar TE and

TPV need surfaces that can absorb solar insolation, but do not

lose heat via their own thermal emission. Although current

selective solar absorbers used in hot-water systems can reach

a solar absorptance of�0.95 and emittance of�0.05, the spectral

control becomes more challenging in the medium-to-high

temperature range. For solar TPV, spectral control is also needed

to deliver photons emitted from the solar absorber to the

photovoltaic cell. There has been more research in this area due

to the broader interest in TPV other than solar TPV. Two

strategies have been pursued in the past. One is direct control of

emission by using selective emitters based on new materials,60,61

novel surface structures,62 interference filters63 and photonic

crystals.64 All of these structures have characteristic length scales

comparable or smaller than the wavelength of the maximum

emitted power of solar radiation. The major difficulty with this

approach lies in the high temperature operation of the emitters,

under which materials can lose their stability. The other strategy

is spectral control on the PV cell side, by reflecting back

unwanted photons, mostly below bandgap photons. This

approach has the advantage that spectral reflectors on the cell

side are near room temperature operation. However, the spectral

control structures, such as multilayer and plasmonic reflectors,

can increase the optical losses on the PV cell side. Fundamental

research in developing high-efficiency selective surfaces that can

operate at high temperatures is needed in realizing the full

potential of solar TE and TPV technologies. Photonic crystals

and electromagnetic metamaterials are promising concepts to

explore in developing selective surfaces, and these structures are

usually in the tens to hundreds nanometer scale. Here, the key

challenges are developing structures and materials that can be

fabricated at a low cost, while at the same time, have highly

desirable spectral characteristics and can operate reliably at high

temperatures.

In the near-term (2–5 years) solar thermoelectric devices with

an efficiency of � 7% and solar TPV devices with an efficiency of

�20% should be demonstrated to attract more government and

private support for the development of the technologies. These

tests should also show the low-cost and/or high efficiency

potential of this technology. Low-cost solar selective surfaces

with less than 3% emittance between room temperature and

250 �C should be developed.

For the mid-term (5–10 years), low-cost selective surfaces

working in the mid temperature range (300–500 �C) with solar

absorptance >0.9 and emittance less than 5% should be devel-

oped. Using such selective surfaces and advanced TE materials,

solar TE with >15% efficiency should be demonstrated, and solar

TPV should demonstrate an efficiency of up to 30%.

The long-term goal (>10 years) is to demonstrate solar TE

systems with efficiency >20% and solar TPV with efficiency

>50%. Long-term materials and structural reliability should be

confirmed prior to scale-up.

Electrochemical: fuel cells

Fuel cells are direct electrochemical fuel-to-electrical energy

conversion devices and they are attractive for a variety of

applications ranging from portable to automotive to stationary

power because they offer higher efficiency (50–60%) compared to

conventional technologies such as internal combustion engines

(�35% efficiency).65,66 Among the various types of fuel cells, the

proton-exchange membrane fuel cells (PEMFC), direct methanol

fuel cells (DMFC), and solid oxide fuel cells (SOFC) are actively

under research and development65,66 as they employ solid proton-

conducting or oxide-ion conducting electrolytes that could make

the operation and maintenance of fuel cells easier. While both

PEMFCs and DMFCs employ a proton-conducting polymer

such as Nafion� as the electrolyte, SOFCs employ oxide-ion

(O2�) conducting ceramics such as yttria-stabilized zirconia.

Interestingly, the fuel cells can also be operated in reverse mode

to produce fuels, e.g., DMFC could electrochemically react

water (an abundant, renewable resource) with carbon dioxide (a

greenhouse pollutant) to produce methanol (a synthetic liquid

hydrocarbon fuel, albeit at rather low yield) with formic acid and

formaldehyde as by-products; these by-products can be further

catalytically converted (via a secondary step) into additional

methanol to improve the reaction yield. To facilitate the elec-

trocatalytic reaction of methanol synthesis, this process requires

an external input of electric energy, which can in principle be

supplied via a renewable route by the solar cells.

Despite the appealing advantages of fuel cells, their commer-

cialization is hampered by high cost, durability issues, and

operability problems that are directly linked to severe materials

challenges and systems issues. Nanomaterials and nanotech-

nology can play a critical role in advancing fuel-cell technologies

and their commercialization prospects as materials are the

bottlenecks in many instances. Development of more efficient,

affordable materials and cost-effective processing will have

a profound impact in the future of the fuel cell technologies.

Some of the materials challenges are pointed out in Fig. 5. The
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need for the Nafion� membrane to be hydrated to allow proton

conduction not only limits the operating temperatures of both

PEMFCs and DMFCs to <100 �C, but also necessitates complex

external humidification systems. Moreover, the Nafion�

membrane is prone to degradation by peroxide intermediates

formed during oxygen reduction at the cathode. In the case of

DMFCs, high methanol permeability through Nafion� not only

wastes the fuel (low utilization) but also poisons the platinum

catalyst at the cathode. Clearly, development of alternate

membranes that can operate with low methanol permeability or

at higher temperatures (�150 �C) without requiring water will

markedly enhance fuel-cell performance. Design of new poly-

meric membranes67,68 or nanocomposite membranes consisting

of a polymer and proton-conducting inorganic nanoparticles69

offers great potential.

The low operating temperatures in PEMFCs and DMFCs

necessitate the use of expensive electrocatalysts such as Pt and

PtRu. Nearly half of the cost of the fuel cell is linked to the

electrocatalyst cost, further compounded by the fact that there is

not enough platinum available worldwide at current catalyst

weight loadings to support widespread commercialization. As Pt

is an industrial catalyst for many chemical reactions, its use in

fuel cells could send prices through the roof and wipe out any

cost savings one might anticipate through mass production of

fuel cells.70 The standard impregnation approaches used to

disperse nanoscopic Pt on the carbon support traps the metal

within the micropores of the carbon where only the Pt atoms at

the pore mouth are accessible to fuel or oxygen, thereby wasting

nearly 80% of the expensive Pt-based catalysts.71 Redesign of the

nanoparticle–carbon nanoscopic reaction zone to minimize

micropore-filled ‘‘mines’’ of Pt would immediately lower the

weight loadings of Pt necessary to reach comparable perfor-

mance to current state-of-the art fuel cells.

This reliance on expensive platinum-group electrocatalysts for

reasonable fuel-cell performance is a serious challenge, and needs

to be addressed not just through better utilization of Pt within the

electrode structure, but through development of less expensive,

nanostructured electrocatalysts. For example, Pd-based nano-

scale catalysts offer great promise for fuel-cell reactions72 and the

cost of Pd is one-fifth of the cost of Pt. Core–shell structures

consisting of an inexpensive metal or alloy at the core and Pt on

the outer shell could also reduce catalyst cost. Moving from

Pt-dominant electrocatalysts offers another advantage as the

nanosize (�3 nm) Pt particles desired for optimum PEMFC or

DMFC cathode performance suffer from dissolution followed by

precipitation and growth when the carbon support corrodes

under the operating conditions of high temperature and poten-

tial.73 Decreasing the surface-to-volume ratio of the catalyst

particles lowers fuel-cell performance. Nanotechnology can

promote the development of more robust electrocatalysts and

carbon architectures with optimized pore structures. In addition,

development of carbon-free supports based on, for example,

nanostructured oxide or carbide supports like TiOx and WC

offer great promise. Optimized porous supports can not only

enhance catalyst utilization but can increase catalytic activity

through enhanced support–catalyst interactions.

In contrast to PEMFCs and DMFCs that rely on mobile

protons, SOFCs operate above 500 �C in order to maintain

adequate O2� conductivity. Higher operating temperatures

provide two important advantages: the use of inexpensive, non-

Pt-based oxide or metal-oxide composite cathodes and anodes;

and direct oxidation of hydrocarbon fuels without requiring

external reforming to produce hydrogen. The major challenge

with SOFCs is slow kinetics of oxygen reduction at intermediate

operating temperatures (500–800 �C) when using conventional

cathodes. Poisoning of the anode by trace amounts of sulfur

impurity present in the hydrocarbon fuel remains a problem in

common with PEMFCs; in SOFCs, carbon deposits on the

anode and degrades performance. Perovskite and perovskite-

related intergrowth oxides containing Co offer high catalytic

activity, but suffer from high thermal expansion mismatch with

the electrolyte.74 Similarly, perovskite oxides based on Mo and

Mn exhibit good catalytic activity for hydrocarbon fuel oxida-

tion with a high tolerance to sulfur.75 Of particular promise is the

design of new cathode and anode materials as well as nano-

composites in which one component offers high electronic

conductivity and the other component offers high oxide-ion

conductivity. It was recently demonstrated that ion wires can be

designed into gadolinium-doped ceria aerogel nanoarchitectures

to create grain-boundary free, macroscopically long paths for

oxide-ion transport,76 which should improve the rate of fuel

oxidation at the nanostructured, porous anode.

In addition to the challenges associated with the active

components involved in fuel cells, economical and safe

Fig. 5 Challenges of fuel cell technologies.
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production, storage, and transportation of hydrogen are crucial

for the success of PEMFCs. Innovative system design that offers

efficient management of both heat and water is critical for the

successful operation and durability of all fuel cells.

In the near-term (2–5 years), PEMFC and DMFC costs can be

halved by judicious distribution of Pt electrocatalysts within the

electrode structures with retention of comparable performance.

For PEM fuel cells, another very important direction is the

development of novel membranes having high proton conduc-

tivity at higher temperatures (>120 �C) without the need for

humidification, which will effectively minimize or eliminate the

major difficulties associated with the current state-of-the-art in

PEMFC, such as CO-poisoning, water management, and

thermal management.

In the mid-term (5–10 years), SOFCs will dominate the

stationary and distributed power generation because of their

high energy efficiency and excellent fuel flexibility, including

a potential for direct utilization of hydrocarbons, coal gas, and

renewable/synthetic fuels. As the SOFC operating temperature is

continuously reduced by the development of new electrolyte and

electrode materials/structures, SOFCs may find use in mobile

applications such as electrical vehicles.

In the long-term (>10 years), carbon-free electrode structures

and non-Pt-based electrocatalysts that provide sulfur-tolerance

should yield order-of-magnitude improvements in performance-

to-cost ratios for PEMFCs and DMFCs. Additionally, long-

term goals need to focus on cost effective and efficient

production of hydrogen fuel, for example, from an abundant and

environmentally benign source like water, if the fuel cell tech-

nology is to be widely successful and competitive with other

technologies.

Energy storage

The efficient storage of energy is an essential enabler of many

energy conversion processes from sources that are intermittent

(e.g., solar, wind) or whose costs change appreciably over short

time scales. Energy storage technologies are generally catego-

rized as chemical or electrical. Chemical storage approaches that

offer the promise of nanotechnology-based breakthroughs

include biofuels and hydrogen, but are not limited to these energy

storage media. This category of storage technologies, in partic-

ular, lacks consensus and clarity regarding both fundamental

limits of materials performance and practical issues ranging from

cost to regional/national availability to impact on climate

change. Similarly, electrical storage technologies, including

batteries and capacitors, can be profoundly impacted by nano-

technology, yet they also face important and unresolved issues

related to toxicity, durability, cost, and fundamental limits of

materials performance. Further, the overarching electric power

grid is a massive energy storage medium/network that ties

together energy conversion and storage technologies. Nano-

technology has some potential influence on the grid itself (e.g., by

nanoscale design of superconductors for power transmission).

On the other hand, improvements in grid capacity could enable

buffering and transmission of intermittent energy supplies from

nanotechnology-enabled devices (e.g., solar cells).

Often, the limiting factors in energy storage relate to practical

considerations, such as environmental impact, safety, cost, and

scalability. For example, many of these interrelated issues have

received attention regarding the production of biofuels and

associated environmental and economic impacts. Further, the

prospects for the mass-production of affordable electric,

advanced hybrid, and hydrogen-powered vehicles are closely tied

to the cost of the energy storage system. The following subsec-

tions highlight various energy storage technologies that are

currently under intense development and identify important

challenges and opportunities for the research community.

Biochemical storage: biofuels

Biofuels will emerge as important energy storage media and will

increasingly become a component of the transportation fuel pool

in the coming decades.77 Currently, energy derived from the

combustion of traditional and ‘modern’ biomass accounts for

10.7% of the global energy pool. As biomass is carbon-rich, it will

necessarily become an important fuel feedstock as conventional

fossil-fuel resources are depleted. An added benefit in the context

of increasing fuel-derived carbon dioxide emissions is that CO2

produced from the combustion of biofuels is carbon dioxide

neutral (although complete life cycle analysis shows that fossil-

derived energy is invariably used in fuel production). Because

CO2 is the only carbon building block for plants, CO2 released

from biofuel combustion can be recaptured in plant growth to

yield additional biofuel feedstock.

Solar energy is captured by plants and stored in the form of

biomass. Biomass can be harvested terrestrially (e.g., grasses,

trees, sugar cane, corn, etc.) or from aquatic environments (e.g.,

algae) and used as a fuel. In ancient times or in less-developed

areas of the globe, terrestrial biomass has traditionally been used

as a fuel directly by combustion to generate heat. More recently,

biomass has emerged as a feedstock for the creation of liquid or

gaseous fuels that will fit within the modern energy infrastruc-

ture. In this context, plants utilize solar energy and atmospheric

CO2 to generate biomass, which society can harvest and use as

a feedstock that supplements or eventually replaces fossil

compounds such as coal, natural gas, or petroleum, for fuel

production.

Coal, petroleum, and natural gas are all hydrocarbons. These

feedstocks can be used directly in combustion processes to

generate energy, or they can be transformed into other hydro-

carbon fuels (e.g., petroleum into gasoline and diesel) for

combustion. Terrestrial biomass is uniquely different in that it is

highly oxygenated (reducing its energy content in combustion

relative to hydrocarbons), and it is generally a solid feedstock.

Thus, the existing technology suite designed for the trans-

formation of conventional hydrocarbon feedstocks that are

fluids is not optimally designed for the conversion of biomass.

The solid nature of biomass places a particularly inconvenient

constraint on its utilization for transportation fuels. Whereas

fluids like gas and oil can be easily transported to centralized

processing facilities that benefit from economies of scale, such

scenarios for biomass conversion are less likely, owing to the

enormous transportation costs associated with moving solid

biomass.

To this end, ‘‘the central and surmountable impediment to

more widespread application of biocommodity engineering is the

general absence of a low cost processing technology,’’ as stated
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by Lynd et al.78 Plant biomass for use in biofuel production is

widely available, but it exists in dispersed locations and must be

collected and converted to liquid or gaseous fuels. Economical

processes to facilitate this conversion are generally lacking. The

technological needs can be broken into two categories: (i)

processes for the conversion of raw biomass into processable

fluid media, and (ii) methods for upgrading the liquefied or

solvated biomass into transportation fuels.77 Advances in

nanotechnology can directly impact both groups.

The central nanotechnology involved in the conversion of

fossil feedstocks into conventional fuels or biomass feedstocks

into biofuels is the application of nanostructured solids to cata-

lyze the desired chemical transformations. The application of

solids as catalysts, commonly referred to as heterogeneous

catalysis, is perhaps the oldest commercially practiced field of

nanotechnology. For at least fifty years, and some would argue

for up to 100 years, the nanoengineering of catalytic solids has

been practiced as a means to control chemical reactions.

The two fundamental parameters that must be controlled in

the design of an effective catalyst are: (i) creation of the active

center and (ii) transport of reactants to and products away from

the active center, respectively. Both of these aspects can be

controlled by manipulation of the catalyst structure on the

nanoscale. A good example is the engineering of crystalline,

microporous zeolitic solids to fundamentally alter catalytic

cracking technology.79,80 Since the initial discovery, the crystal

size (101–104 nm) as well as pore size and shape (0.3–50 nm) have

been engineered to alter the distribution of reaction products

during the catalytic cracking of large petroleum-derived hydro-

carbons.81 Advances in the development of heterogeneous cata-

lysts with the aid of new tools of nanotechnology continue to be

made today, and it is reasonable to expect that heterogeneous

catalysis will solve many of the problems associated with the

economical processing of biomass, as described above. The

following discussion will focus solely on the largest readily

available source of non-food biomass, lignocellulosic biomass.

In the initial processing of raw biomass, technologies have

been developed to transform biomass into fluid media that can

readily be converted in subsequent steps into fuels.77 Biomass can

be gasified to yield synthesis gas (syngas mixture of H2/CO),

which is an important and versatile feedstock for conversion into

other fuels, as discussed below. A current primary challenge in

biomass gasification is the removal or minimization of

condensable tars (condensable organic species) from the gasified

media.77,82 This might be addressed through design of new, effi-

cient nanostructured catalysts. For instance, catalysts can be

added directly to the gasification reactor to alter the reaction

chemistry and limit the formation of condensable species.83,84 As

an alternative, tars can be removed in a post-gasification

conditioning step, and in this case different catalyst designs

might be required as compared to the case of tar reduction during

gasification.85 Typical tar destruction catalysts include metal

oxide supported metal nanoparticles, and it is expected that the

evolving ability to synthesize metal nanoparticles with diverse

sizes and shapes may impact the development of new, more

efficiently supported metal catalysts.86

Processing of raw biomass to create liquid media that can be

further upgraded downstream can also benefit from advances in

catalyst nanotechnology. For the fermentation of carbohydrate

biomass into common transportation fuels such as alcohols, an

efficient pre-treatment technology is needed to hydrolyze the

polymeric sugars into fermentable, monomeric units.87 Hydro-

lysis can be achieved, for example, via solution-phase acid

catalysis using mineral acids, or by a rapid pretreatment of the

biomass with acids followed by enzymatic hydrolysis of the sol-

ublized biomass using cellulase enzymes. However, subsequent

fermentation or other downstream processing with heteroge-

neous catalysts (see below) can be adversely affected by the

presence of fermentation inhibitors such as sugar degradation

products or residual soluble acids. The nanoscale design of new

catalysts for biomass hydrolysis may offer solutions to these

problems. Common fermentation inhibitors are produced in a set

of classic series reactions, whereby the intermediate products,

monomeric sugars, are desired and the secondary product (e.g.,

furfurals), are to be avoided. As such, manipulation of the

relative reaction rates using catalysts offers a classical approach

to maximize the desired product. However, these series reactions

are complicated by the fact that the feedstock is being trans-

formed from a solid slurry into a liquid solution. As a result, the

solid catalyst must be designed to have nanoscale features that

are consistent with these constraints. For instance, one could

envision engineering the appropriate combination of nano-

structured catalysts to achieve biomass hydrolysis with near-

complete catalyst recovery, leading to more efficient biomass

processing with minimization of downstream process-inhibiting

catalyst residues in the products.88 Or, one could employ a two-

stage pretreatment of solid, crystalline cellulose with a non-

porous, nanostructured catalyst that can potentially provide

efficient solid–solid (catalyst reagent) contacting that is needed

for initial break down of the solid feedstock. Such a catalyst

could be a superparamagnetic spinel ferrite that is surface func-

tionalized with acid groups.88–90 As a consequence of the nano-

scale dimensions of the catalyst and its composition, it may

provide effective catalyst–reagent interactions and it can be

recovered from the liquid media after reaction via application of

a magnetic field.91 In a subsequent step, a solid catalyst with

designed macroporosity and/or mesoporsity can be used to

further catalyze the breakdown of the oligomeric sugar frag-

ments into fermentable monomeric sugars. In this case, the

porosity would need to be engineered on the nanoscale to allow

efficient conversion of the bulky oligomeric reactants.92,93

Pyrolysis or liquefaction has also been used to break down

biomass into liquid media that are amenable to further process-

ing.77 Of the pyrolytic methods, usually fast pyrolysis is used to

produce liquefied biomass as a ‘bio-oil’ that is composed of

a mixture of oxygenated hydrocarbons and water.94,95 Bio-oils can

also be produced by liquefaction, a process involving both high

temperatures and pressures, with liquefaction producing bio-oils

having lower oxygen content.77,96 Both of these approaches can be

carried out in the presence of solid catalysts, and manipulation of

the catalyst structure at the nanoscale can lead to altered reaction

selectivities. For example, adding zeolite catalysts directly to the

pyrolysis process can lead to significantly altered reaction selec-

tivities and thus different bio-oil products, compared to conven-

tional pyrolysis.97–99 In this context, Huber has recently used

acidic ZSM-5 zeolites to produce significant concentrations of

aromatics during biomass pyrolysis, a trend that is typical of the

use of zeolites as additives to pyrolysis reactions.100
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The above sections describe the catalytic pretreatment of

biomass to yield fluid media that can be subsequently processed

into traditional fuels. Solid, nanostructured catalysts are also

critical in the secondary conversion to fuels. Syngas has been

converted on the commercial scale to either methanol or

a mixture of alkanes (Fischer–Tropsch synthesis) over solid

catalysts for a number of years.101 Recent studies have shown

that the use of bifunctional zeolite catalysts102 can produce

significant fractions of aromatic hydrocarbons from syngas. Use

of syngas derived from biomass would lead to renewable meth-

anol and renewable diesel fuel synthesis. An emerging target is

the synthesis of ethanol and propanol from syngas, as these

products could directly impact the transportation fuel pool (as

gasoline blending components) as well as the massive plastics

industry (via catalytic dehydration of the alcohols to ethylene

and propylene, followed by polymerization).101,103 Efficient

routes to these higher alcohols might be developed by the

nanoengineering of new solid catalysts. Advanced computational

techniques, such as first principles electronic structure calcula-

tions and ab initio molecular dynamics simulations are playing an

increasing role in these efforts.104 Catalysts for the conversion of

syngas to higher alcohols are complex, multiphase solids with

numerous different types of surface sites including metallic,

oxide, carbide, nitride, phosphide and sulfide surfaces.101

Manipulation of the catalyst composition and structure on the

nanoscale will undoubtedly lead to more active and selective

catalysts for higher alcohol synthesis.

Liquefied biomass obtained by pyrolysis, liquefaction or

hydrolysis also must be catalytically upgraded into fuels with

a lower oxygen content.77,105 Deoxygenation yields a larger

energy density to the biofuels and renders them miscible with

conventional fossil-based transportation fuels. Two primary

approaches have been evaluated to achieve this transformation:

catalytic treatment with hydrogen and hydrogen producing

reagents (hydrodeoxygenation) or catalytic dehydration,

primarily using zeolite catalysts.77 Catalytic hydrodeoxygenation

(HDO)106 is conceptually similar to hydrodesulfurization (HDS),

a field that has witnessed tremendous growth in the last decades.

Hydrotreating catalysts are now optimized for HDS reactions,

and future years will see development of new nanostructured

materials specifically for HDO.

A drawback of HDO is that it consumes a significant amount

of hydrogen, as oxygen is liberated in the form of water. In

contrast, dehydration using zeolite catalysts offers the potential

for deoxygenation of many oxygenated, biomass-derived feed-

stocks without the use of hydrogen.107 As noted above, the

reactivity of zeolite catalysts is dictated largely by the catalyst

nanostructure, including pore size and shape, as well as particle

size. Roughly twenty years ago, zeolites were evaluated exten-

sively in the upgrading of bio-oils. However, at that time, only

a handful of zeolites were available, and even the modern liter-

ature is dominated by old reports using well-established,

commercial zeolites, such as H-ZSM-5, H–Y and related

commercially available structures.108 However, today, there are

over 170 different molecular sieve topologies, meaning there is

the distinct possibility to use catalysts of different nanostructures

to affect catalytic deoxygenation in profoundly new ways.109

New classes of nanostructured materials, such as metal–organic

framework compounds (MOFs)110 and polyoxometallate

compounds (POMs),111 have been synthesized recently and their

catalytic utility in these reactions remains largely unexplored. As

these and other new materials come under increased scrutiny, the

potential for breakthroughs in chemical conversion of biomass

looks bright.

The foregoing paragraphs describe many of the key technical

problems that advances in catalyst nanotechnology might

address. However, it should be noted that there are broader

issues beyond simply biomass transformation into energy-dense

fuels that must be solved in parallel. In particular, the

constraints imposed by solid biomass as a feedstock will

necessitate growth of many small fuel processing facilities

dispersed about the globe, rather than solely increased utiliza-

tion of large centralized refineries. However, as centralized

refineries represent highly efficient processing facilities that have

evolved over 100+ years of technical innovation, significant

efforts in the development of biofuels that are compatible with

existing refinery infrastructure are needed to leverage this

resource. In the short term, the biofuels that will be developed

and used are based on a few select molecules that are funda-

mentally different from traditional fossil-derived transportation

fuels. Ethanol is the leading example of such a biofuel for

gasoline blends, while fatty acid methyl esters (FAMEs or

biodiesel) are the key example for diesel replacement. These

fuels are fundamentally different from traditional fuels and

their structures generally require blending with conventional

fuels at the fuel terminal, rather than the refinery. In the longer

term, it is therefore necessary to develop new, cost-effective

technologies that allow for the transformation of biomass into

what is sometimes referred to as ‘green gasoline’ or ‘green

diesel,’ which are molecules that are identical to those found in

traditional petroleum fuels.

In the context of catalyst nanotechnology for biofuel

production, this leads directly to a series of research directions:

In the near-term (2–5 years)

More efficient production of known biofuels. Fermentation

based approaches to ethanol production are likely to be the

dominant technologies commercialized for gasoline blending. As

such, catalyst nanotechnologies are especially needed in the first

stage of biofuel production–conversion of solid feedstocks into

processable, fermentable liquid media.88

In the mid-term (5–10 years)

Commercial development of new single molecule biofuels and

start of the transition to green gasoline and green diesel. New

catalytic routes to single molecule, replacement biofuels will be

developed, such as the recent suggestions for dimethylfuran112

and g-valerolactone.113,114 To transition to the production of

green gasoline, catalyst nanotechnologies are needed that allow

for efficient production of liquefied or gasified biomass on the

smaller scales that will be associated with distributed processing.

These include catalysts for gasification, liquefaction and pyrol-

ysis, as well as hydrodeoxygenation for bio-oil stabilization. For

diesel fuels, catalysts for the decarboxylation of fatty acids for

the production of green diesel that is easily blended with tradi-

tional diesel are needed, as green diesel usage bypasses many of

the problems associated with biodiesel (blending ratios or engine

modifications).
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In the long-term (>10 years)

New catalysts for refinery conversion of mixed petroleum and

liquefied biomass streams. As a larger fraction of the total

transportation fuel pool is made up of biofuels, contributions

from all sectors will be required. Ethanol and perhaps other

single molecule biofuels will contribute, but larger scale

production utilizing petroleum refineries via co-feeding stabi-

lized, liquefied biomass with petroleum is needed.

The continued development and refinement of heterogeneous

catalysts through the manipulation of their nanostructure

undoubtedly will play a large role in the pace of development of

biofuels as energy carriers. As noted here, heterogeneous cata-

lysts, especially those used for fuel production, represent one of

the oldest commercialized forms of nanotechnology. Without

question, they will continue to play a central role in maintaining

stable energy supplies in the coming century.

Chemical storage: hydrogen

Hydrogen has been identified as an attractive energy carrier for

future energy systems and has the potential to reduce greenhouse

emission and pollution that have been plaguing mankind since

the beginning of the industrial revolution. Molecular hydrogen is

an ultra-high energy density ‘green’ fuel, and its availability in

a high purity state is essential to enable a transition from

conventional thermal power generation technologies, such as

internal combustion and gas turbine engines, to high-efficiency

electrochemical engines, such as fuel cells. This transition is

especially important because CO2 capture from distributed

power sources is particularly challenging. Unlike fossil fuels,

hydrogen is not naturally available as a primary energy source. It

is instead a carrier of energy produced from primary sources,

including fossil fuels in the short term, and solar, geothermal,

and nuclear in the long-term. As an energy carrier, hydrogen

offers the advantage of clean and complete conversion to water,

which condenses in the form of rain and hence is environmentally

benign. However, the major disadvantage of hydrogen is the

need for large storage volumes when carried in its molecular

form. Therefore, the viability of the hydrogen economy depends

on scientific and technological breakthroughs in storage (and by

association, distribution) of hydrogen.

The storage of hydrogen at sufficiently high mass and volu-

metric densities in a readily accessible state, at reasonably low

cost, and with sufficient efficiency represents a major techno-

logical challenge and perhaps the primary barrier to the use of

hydrogen as a clean energy carrier for transportation.115 On-

board hydrogen storage systems must meet stringent require-

ments of gravimetric and volumetric energy densities. According

to the US Department of Energy’s targets,116 the gravimetric

density should be at least 6 wt.% (i.e., 6 kg H2 in a 100 kg tank),

the volumetric density should be at least 45 g H2/L by 2010, and

even more aggressive targets have been set for future years.

Hydrogen storage technologies that meet performance and cost

requirements are crucial for the success of a hydrogen economy.

The candidate hydrogen storage material/method should offer

not only high volumetric storage capacity and gravimetric

density, but also fast kinetics of hydrogen charge/discharge (a

fast hydrogen charging process is needed to meet the expectation

of consumers, and the targeted fueling rate is 1.5–2.0 kg of H2 per

minute). These requirements call for materials with low release/

dissociation/desorption temperatures, moderate release/dissoci-

ation/desorption pressures, and also low heats of formation in

order to minimize the energy necessary for hydrogen release.

Further, the use of abundant raw materials, chemical stability

under cyclic loading, and low manufacturing cost are equally

important. No material or process has yet been developed that is

capable of meeting all of these functional requirements and the

DOE performance targets for storage capacity and volume.

Compressed hydrogen gas is commercially available, but it

requires extremely high pressures even to approach the DOE

target for volumetric density. Cryogenic liquid hydrogen tanks

(operating at a temperature of 20 K) are also available, but they

suffer from the large energy consumption required for liquefac-

tion and the phenomenon of hydrogen boil-off during storage.

Here, we focus on alternatives to high-pressure gas and low-

temperature liquid storage that may exploit nanoscale

phenomena to achieve breakthroughs that would satisfy the

various technological goals for hydrogen storage.

Complex hydrides, high-pressure metal hydrides, and cry-

osorbents represent promising classes of solid-state reversible

hydrogen storage materials, but current materials exhibit prob-

lems such as low hydrogen gravimetric density, slow hydrogen

release, and difficulty of regeneration.117 For hydride materials,

advanced multi-component alloys will likely be essential to

achieve the DOE-established targets for gravimetric and volu-

metric energy densities.116 Another possibility is physisorption on

high surface area solids, which offer intrinsically fast charge/

discharge kinetics not involving an electron transfer or chemical

bond formation. Metal organic frameworks (MOFs) have given

the most consistently promising results for this class, but they still

fall short of the DOE capacity requirements.118 Lighter carbon-

based materials, including carbon nanotubes (CNTs), have also

been examined, but the results are inconclusive in part because of

difficulties in repeatable synthesis and high-yield separation of

appropriate material types.119,120

Considerable progress has been made in recent years in iden-

tifying light solids with improved bulk thermodynamic proper-

ties for reversible H2 storage.121,122 A variety of nanotechnology

approaches are being explored to improve these characteristics,

from nanostructuring metal hydride powders123–125 to embedding

catalytic clusters126 to synthesizing new cage-like MOFs for

cryosorption.127 However, nanostructuring of the storage

medium can also decrease effective thermal conductivity, to the

detriment of the rate of hydrogenation of the metal in the fueling

process.128,129 The motivating factor underlying the desire for

good heat transfer properties in solid-state hydrogen storage

materials is the need for rapid vehicle fueling. Finding a suitable

balance between competing goals of rapid reaction rates and high

thermal effective thermal conductivity represents a significant

challenge.

For example, with a projected fueling time of 3 to 5 minutes,

a total hydrogen mass of 6 kg, and a heat of reaction in the metal

hydride hydrogenation process of 20–50 kJ mol�1 of H2,130 the

corresponding heat load ranges from 200 to 800 kW during the

fueling period. If the thermal properties and cooling of the metal

hydride system are inadequate, temperatures will rapidly rise

such that the reaction rate will decrease, and the fueling time will

extend beyond the target. In many applications involving
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nanoscale geometric features, heat transfer is dominated by

transport across interfaces. Thermal properties can be governed

by either electrons or phonons, depending on the electrical

conduction type, which varies from metallic to semiconducting

for different compounds.131 For electrically conductive metal

hydrides, electrons are expected to be the dominant thermal

energy carriers, while for semiconductors phonons are dominant.

At moderate temperatures, the mean free paths are typically on

the order of 10–100 nm for both electrons and phonons in bulk

materials, but powder forms of these materials are necessary to

achieve high reaction rates. Particle beds with effective particle

diameters less than 1000 nm and/or particle-to-particle contact

spot sizes less than 100 nm can experience a significant decrease

in effective thermal conductivity because the carrier mean free

path is shortened by boundary and interface scattering.132

Further, when the contact spot size approaches that of the carrier

wavelengths, wave effects can substantially impede the flow of

heat.133

Along with equilibrium storage capacity and intrinsic kinetics

of H2 adsorption/desorption by the material, the fundamental

latency of the system for hydrogen uptake and release also

depends on a packaging solution for the hydrogen storage

medium. The development of a suitable package for the storage

materials will require: (1) packaging materials that are compat-

ible with the storage medium, (2) a means for rapid hydrogen

charge/discharge to/from its full capacity, (3) exclusion of

contaminant species, and (4) low latency thermal response for

rapid charge/discharge. In particular, DOE has set stringent

targets for high fuel purity. Levels of NH3 and total hydrocar-

bons, for example, must be <0.1 ppm and <2 ppm, respec-

tively.116 We also note that alternative approaches that allow

these constraints to be relaxed could have a dramatic impact on

the field. For example, on-board purification systems that accept

higher impurity levels but release H2 at acceptable purities would

have broad applicability if they also were lightweight, durable,

and inexpensive.134 Further, we note that the packaging system

must also meet stringent safety standards,135,136 and many issues

related to long-term reliability and crashworthiness remain to be

addressed on topics ranging from cryogenic hydrogen storage137

to the use of composite storage vessels.138

To summarize, the challenges in developing practical hydrogen

storage technologies are significant and require major advances

in both basic science and engineering research. Looking toward

the future, the following set of goals and activities are recom-

mended to stimulate research efforts:

In the near-term (2–5 years), research should focus on the

discovery and development of a set of materials compositions

and structures that simultaneously meet the key requirements for

hydrogen storage capacity, density, and intrinsic sorption/

desorption kinetics. High-throughput screening of materials with

both experimental and theoretical tools should be a priority to

establish materials libraries suitable for down-selecting prom-

ising materials for intensive development activities. Concur-

rently, efforts to characterize the fundamental phenomena

controlling H2 uptake and release in prototypical materials

should continue.

In the mid-term (5–10 years), intensive development of prom-

ising materials should take place in the context of complete

storage systems to seek engineering-based solutions for

multifunctionality via device integration and intensification of

charging/discharging processes. Aggressive screening of new

materials should continue, with emphasis likely shifting to

catalysts and other additives for optimizing storage capacity and

cycling kinetics while using materials that are abundant, inex-

pensive, and environmentally benign and that meet the target

performance metrics.

The long-term goal (>10 years) is to develop sustainable and

scalable engineering, manufacturing, and recycling routes for

new materials and packaging solutions that address complete

hydrogen storage systems, including integration with all auxil-

iary components. Implementation of optimized storage systems

will require full integration of the storage device(s) with the

engine/fuel cell in which the hydrogen will be used and the large-

scale infrastructure that will be used to deliver hydrogen to

individual vehicles, necessitating a holistic view of thermal

management, control of impurities, and safety issues.

Electrochemical storage: batteries

Batteries provide the electrons that perform electrical work

because of the difference in chemical energy in the materials in

the cathode and anode of the battery. To convert stored energy

into power, a physicochemical balancing act is required among

multiple reactions: mass transport; electron transport; ion

transport; and the kinetics of the (electro)chemical trans-

formations. Just as one is accustomed to gridlock at the three-

phase boundary in heterogeneous catalytic processes, including

those at the electrocatalysts that establish reasonable current

densities in fuel cells, the reactions that are operative in a battery

can suffer charge–discharge rate restrictions that limit perfor-

mance.139

It is in this multifunctional arena in which a design perspective

guided by arranging matter and function on the nanoscale offers

the chance to move to a new performance curve, particularly for

lithium-ion batteries. These batteries are the rechargeable power

source of choice because they offer higher energy density arising

from the high electromotive force inherent to the electroreaction

of Li0/+ and from the use of nonaqueous electrolytes, which offer

a wider electrochemical stability window than aqueous electro-

lytes. Although lithium-ion technology, presently based on

a layered LiCoO2 cathode and graphite anode, revolutionized the

portable electronics market, its adoption for plug-in hybrid

electric vehicles (PHEV) and ultimately electric vehicles (EV) is

hampered by several issues as seen in Fig. 6. The cathode suffers

from high cost and safety concerns arising from chemical

Fig. 6 Challenges of lithium-ion battery technology.
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instability of LiCoO2 at deep charge, which restricts the practical

capacity of LiCoO2 to 50% of its theoretical capacity. The high

capacity, inexpensive anode suffers from safety concerns when

scaling to large cells because of the unavoidable formation of

a solid–electrolyte interfacial (SEI) layer via reaction of the

graphite surface with the electrolyte. These difficulties have

prompted the search for alternative electrode materials, electro-

lytes, and design strategies.

Improving energy density requires moving beyond an opera-

tional 0.5 electrons per transition metal center. Energy-storing

reactions that are difficult to achieve with micron-sized versions

of active battery materials, particularly multielectron reactions,

often become feasible, reversible, and kinetically facile for the

same material on the nanoscale. Oxides, phosphates, halides,

silicates, and intermetallics that were once written off as candi-

date materials for the active phases in battery electrodes can now

be reexamined as nanoscale materials, especially if a cost-effec-

tive manufacturing process can be devised that yields

such materials on the nanoscale with consistent and desirable

properties.

Nanoscale approaches have already yielded fruit for lithium-

ion batteries. Applying nanoscale redesign to LiMn2O4 by

cationic and anionic doping as well as surface modification with

nanoscopic oxides (e.g., Al2O3 and TiO2) suppresses Mn disso-

lution140 and improves cyclability of spinel cathodes.141,142

Reducing the particle size of LiFePO4 to �30 nm converts the

mechanism of lithium-ion intercalation from a two-phase reac-

tion with a miscibility gap to a single-phase solid-solution reac-

tion.143 Coating the nanoscopic LiFePO4 with conductive carbon

overcomes its electronic and lithium-ion conductivity limita-

tions144 yielding a cathode with high rate capability and excellent

cyclability.145,146 Similarly, multielectron conversion reactions

with metal oxyfluorides that are ill-behaved on the macroscale,

become viable on the nanoscale.147

The intriguing developments with nanostructured LiFePO4

have prompted renewed interest in lithium-ion insertion hosts

that are generally poor electrical conductors, such as materials

with Nasicon structures, which exhibit fast alkali metal ion

conduction. Architectural designs, including three-dimensional

strategies,139,148 are necessary in order to integrate the poor

mixed-conducting active material with its electron path (e.g., by

using networked carbon nanotubes or massively parallel 3D

current collectors using nanofoams) and to minimize solid-state

transport lengths for ions and electrons. Other olivines such as

LiMnPO4, LiCoPO4, and LiNiPO4 (with respective discharge

voltages of 4.2, 4.8, and 5.2 V vs 3.4 V for LiFePO4) are

appealing as next-generation cathodes, but several challenges

remain to be addressed, not the least of which is developing

electrolyte compositions that are stable to 5.2 V. Surface

modification of the nanoscopic high-voltage cathode material

with nanostructured oxides149 or even with ultrathin solid-state

electrolytes150 offers a means to confer kinetic control while also

eliminating or modifying undesired SEI layers to achieve

a much-improved rate capability. While most of the attention

has been on lithium-ion batteries, alternative battery chemistries

are under consideration using sodium, magnesium, or

aluminum as the insertion ion. The physical stress generated

upon inserting these larger cations appears to be ameliorated in

nanomaterials.151

When one succeeds in improving the energy-storing capacity

of the cathode, the next target becomes increasing the capacity of

the anode while maintaining operational safety. To move beyond

carbon-based anodes, efforts to alloy Li with other elements such

as Si, Ge, and Sn permit access to higher storage capacities. The

major drawback in this strategy lies in the huge volume change

occurring during the charge–discharge process; nano-enabled

strategies in order to control the mechanical disruption are

underway by suppressing the stress/strain using nanowires or

embedding the electrochemically active nanoclusters in

a matrix152–154 or limiting solvent access to the alloy through an

ultrathin solid-state electrolyte.155 The recent demonstration of

Li/LiOx reversibility in the lithium–air battery156 markedly

increases the capacity of the anode while the proposed use of

MnO2-painted 3D carbon nanofoams157 offers one way to

accommodate the generation of a solid compound within the

anode structure.158

The design of new nanostructured insertion hosts and 3D-

architecturally configured electrode structures coupled with

compatible electrolytes is key in realizing the full potential of

such alternate battery chemistries. These strategies could help to

significantly increase the energy density in the near term.

However, nanostructured materials could potentially aggravate

unwanted side reactions between the electrodes (cathodes and

anodes) and electrolyte, and this problem needs to be judiciously

addressed by developing compatible electrolyte–electrode

combinations. Moreover, cathodes operating at higher voltages

(>4.5 V vs Li/Li+) or anodes operating at voltages close to Li/Li+

tend to form undesired solid–electrolyte interfacial (SEI) layers,

which not only reduce the charge–discharge rate but also intro-

duce safety problems.

In the near-term (2–5 years), Li-ion battery technology is likely

to be the technology of choice. On the basis of the breakthrough

with LiFePO4-based batteries, a nanomaterials-enabled explo-

ration of low-cost, high capacity, stable cathode materials and

architectures should permit doubling the energy density of

lithium-ion batteries. Research that emphasizes strategies to

fabricate ultrathin (submicron) solid-state separator/electrolyte

phases will be necessary in order to enable three-dimensional

battery designs. The three-dimensional redesign of the battery on

the nanoscale should improve the rate capability or power

density; however, it is unlikely to enhance the energy density or

the number of lithium ions per transition metal center. To

increase the energy density, exploration of new chemistries and

novel mico/nanostructures of electrode materials will be

required. In concert with addressing these basic science ques-

tions, robust and low-cost, manufacturable approaches, such as

use of (nano)composites/conductive coatings, should be further

developed to mass-produce high electrical conductivity elec-

trodes.

For the mid-term (5–10 years), the search for new electrolytes

with high ionic conductivity, particularly at low temperatures,

and increased voltage stability will be of paramount importance

to pave the way to high operating voltage (>5 V) batteries. More

robust electrolytes will be necessary, including an assessment of

SEI issues at Li-alloyed anodes with traditional and new elec-

trolyte compositions. Research will be needed into the nature of

point defects that increase energy storage in cathode materials,

including nanoengineering in appropriate additives to pin the
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defect states during the energetics and physicochemical changes

accompanying charge–discharge of the battery. Cost-effective

manufacturability of nanoscale-redesigned batteries, including

three-dimensional architectures, will need to be established. Shelf

life, a wide temperature window of efficient operation, and low

losses/high system efficiency are additional performance targets

that should be emphasized.

For the long-term (>10 years), as the science and art of making

high energy storage capacity and high power density batteries is

matured, environmental friendliness of the materials and

processes enabling such high performance battery technology

should gain an increasing importance, leading to engineering

approaches towards a sustainable product life cycle management

starting from battery manufacturing to battery disposal and

ultimately recycling.

Electrochemical storage: capacitors

Capacitors offer another option to store electrical energy, but

with a different balance of performance metrics: energy density

is an order of magnitude lower than that of batteries, while

power density is several orders of magnitude higher.159 Elec-

trochemical capacitors (ECs, designated as ultracapacitors and

supercapacitors) offer significantly higher energy density than

conventional electrostatic capacitors, making them attractive

for peak power demands, which require a combination of

energy and power densities.160 Unlike electrostatic capacitors,

electrochemical capacitors store energy in a layer of ions that

assemble at the interface between the electrolyte and the elec-

trode (with its excess or deficit of surface electronic charge),

thereby creating an electrical double layer. In addition to the

capacitance of the electrical double-layer, which tracks the

surface area of the electrified interface, some materials exhibit

pseudocapacitance arising from surface redox reactions. The

magnitude of energy that can be stored per area or volume or

mass of the electrode concomitantly increases by the addition of

stored electronic charge to yield higher specific capacitance.

Although faradaic processes occur, the current–voltage char-

acteristics mimic the featureless curves seen for double-layer

capacitance.

Because the electrodes in ECs are necessarily high-surface-area

objects, they are designed as porous structures. As ions need to

approach and be expelled from the electrified interface during

charge–discharge, the rate of electrolyte mass transport through

the pore network of the electrode structure plays a critical role in

determining the magnitude of the normalized capacitance, the

frequency of the capacitive response, and thus the power density.

Electrochemical capacitors in which the double-layer capaci-

tance dominates the charge–storage mechanism typically are

designed using high-surface-area carbons and these devices

exhibit electrochemical reversibility for 105 cycles.160,161 A

morphological variety of carbons including powders, nanofoams

(such as aerogels), nanofibers, nanotubes, cloths, and nanosheets

have been investigated in aqueous and nonaqueous electrolytes:

capacitance values as high as 200 Fg�1 have been realized.161–163

The stability of porous, high surface-area carbons in the presence

of corrosive electrolyte environments (e.g., H2SO4 and KOH)

remains a critical consideration for long-term cyclability and

durability of carbon-based ECs.

Among the various pseudocapacitive materials investigated,164

X-ray amorphous, hydrous ruthenium oxide (RuO2$xH2O)

offers the highest capacitance value at >700 Fg�1 (for x � 0.5).

The capacitance value of RuO2$xH2O depends sensitively on the

water content and the degree of crystallinity.165 The excellent

performance of hydrous ruthenium oxide as a pseudocapacitive

material arises because it is an innate nanocomposite with a high

mobility phase for electron transport, due to metallic conduction

along a percolation network of nanocrystalline rutile RuO2

(present even for x > 2, which has a specific capacitance >500

Fg�1) coupled to high proton mobility along water structured at

the rutile network.166 Operational stability of the device is further

enhanced by the chemical stability of RuO2$xH2O in acidic and

basic electrolytes. The major issue with RuO2$xH2O is the

prohibitively high cost and limited availability of Ru (Fig. 7).

With an aim to lower cost while increasing the gravimetric

storage capacity relative to carbon-based ECs, a number of

transition metal oxides in which the metal ions can support

multiple valences have been pursued to replace RuO2$xH2O.

Some examples are amorphous or nanostructured MnO2 and

V2O5 with capacitance values of up to 400 Fg�1.167,168 Substitu-

tion of less expensive elements such as V and Cr for Ru in

RuO2$xH2O as well as composites consisting of RuO2$xH2O on

amorphous WO3$xH2O and Na0.37WO2$xH2O have been found

to exhibit 550–700 Fg�1 at a reduced cost.169,170 As with carbon-

based ECs, the physicochemical nature of the nanoarchitectured

materials and the quality of the pore structures are dictated by

the synthetic and processing approaches that are used and they

affect the magnitude of the capacitance and the charge–discharge

rate. Nanohybrid systems consisting of conducting polymers and

inorganic oxides or carbon materials with capacitance values of

up to 450 Fg�1 have also been reported, but long-term chemical

stability of conducting polymers during EC operation (resulting

in an inferior cycle life) remains a concern.162

Applying the structural lesson imparted by hydrous ruthenium

oxide, i.e., incorporate a massively parallel current collector in

three dimensions (3D) and on the nanoscale in order to maximize

electron and proton mobility166 affords an immediate improve-

ment when using less expensive materials. This design approach

has already led to marked improvement of the system capaci-

tance of carbon–manganese dioxide hybrids in which �10 nm

thick birnessite MnO2 is painted via self-limiting electroless

deposition onto the interior carbon walls of ultraporous carbon

nanofoams simply by immersing the carbon electrode in neutral

aqueous solutions like sodium permanganate.157 The area-

normalized capacitance of the hybrid structure is 1.5 Fcm�2,

Fig. 7 Challenges of electrochemical capacitor technology.
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which is orders of magnitude higher than the areal capacitance

typically reported for other C–MnO2 composites at 10–50

mFcm�2. Using nanoscale materials as the ‘‘walls’’ in nano-

architectures processed with optimal pore structures171,172 can

significantly impact the ability to realize high capacitance values

at an affordable cost.

One important finding has appeared for pseudocapacitive

oxides such as manganese and vanadium oxides when structured

in well-designed ultraporous nanoarchitectures: they demon-

strate an ability to express both pseudocapacitive behavior and

the ion-insertion reactions characteristic of batteries.172,173 In that

many applications require pulse power (from capacitors) and

baseline power (from batteries), so electrical circuit design is

necessary to condition the responses from these two time-

dissimilar devices. Nano-enabled battery–capacitor hybrids

should simplify the nature of power conditioning in future

devices.

Overall, the nanoarchitectures, pore structures, surface area,

chemical stability in the electrolyte environment, and accessi-

bility of redox couples within the electrochemical stability

window of the electrolyte control the properties and performance

of electrochemical capacitors.

In the near-term (2–5 years), redesign of materials on the

nanoscale and novel chemical synthesis and processing

approaches to control the nanostructure will have a significant

impact in advancing the commercial feasibility of electro-

chemical capacitor technology. One goal will be to reach

capacitance values that approach those for hydrous ruthenium

oxide in the next five years using optimized carbon–manganese

oxide hybrids, which decrease the materials cost relative to

ruthenium-based ultracapacitors by orders of magnitude.

Finally, robustness of the system design and materials (stability

to multiple charge/discharge cycles and long-term performance

degradation) needs to be addressed, especially for the novel

pseudocapacitor-based systems.

In the mid-term (5–10 years), development of new composite

material/structure combinations should be pursued. Many

transition metal oxides exhibit high pseudocapacitance, in

combination with electrochemically active polymers, and can be

combined with the high surface area micro/nano-structured

carbon frameworks providing high electrical conductivity.

Optimization of the electrode nanostructure and interfacial

chemistry should be pursued to allow record higher capacitance

and fast ion transport in the system for high energy density and

fast charge/discharge times.

In the long-term (>10 years), controlled 3D integration of

opposing electrified interfaces (i.e., cathode and anode), struc-

tured ionic layers, and mobile ions within redesigned nano-

architectures will create battery–capacitor hybrids that should

achieve power densities typical of carbon-based ECs and energy

densities comparable to the best lithium-ion batteries. Environ-

mental friendliness of the materials and processes and product

life cycle management should become an integral part of the

system design and manufacturing.

Energy conservation

Energy consumption in the United States per capita is currently

about 7800 kg of oil equivalent per year. This number is

approximately 10 times higher than that of developing coun-

tries, which have nearly eighty percent of the world population.

It can be argued that it will be almost impossible to meet the

global energy demand if the entire world population acquires

the same quality of living as that in the US at the current rate of

energy consumption per capita in the US. Hence, we stress that

advances in energy conservation technologies for controlling the

demand for energy are as critical as those in energy generation

for increasing the energy supply. Currently, about 37% of

global energy consumption is for industrial use, 20% is for

commercial and personal transportation, 11% is for residential

homes, 5% is for commercial buildings, and the other 27% is

lost in energy transmission and generation. For residential

homes, almost half of the average energy consumption is used

for space heating. Another 17% is used for water heating, 6% is

for cooling rooms, and 5% is for refrigeration. Lighting repre-

sents about 30% of the total electric energy used within resi-

dential and commercial buildings. Nanotechnologies can play

an enabling role to greatly improve the energy efficiency in

lighting, heating and cooling, transportation, etc. For example,

solid state lighting can potentially cut lighting energy use by

more than 30%, as discussed below. Advances in fuel cell and

battery technologies can greatly reduce the transportation

energy use, which has been discussed in the preceding sections

and will not be repeated here.

Thermoelectrics

The conversion of waste heat to electrical power arguably

represents the greatest opportunity for energy conservation.

Energy usage accounts for a significant fraction of the cost of

aluminum, chemicals, glass, metal casting, petroleum refining,

and steel. For example, energy costs account for �8–12% of the

total for glass production, and about 15% for steel. The waste

heat from these processes is of a relatively high grade, often with

temperatures in the range of 500–1000 �C. In a more distributed

form, about 40% of the energy supplied from gasoline to power

automobiles is lost as exhaust heat, and another 30% is lost

through engine cooling.

One promising approach to improve the energy efficiency is to

employ solid-state thermoelectric (TE) devices to recover part of

this waste heat and to convert it directly into electricity by

utilizing the Seebeck effect (Fig. 8a).174 Compared to conven-

tional conversion processes between thermal energy and elec-

tricity employing a working fluid, TE conversion is attractive

because it does not need moving parts and requires little main-

tenance. Besides waste heat recovery, TE conversion has the

potential to make two other major impacts on both global energy

demand and preservation of the environment. One of them is to

replace current refrigeration and temperature control units based

on chlorofluorocarbon and hydrochlorofluorocarbon refriger-

ants with cleaner solid state Peltier devices (Fig. 8b) that do not

emit greenhouse gases. Moreover, as discussed previously in

connection with solar–thermal energy conversion, solar TE

systems are potentially simpler and more cost-effective than

photovoltaic (PV) conversion, and can also be used to comple-

ment PV conversion by utilizing the long wavelength spectrum of

solar radiation with energy less than the bandgap of a PV

material.175
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Currently, the low efficiency of TE devices limits their appli-

cations to niche markets, such as cooling of car seats and

providing electrical power for deep space probes and for data

communication equipment in remote oil pipelines.176 The energy

efficiency of TE devices is determined by the dimensionless TE

figure of merit (ZT), as discussed previously. At the present time,

commercially available TE materials have a rather small ZT

value, close to unity, and only over a narrow temperature range.

TE devices based on such materials have been demonstrated with

thermal-to-electrical conversion efficiency greater than 12% with

the hot side at 550 �C.177 In order to increase the efficiency further

to 20%–30% so that TE conversion becomes superior to other

existing energy conversion technologies, the ZT of the materials

must be increased to above 3 over the entire temperature range

between the cold and hot sides, and the effective ZT of the

system, taking into account various loss mechanisms, must be

increased to 2 or higher.

ZT depends on the Seebeck coefficient (S), electrical conduc-

tivity (s), thermal conductivity (k) according to ZT ¼ S2sT/k.

The thermal conductivity consists of a lattice or phonon contri-

bution (kl), an electronic contribution (ke) that is proportional to

s according to the Wiedemann–Franz law, and a bi-polar

contribution (ke�p) due to the thermal diffusion of electron–hole

pairs that does not contribute to net charge transport or s.

A good TE material should have a large Seebeck coefficient to

increase the electromotive force, a high electrical conductivity to

reduce the loss due to Joule heating, and a small thermal

conductivity to suppress the parasitic thermal leakage from the

hot to cold junctions. The electrical conductivity can be increased

by increasing the doping concentration in TE materials.

However, doing so will usually result in a decrease in the Seebeck

coefficient because of the increased symmetry of electron

conduction around the Fermi energy,178 as well as an increase of

ke. It has been a significant challenge to increase the ZT of bulk

materials in the past 55 years (Fig. 8c) because of the interde-

pendence of the three properties that enter into the ZT expres-

sion.

In the early 1990s, it was suggested that the dilemma due to the

coupling of S and s might be overcome by employing the

enhanced electron density of states (DOS) in quantum-confined

nanostructures.179,180 These theoretical works have stimulated

intense experimental studies of two-dimensional (2-D) quantum

wells and 1-D quantum wires. While the quantum enhancement

effect in realistic nanowire and thin film superlattice structures is

often masked by other non-ideal effects, such as interface

roughness and surface states, the same principle of power factor

enhancement via an asymmetric DOS178 has been recently

demonstrated by doping bulk PbTe with Tl that modifies the

DOS near the Fermi energy.181 In parallel, it has been suggested

that the power factor (S2s) can be increased drastically by using

solid-state thermionic emission and electron energy filtering in

heterostructures.182,183

The pursuit of power factor enhancement in low dimensional

systems has been interweaved with the successful reports of large

suppression of the lattice thermal conductivity due to the scat-

tering of phonons by abundant interfaces in thin film super-

lattices and nanocomposites.57,181,184–186 Heat flow and charge

transport usually take the same path in a solid. Consequently,

both of them encounter more resistance if the conducting

medium consists of a larger interface density. However, it is

possible to decouple the resistances to heat and charge transport

because electron transport depends on the electric potential,

while phonon transport is influenced by inter-atomic potentials.

For example, alloys composed of atoms with similar electric

potentials but quite different masses can scatter phonons effec-

tively without affecting the electron mobility significantly.

Another example of reducing the thermal conductivity with little

effects on electron transport is the so-called phonon-glass elec-

tron-crystal approach,187 in which the cage-like unit cell is filled

or partially filled with loosely bonded atoms whose ‘‘rattling’’

motion scatters phonons. As discussed later, in nanostructured

materials the lattice thermal conductivity can be greatly sup-

pressed because the abundant heterointerfaces in nanostructured

materials scatter a wide spectrum of phonons more effectively

than alloy scattering, which usually affects only the short

wavelength phonons.188 Electron scattering in these nano-

structures can be minimized by reducing interface states and

using a homogeneous electric potential in the material.189 The

simultaneous decrease in thermal conductivity and increase in

power factor were demonstrated experimentally in two examples

of ball-milled nanocomposites.186,190

These new approaches to controlling electron and phonon

transport have led to ZT enhancement into the 1.4–2.4

range,57,181,184–186 as shown in Fig. 8c, as well as Peltier devices

Fig. 8 TE power generation and refrigeration. (a) When a temperature

gradient is established between two junctions made of an n-type semi-

conductor and a p-type semiconductor, electrons in the n-type segment

and holes in the p-type segment diffuse along the temperature gradient,

producing an electrical current through the Seebeck effect. (b) When an

electrical current is run across the two TE junctions, electrons in the

n-type segment and holes in the p-type segment absorb heat at one

junction and reject heat at the other based on the Peltier effect. (c)

Progress in the reported peak ZT values of different materials for the past

55 years.
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with about a 20% improvement in cooling performance from

commercial devices because of a 40% increase in ZT in one of the

legs of the thermocouple.186 However, ZT > 2 has not been

reproducibly demonstrated in the laboratory, and will require

fundamental research in TE materials that is focused on the

simultaneous manipulation of both the numerator and the

denominator in the ZT expression. To this end, an enhancement

of the power factor can potentially be realized together with the

suppression of the thermal conductivity by the combination of

interface scattering of phonons with an asymmetric electronic

DOS in confined dimensions, via doping, or energy-selective

filtering of charge carriers. Moreover, it remains to be explored

whether the Lorenz number (L h ke/sT) can be suppressed

below that found in typical TE materials191 or whether electron

transport and electronic thermal transport can be decoupled by

violating the conditions governing the Wiedemann–Franz law.

In addition to improving the efficiency, TE conversion can be

made to be cost effective by reducing the thickness of TE elements so

as to minimize the use of materials, some of which, such as tellurium

and germanium, are costly because of limited availability. In addi-

tion, further improvements in efficiency require breakthroughs in

the reduction of parasitics (including electrical contact resistances

<10�8 U cm2), as well as the heat dissipation capability of 1000 W

cm�2 or higher at the cold side. Fundamental studies of the

manipulation of the thermal conductivity at the nanoscale, and of

the nature of the electrical interface resistance are essential, together

with major progress in the design and engineering of heat sinks that

can benefit from the use of nanomaterials breaking the existing

limits of thermal transport properties.192

For TE technologies to contribute significantly to meeting the

global energy challenge, major scientific discoveries and tech-

nological advances need to be made in order to drastically

increase the energy efficiency of TE devices and to develop

scalable TE materials and devices using those elements that are

abundant on Earth and environmentally benign.

In the near-term (2–5 years), the recent progress in improving

the materials ZT needs to be accelerated by comprehensive

strategies combining the know-how in suppressing the lattice

thermal conductivity with both proven and new ideas for

increasing the power factor, while at the same time suppressing

the electronic thermal conductivity. In addition, there is an

urgent need to demonstrate efficient TE devices and systems

based on recently reported nano-related and other advanced

materials with improved ZT. Advances already made in the

laboratory need to be scaled up and commercialized.

For the mid-term (5–10 years), many remaining problems in the

design, assembly, and reliability of TE devices will need to be

addressed. Issues such as stress caused by thermal expansion

mismatch, bonding layers with high thermal and electrical

conductivity, passivating TE surfaces and interfaces with regard

to sublimation and corrosion require renewed attention with the

implementation of new high-ZT materials. The long-term

stability of nano-based TE devices needs to be investigated and

addressed.

The long-term goal (>10 years) is to scale up the synthesis of

bulk and thin film nanostructured TE materials with ZT > 2,

with a focus on constituents, such as Si, silicides, oxides, etc., that

are available globally at the level necessary for a major world-

wide implementation of TE.

Thermal insulation and thermal management

Heating and cooling account for a large fraction of energy

consumption for residential homes, commercial buildings, trans-

portation, and industrial processes. Significant energy savings can

potentially be achieved by a revolution in thermal insulation and

thermal management technologies. Breakthroughs in this direction

will be enabled by the nanoscale design of materials with control-

lable thermal transport properties that surpass existing limits.192

Thermal transport in a solid is dominated by electrons in metals

and phonons in insulators and intrinsic semiconductors. In semi-

metals and small-bandgap semiconductors, thermal conductivity

consists of non-negligible contributions from phonons, electrons,

holes, and the bi-polar contribution. The thermal conductivity due

to electrons or phonons is proportional to the specific heat, group

velocity, and scattering mean free path of the carriers. The room-

temperature thermal conductivity of dense solids often falls

between the upper limit of about 3000 W m�1 K found in high

quality single-crystal diamonds193 with strong sp3 bonds (allowing

a high phonon group velocity) and few defects (hence long mean

free paths on the order of microns), and the lower limit of about

1 W m�1 K value or slightly lower in amorphous materials with

a short mean free path approaching the atomic spacing. Porous

materials commonly used as thermal insulation in buildings as well

as polymers and aerogels can achieve lower thermal conductivity

than the amorphous limit in a dense solid, and in some cases can

approach the thermal conductivity of air of 0.026 W m�1 K.194

However, these materials often cannot endure the temperature or

stress encountered in many industrial applications, such as TE

devices and thermal protection coatings used for gas turbine

blades, which require dense solids with low thermal conductivity,

ideally much lower than the amorphous limit.

Nanoscale design of materials can lead to new approaches to

breaking the existing limits in the thermal conductivity by manip-

ulating the transport of heat carriers. One recent method for

reducing the thermal conductivity is to incorporate a large density

of interfaces that effectively scatter the heat carriers. Using this

approach, thermal conductivity values approaching or lower than

the amorphous limit have been reported in thin film superlattices,195

layered films,196,197 nanocomposites,59 and nanowires,198,199 all of

which are dense solids. The large thermal conductivity suppression

has been attributed to the numerous interfaces that scatter a wide

spectrum of phonons effectively and the resulting thermal

boundary resistances, although it has also been suggested that

phonon interference is responsible for a thermal conductivity

minimum observed in thin film superlattices.200,201 For the case of

disordered, layered films,196 the cross-plane thermal conductivity

approaches that of air (Fig. 9). In addition, the ultralow cross-plane

thermal conductivity is accompanied by a highly anisotropic

thermal transport with a much higher in-plane thermal conduc-

tivity.202 Hence, it is thought that phonons are scattered by the

boundaries between adjacent layers into predominantly in-plane

modes, resulting in the ultra-low cross-plane thermal conductivity.

As the phonon thermal conductivity is significantly reduced in

nanostructured materials, heat transfer by thermal radiation in

the materials becomes important. For porous materials with an

ultralow thermal conductivity, it is essential to suppress the

thermal radiation contribution to the overall thermal trans-

port.194 Here, photonic crystals provide a possible approach to
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reduce the thermal radiation transfer in the material, by over-

lapping the thermal emission spectrum with forbidden energy

gaps in the photonic crystal dispersion relations.

One example particularly relevant to energy conservation is

the development of smart windows based on electrochromic

materials, such as tungsten oxide, which can be reversibly

switched between a highly disordered, opaque form and a crys-

talline, transparent structure via a simple reaction of the oxide

with ion impurities and electrons at the application of an electric

field.204 Similar electric field-tuned optical properties can be

realized in materials based on suspended particles and liquid

crystals,205 where the alignment of the micro/nano constituents of

the materials is altered by the electric field. Such smart windows

allow users to control the amount of light and heat passing

through the window throughout the day, providing a feasible

method to reduce energy consumption for heating, cooling, and

lighting. Here, a better understanding of the nanoscale processes

governing the structural transformation and its effects on the

electronic structure and photon transport is the key for devel-

oping smart window materials with a much improved optical

property range and reduced electrical power use.206

To capitalize on these advances in controlling the thermal

properties through nanoscale design and to make a significant

impact on global thermal energy consumption, scientific break-

throughs and technological advances need to be made in

a number of areas, as summarized below.

In the near-term (2–5 years), a better understanding of many

unresolved fundamental questions regarding thermal transport

in nanomaterials will need to be developed. This includes

uncovering the physical origins and identifying the means to

control the ultralow thermal conductivity in the disordered,

layered films196 and the minimum thermal conductivity in

superlattice films.200,201 Reliable theoretical models and new

experimental techniques will be needed to investigate thermal

transport at the nanoscale and to probe intriguing nanoscale

transport phenomena, including phonon transport and electron–

phonon coupling at interfaces, phonon interference in super-

lattices, phonon localization, electronic thermal transport, bi-

polar contributions to thermal transport, spin waves and mag-

nons that can be additional carriers of heat in solids.207

For the mid-term (5–10 years), low-cost materials with

a thermal conductivity comparable to or perhaps even higher

than that of diamond remain to be explored. The intrinsic

thermal conductivity values of defect-free CNTs208 and of gra-

phene along the plane can be comparable to that of diamond.

However, the problem of large contact resistances to such

nanostructures209 needs to be addressed in order to enable large-

scale applications of these nanostructures with high intrinsic

thermal conductivity. On the other hand, the equivalent thermal

conductivity of advanced heat pipes can be made to exceed that

of diamond,210 and can potentially be increased further with the

use of nanostructured materials of high thermal conductivity and

large surface area for heat transfer enhancement and capillary

fluid pumping in heat pipe devices, which enable a transfer of

significant heat load over large distances using only passive

means with no moving parts.

The long-term goal (>10 years) is to develop materials with

tunable or directional conduction, convection, and radiation

properties similar to what is presently being investigated in smart

windows but with a much larger tunable range so as to allow the

effective use and manipulation of thermal energy. Achieving this

goal relies on the development of low-cost, large-scale synthesis

methods in order to scale up the production of nanostructured

materials and to enable their use in thermal insulation and

thermal management applications at a scale relevant to the

global energy and environmental challenge.

Solid-state lighting

Solid-state lighting (SSL) based on light-emitting diode (LED)

technology has the potential to reduce energy consumption for

lighting by 33% by the year 2025, thereby circumventing the need

to build 41 GW power plants in the United States alone.211 As

�22% of electrical power generated in the U.S. is applied to

general illumination, the energy savings potential of this tech-

nology represents a significant contribution to addressing the

global energy challenge. Emerging legislation,212 that addresses

both the inefficiency of incandescent lighting (�6% of the elec-

trical input power is transformed to visible light) and the mercury

disposal problem of compact fluorescent technology, is creating

an opening for the early introduction of SSL. Although SSL

products based on LEDs are already on the market, and organic

LEDs (OLEDs) are close to market introduction,213 many

scientific, engineering and manufacturing challenges remain. To

realize the potential of SSL, the DOE has outlined a roadmap

culminating in 2025 with lamps that achieve 50% wallplug effi-

ciency for sunlight quality light (color temperature and color

rendering comparable to sunlight) at a cost that is competitive

with established technologies.214

Among the scientific challenges that impede progress toward

efficient LED lighting are the ‘‘green gap’’ and ‘‘droop.’’ The

green gap refers to the lack of a high efficiency LED source in the

Fig. 9 (a) High resolution transmission electron micrograph (HRTEM)

of a 65 nm disordered, layered WSe2 film from Ref. 203. Reprinted with

permission from MRS. (b) Summary of the measured thermal conduc-

tivities of the WSe2 films as a function of the measurement temperature

on a log-log scale. Each curve is labeled by the film thickness. Data for

a bulk single crystal are included for comparison. The ion-irradiated

sample (irrad) was subjected to a 1 MeV Kr+ ion dose of 3 � 1015 cm�2.

The line ---- is the calculated minimum thermal conductivity for amor-

phous WSe2 films in the cross-plane direction from Ref. 196. Reprinted

with permission from AAAS.
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yellow-green portion of the spectrum, near 560 nm (Fig. 10). At

the blue and red ends of the spectrum—470 nm LEDs based on

(In,Ga)N and 625 nm LEDs based on (Al,Ga,In)P—luminous

efficiencies of commercial, high-volume LEDs are in the range of

25–30%,214 and the best devices exceed 50%. Extending

(Al,Ga,In)P towards the yellow-green is complicated by the lack

of direct bandgap alloys in the arsenide–phosphide system with

energy gaps above �2.3 eV. Extending (In,Ga)N towards the

yellow-green is impeded by the large lattice mismatch strain

between GaN and InN (10.8% in the basal plane). The large

mismatch severely limits the thickness of (In,Ga)N that can be

grown without roughening, islanding, phase separation, or misfit

dislocation introduction. Hence, the active region of a GaN-

based LED is a series of quantum wells, each of which is limited

in thickness to a few nanometers.216 The point group of the

wurzite crystal structure permits both pyroelectricity (a sponta-

neous dipole moment along the c-axis) and piezoelectricity (a

change in the dipole moment induced by coherency stress). The

net effect is a large internal electric field in the quantum well,

giving rise to a quantum-confined Stark effect that spatially

separates the electron and hole wave functions, thereby impeding

radiative recombination. These coupled effects result in a rapidly

decreasing internal quantum efficiency as the emission wave-

length is increased beyond approximately 500 nm, yielding

wallplug efficiencies well below 10% for wavelengths greater than

560 nm (Fig. 10).

Concomitant with the reduction in internal quantum efficiency

as the wavelength is increased is the emergence of the loss in

efficiency with increasing current density. This problem, known

as ‘‘droop,’’ has plagued the development of green LEDs for

lighting applications. Droop is not currently understood. Several

theories have been proposed. Among the most prominent is the

effect of the small recombination volume (necessitated by the

large lattice mismatch) in enhancing the probability of non-

radiative Auger processes, proportional to the cube of the excess

carrier density, over radiative recombination, which is propor-

tional to the square of the excess carrier density.217 An alternative

explanation is based on carrier leakage through the quantum

wells.218 Although no consensus has emerged, it is likely that

more than one of the proposed explanations have roles in the

observed phenomenon. For example, filling of the available

quantum confined states in the (In,Ga)N wells or quantum dots

will reduce the confinement of excitons bound by bandgap fluc-

tuations, thereby enhancing the probability of non-radiative

recombination at threading dislocations.

Many approaches to address the droop and green gap

problems have been proposed. They include switching to semi-

polar or nonpolar orientations of GaN, employing nano-

structures to elastically relax a portion of the mismatch strain,

and moving toward bulk GaN substrates to minimize the density

of threading dislocations. The current practical solution in

‘‘warm’’ (i.e., color temperatures comparable to that of sunlight)

white LED lamps is to use phosphors to downconvert blue

photons into yellow-green photons to fill in the green gap. The

Stokes shift of the phosphor, however, puts an upper limit on the

efficiency of this process, as this energy is converted to heat.

Although the primary focus of solid-state lighting research has

been on the more mature inorganic semiconductor LED tech-

nology, OLED technology is also advancing rapidly. OLEDs

offer the potential for low-cost, flexible, spatially-distributed

light sources. OLEDs combine organic phosphors emitting at

several visible wavelengths to generate warm white light. The

luminous efficacy of the best warm white OLEDs is currently 45

lm W�1,219 substantially below the 2015 DOE target of 100 lm

W�1. The stability of the blue phosphor is a major concern as it

limits the lifetime of today’s OLED devices.213 Combining

organic and inorganic constituents appears to be an interesting

current research direction.

For solid-state lighting to reach its full potential for energy

savings, the following nanoscale scientific and engineering chal-

lenges should be addressed:

Near-term (2–5 years). Understanding the scientific basis for

the ‘‘droop’’ problem in (In,Ga)N LEDs may enable engineering

solutions that will improve the performance of green LEDs at

high drive current densities. Also important in the near term is

bringing the initial cost of white LED lamps down by a factor of

5–10 such that the payback period can be reduced to less than

three years for the industrial and public sector markets.

Although much of this cost reduction can be expected from high-

volume manufacturing, innovations in substrate engineering,

heat extraction, light extraction, and phosphors will be needed to

accelerate the rate of SSL introduction. Nanotechnology is likely

to play a role in all of these engineering innovations.

Mid-term (5–10 years). The ‘‘green gap’’ must be filled. Direct

electroluminescence at wavelengths near 560 nm with internal

quantum efficiencies above �80%, luminous efficacies exceeding

130 lm W�1 and wallplug efficiencies >50% are required.

Approaches that utilize nanoscale engineering may include strain

relaxation in nanostructures and the design of new artificially-

structured materials that exhibit direct bandgaps in the 2.0–3.0

eV range without significant lattice mismatch. Ultimately,

a monolithic (single-chip) white LED without phosphor down-

conversion would be a significant step towards bringing the

initial cost of white LED lamps down to a level that will be

acceptable for the residential market.

Fig. 10 Energy conversion efficiency and luminous efficacy of LED

lamps as a function of peak emission wavelength (after ref. 215). Efficient

monochromatic LEDs have been achieved in the blue-to-green and

amber-to-red portions of the visible spectrum with nitride and phosphide

III–V heterostructure diodes, respectively. To achieve white LEDs with

acceptable color quality and 50% wallplug efficiency, it will be necessary

to fill the ‘‘green gap’’ with efficient yellow-green emitters. The wallplug

efficiencies of today’s compact fluorescent (CFL) and incandescent (W)

technologies are indicated on the figure.
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Long-term (>10 years). The complex coupled electron–

photon–phonon processes under high optical and electrical

excitation levels in quantum-confined materials must be under-

stood at a quantitative level, along with the development of

experimentally-validated predictive models. On a more practical

level, continued advances in price reduction, lifetime, and added

functionality, such as tunable color and integrated sensing,

promise to add value to SSL technology for several decades.

Nanotechnology will enable the transformation of the mature

lighting industry into a dynamic field that will combine energy

savings with enhanced function.

Environmental aspects of energy

The problems of energy (generation, storage, and conservation)

and the environment (preservation and stewardship) are inti-

mately linked, both in terms of technology development and by

virtue of their global reach. Both are truly worldwide concerns,

and the solution of the energy problem not only depends on the

local environment (e.g., winds, solar, tides), but also will affect

the environment on a global scale. Although we argue for urgent

and massive investments into rapid development of a diverse

portfolio of renewable energy technologies aiming at a 100%

carbon-dioxide-neutral sustainable energy future, the path to this

future will inevitably involve utilization of carbon-based energy

sources for a significant period of time. Considering the cumu-

lative nature of the effect of CO2 emissions on the environment,

development and deployment of carbon dioxide capture and

storage (CCS) technologies may not be just optional, but required

for a sustainable transition from the present fossil fuel dominated

energy mix to carbon-free energy, while avoiding an environ-

mental disaster in the interim. Apart from the environmental

protection aspect of carbon dioxide capture, which initially is

focused on CO2 sequestration, advanced carbon dioxide capture

technologies may potentially become an important enabling

component of the reagent supply chain for renewable carbon-

based fuels by providing a concentrated source of CO2 for fuel

synthesis reactions (e.g., photocatalytic production of solar fuels

or via photosynthetic routes, such as algae cultivation).220 To this

end, we briefly touch upon the role of nanotechnology in

developing energy-efficient and scalable techniques for carbon

dioxide capture.

CCS will initially focus on capture of CO2 from large point

sources, such as coal-fired, electricity generating power plants.

Both carbon dioxide capture and carbon sequestration are

currently technically feasible, but the costs of deploying CCS on

a wide scale have prevented significant adoption of the tech-

nology. Of the components of CCS, it is the capture technology

that has been consistently shown to bear the largest cost, with the

sequestration of the CO2 playing a less significant, but still

important role in the overall cost of the technology. As such,

advances in nanotechnology are needed to help reduce the cost of

carbon dioxide capture.

Carbon dioxide capture technologies of two main types are

needed, (i) technologies for the capture of CO2 from existing coal-

fired power plants and (ii) technologies for capture from new coal

plants specifically designed to allow for easier carbon dioxide

capture. In the first category, CO2 must be captured from a flue

gas stream with a low CO2 partial pressure and significant water

content. Existing, mature technologies based on CO2 absorption

in liquid amine solutions provide a benchmark cost for carbon

dioxide capture, with the US National Energy Technology

Laboratory (NETL) suggesting that implementation will result in

a parasitic consumption of 38% of total plant energy output

leading to more than a doubling of the cost of the electricity

produced by the plant.5 New types of solvents such as ionic

liquids, which have been shown to be effective for the absorption

of both CO2 and SO2 and have the advantage of being non-

volatile, are being investigated for their potential use in carbon

dioxide capture.221,222 Adsorption technologies, where the CO2 is

captured by a solid sorbent rather than a liquid solution, hold

great promise for alternative, lower cost capture technologies.

Specifically, nanoengineered solids that capture CO2 efficiently

and can be easily regenerated are needed. As an example, solid

materials functionalized with amine sites that chemisorb CO2

have been engineered to have large capacities for CO2.223,224

Alternatively, functionalized ionic liquids can be coated onto

nanoporus materials and utilized for CO2 capture.225 Advances in

the ability to design the sorbent materials at the nanoscale will

enable the atomic or molecular scale engineering of the CO2

binding properties (e.g., enthalpy of adsorption) as well as the

critical sorbent transport properties (e.g., gas diffusion coeffi-

cients) that directly determine the efficacy of the adsorbents. In

parallel, new regenerable sorbents for the capture of NOx and SO2

are needed, and it is anticipated that such materials may be

developed by nanoscale design combining theory and experiment.

New power plant designs, for example, integrated gasification

combined cycle (IGCC) and oxy–combustion plants, that are

more amenable to low cost CCS, are under development. These

designs offer different constraints on the CO2 capture problem.

In IGCC, CO2 is captured at high temperatures from a H2/CO2

mixture. Dense metal membranes are one attractive route to

capturing CO2 from this mixture, although challenges remain to

develop membrane materials that are resistant to the chemical

impurities ubiquitous in coal gasification.226 Controlling the

structure of metal films on nanometer length scales, either by

modifying the surface properties of films or by using amorphous

structures rather than crystalline structures, has the potential for

making step changes in the performance of these membranes.227

Thus, advances in nanoscale materials design are needed to

allow expanded use of fossil fuels with CCS while slowing the

rate of increase of emissions of CO2 in the short term, and while

simultaneous work on nanoscale design of materials for solar

and thermal energy management is carried out, seeking long-

term energy solutions. In particular, the future efforts should

focus on:

In the near-term (2–5 years), conventional amine-based

absorption/stripping processes will be the first to be deployed for

post-combustion CO2 capture. Therefore, immediate efforts

should be directed at developing new liquid absorbent systems

with superior performance properties that can serve as ‘‘drop in’’

replacements for amines. These systems would be designed using

computational and nanoengineering techniques to have optimal

capacity and regeneration characteristics, thereby lowering

parasitic energy losses and costs. These processes will still be

costly and inefficient, however, and therefore broad research

efforts should be initiated to search for new, breakthrough

technologies that can ‘‘leapfrog’’ these absorption processes.
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In the mid-term (5–10 years), the goal will be to develop

revolutionary new materials designed specifically for large-scale

CO2 separation. New materials, such as nanoengineered porous

materials and membranes, as well as ‘‘hybrid’’ materials such as

chemically functionalized solids, will enable separation processes

that approach high thermodynamic efficiency without the large

thermal regeneration loads required by chemical solvents.

In the long-term (>10 years), conventional coal-fired power

plants will gradually be replaced with new technologies utilizing

gasification technologies. Materials will need to be developed

that are optimized for H2/CO2 separation under high pressures,

high temperatures, and in the presence of contaminants. These

technologies will be relevant for gasification of feedstocks

varying from coal to municipal waste and biomass, and therefore

the design of materials and processes to optimize systems

performance in diverse settings will be vital.

Summary and outlook

In this article, we critically assess the challenges faced by the

research community in meeting the demands for sustainable

energy in the near-, mid-, and long-term time frames. The pro-

jected need is to globally deliver power up to 25–30 TW by 2050

and 45–50 TW by 2100, with >50% of it coming from renewable

sources. Providing the world with a sustainable energy supply

without damage to the global environment poses a truly grand

challenge to the world, crossing national boundaries and

demanding massive scale societal investment in the search of the

sustainable energy generation, storage, and distribution infra-

structure of the future. This societal investment should have

multiple dimensions: current industrial practices should become

much more ‘‘energy-aware’’ and fully embrace energy conserva-

tion technologies and policies; development of largely CO2-

emission-free transportation should be encouraged, especially in

dense urban communities; and pubic awareness of future energy

challenges must be raised including the need for policy changes to

respond to these challenges. However, first and foremost, the

magnitude of the challenge and urgency to achieve the desired

goal within the designated timeframe demand rapid acceleration

of scientific progress in energy-related disciplines and technolo-

gies. Such a result can only be realized through a combination of

significant investments in energy research and development

along with advanced education and training of a large contingent

of scientists and engineers, working on the most pressing scien-

tific and engineering challenges in the field of energy. Further,

considering the relatively short time (�40 to 90 years) we have to

double-to-triple the present global energy supply, as well as to

make a dramatic change in the distribution of the energy mix

(from primarily fossil fuels to largely renewable sources), we

argue that only revolutionary change in how we produce energy

(convert it from the primary source to its useful form) and how

we manage energy (store, distribute and conserve) will allow us

to meet the demand goals within the pressing time schedule.

We focus our attention on a critically important subset of

renewable technologies concerned with solar, thermal, and

electrochemical energy conversion, storage, and conservation.

On the basis of this discussion we highlight the need for a step-

wise advance in energy science and technology within the next

decades, and we emphasize the importance of nanoscience and

nanotechnology to enable such advances to occur. The search for

new materials compositions and nanostructures with intrinsically

superior transport and storage properties should be at the focus

of the basic science efforts, towards evaluating the broadest

range of chemistries using powerful combinatorial screening

tools. Through this nanoscience-enabled search, the champion(s)

class of materials/structures will likely emerge, materials which

are either naturally abundant and readily accessible or should

serve as a proxy for the development of affordable synthetic

materials possessing similar properties, thus forming an

elementary building block for the design of energy conversion

and storage devices and systems. These accelerated advances in

nanoscale design of materials should proceed hand-in-hand with

the development of tools and methodologies for economically

sound, scalable manufacturing and integration practices. This

grand challenge calls for joint work between scientists and

engineers across the spectrum of disciplines which, in this paper,

we broadly refer to as the ‘‘nanoscale design for renewable energy

revolution’’.

By examining the specifics of the underlying science and the

challenges to be addressed, we identified several cross-cutting

themes of nanoscale design that are critical to the development of

the next generation of solar, thermal, and electrochemical energy

conversion, storage, and conservation technologies, expressed in

terms of the manipulation and control of basic energy carriers

(i.e., photons, excitons, electrons/holes, phonons, and molecules/

ions), emphasizing the importance of interactions that occur on

the nanoscale. These unifying themes, in which ‘‘nano’’ enables

marrying diverse functionalities, suggest priority directions for

present investment in nanoscale research that will lead to the

greatest and broadest future impact across the entire spectrum of

nanotechnology-enabled energy conversion, storage, and

conservation technologies.

� Multifunctional and selective active interfaces

Engineering the interfaces of nanostructures is of the outmost

importance to achieve the desired carrier transport characteris-

tics and efficient coupling between different energy conversion

processes with minimal dissipative losses. Selective interfaces

with spectrally tunable properties to enable wavelength-selective

filtering of energy carriers, and with chemical functionality to

promote preferential adsorption/selective separation of chemical

species will enable efficient utilization of the entire frequency

spectrum of the primary energy source (be it solar or thermal)

and efficient solar/thermal-to-electro/chemical energy conversion

and storage.

� Scale coupling for energy conversion and storage

Energy storage occurs at the nanoscale, primarily in the energy

bonding one atom to another and, on this fundamental level, it

cannot be separated from energy conversion and transport. Thus,

matching the time scales (relaxation times) of the relevant energy

carriers participating in energy conversion processes (i.e.,

photons, electrons, phonons) by managing and/or engineering

their characteristic length scales (mean free paths and wavelength)

and propagation velocities is an essential prerequisite to sound

nanoscale design of energy conversion and storage devices.
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� Catalyst design for fast, high density conversion and storage

Design of catalytically active materials on the nanoscale offers an

opportunity to dramatically lower the activation energy for

catalytic reactions (e.g., photocatalytic production of renewable

fuels and electrochemical conversion and storage devices) that

enable an exponential increase in the rates of energy conversion

and storage. Catalytic activity is an essential driver to achieve

a Moore’s-law-like increase in the supply of energy in techno-

logically usable form and at low cost. Development of active

catalysts with minimal materials usage and the use of cheap,

abundant materials for catalysis are central to address the issue

of availability/limited materials resources.

� Device/process/material design for multifunctionality

Multifunctional processes and devices with an intimate coupling

of energy conversion and storage, although fundamentally more

complex and difficult to engineer at the nanoscale, have the

greatest potential for major impact. Synthesis of biofuels and

photocatalytic production of solar fuels are examples of such

processes, which not only convert and store solar energy into

practically useful, high energy density substances, but also

consume greenhouse pollutant CO2 as a co-reagent of the reac-

tion. An ability to fine-tune the properties of materials (e.g., via

domain-selective doping) and to precisely control their structural

features (e.g., catalyst active site and supporting structure) are

potentially promising avenues for overcoming limitations on

performance that appear to be fundamental barriers when

material/device design is done on a conventional (macro) scale.

� Hybrid materials for energy efficient separation

Energy efficient approaches to selective chemical species sepa-

ration at high throughput using nanoengineered membranes

and porous sorbents, in particular targeting carbon dioxide

capture and hydrogen purification, are fundamental to viability

of a host of energy storage and conversion technologies, from

fuel cells and hydrogen storage to biofuels and solar fuels

synthesis and processing for power generation. In particular,

hybrid materials, such as chemically-functionalized nano-

structured solids are promising for large-scale CO2 separation

for its capture, with an energy efficiency approaching the

thermodynamic limit.

� Optimized substrates and supporting structures

The critical importance of a substrate for high efficiency and

practical viability of nanoscale energy conversion should not be

overlooked. The substrate is defined here in its broadest sense,

including a support structure for catalysts (e.g., a meso/nano-

scopic zeolite matrix hosting dispersed nanoparticles of the

catalyst for photocatalysis or for electrodes in fuel cells, batteries

and capacitors); a high surface area, gas-permeable backbone for

an active sorbent material (e.g., CO2 capture); a substrate for

solid-state-lighting devices (e.g., sapphire for white LED lamps);

among others. The substrates not only must be cheap, manu-

facturable, but must first and foremost have the desired physico-

chemical properties which often play an important functional

role in device/process performance. Ultimately, the quest is for

cheap meso/nano-structured substrates, such as plastic, polymers

and paper-like materials that could be modified on the nanoscale

to attain the desired structural and physical characteristics for

the application in hand.

� Exploitation of liquid/gas properties in a confined state

Engineering (tuning) liquid/gas properties of materials by

nanoscale confinement is a relatively unexplored venue that can

lead to breakthroughs in performance for a number of critical

energy-related applications. In particular, this could result in

conceptually new designs of thermal insulation materials aiming

to simultaneously minimize convective, conductive and radiative

heat losses, of smart windows with directional and wavelength

dependent optical properties, and improved efficiency of elec-

trochemical storage devices (batteries and capacitors). Further-

more, conventional bulk-solution-based absorption/stripping

processes for post-combustion CO2 capture may be also

impacted, resulting in the development of new types of liquid

absorption systems with superior performance as compared to

currently used amine-based CO2 capture.

� Manufacturing for affordable nanostructures and devices

In addition to opening up new, untapped functionalities and

enhancing the existing operating modes of conventional

processes/devices/systems, nanotechnology offers a unique

possibility to realize these dramatic improvements in practice on

a large scale and at much lower cost. This realization of nano-

scale improvement relative to the macroscale is owing to the

possibility of minimizing the amount of expensive (‘‘active’’)

materials that is used, which in the limit is just a single atomic

layer deposited on a surface of a cheap substrate. An appealing

feature of such a nanotechnology-enabled approach is that

a dramatic decrease in cost often occurs not only without sacri-

ficing, but actually with improving performance (in many cases,

for example solar cells, where thinner structures result in

improved performance by minimizing negative bulk effects).

However, this promise could only be realized if advanced

manufacturing technologies are developed for making nano-

structures at high throughput and low cost. Techniques such as

Atomic Layer Deposition (ALD) are very promising if they

could only be made less expensive with greatly increased

throughput; while also the creative adaptation of low-cost (‘‘low-

tech’’) conventional manufacturing tools and processes (e.g.,

ball-milling has been recently used for making low-cost ther-

moelectric nanocomposite materials with record-setting perfor-

mance numbers) for making nanomaterials is an interesting

avenue that needs to be explored to utilize an already available

manufacturing base and investments in such systems.

� Adaptive and flexible design approach for managing

complexity

To deliver on its promise of revolutionary improvement in

performance, the next generation of energy conversion and

storage devices needs to be designed with nano-enabled func-

tionality in mind, thus resulting in an effective top-down

approach to nanoscale design that could fully utilize the unique

features and capabilities offered by nanoscale materials and
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structures. Nanoscale control is one side of the problem, and

complexity is the other. Both need to be managed to achieve the

desired performance improvement for the final processes and

products which are used on the large (macro) scale. Development

of nanomaterials/nanostructures that are flexible and adaptable

(i.e., featuring high functionality at the nanoscale and tolerating

disorder on the mesoscale) provides a route to scalable and

economical manufacturing.

Predicting the future is a risky task and highly speculative.

Nevertheless, we believe that placing the research needs and

state-of-the-art in context, as this paper has attempted to do, will

prove to be useful in informing and stimulating activities that

could produce such breakthroughs. Hence, the mid-term and

long-term goals and unifying themes suggested in this article

must be considered as a strategic process, where the mid-term

and long-term goals are evolutionary and must be periodically

revisited and re-calibrated based on near-term successes and

failures, so that the resulting recommendations will provide

scientifically sound drivers and a roadmap for focusing future

research activities on the most promising approaches.

Finally, of no lesser importance is the need for educating and

training a workforce that is capable to lead the revolution to

a sustainable energy system. Of particular concern is the educa-

tion of research personnel and engineering practitioners who are

knowledgeable in the latest advances in nanoscience and nano-

technology, and are focused on and committed to energy-rele-

vant applications. This skill set includes not only expansion of

energy-specific educational programs for talented and motivated

youth in colleges and universities at the undergraduate and

graduate levels, but also the professional development and re-

training of experienced researchers at the post-doctoral level at

the leading centers of energy research. Ultimately, it is our

responsibility to invest wisely and with urgency in clean tech-

nologies that offer promise in helping to solve the energy chal-

lenge and to implement the solution. The benefits of success for

present and future generations will be incalculable, enabling

sustainable advances in the quality of life for the entire world

population without sacrificing the vitality of the environment.
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