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Abstract

Nowadays, social media have become one of the most important methods of communication that provide a real-time and 

rich source of information, including sentiments. Understanding the population sentiment is a key goal for organisations 

and governments. In recent years, quite a lot of research has been done on sentiment analysis from social media. However, 

all the work in the state of the art is focused on a specific pre-defined subset of tweets, e.g. sentiment analysis via keywords 

search from tweets for relevant brands, products, services, events and so forth. Monitoring the general sentiment at national 

level through the whole social media stream is not done due to the challenges of filtering sentiment-irrelevant information, 

diversity of vocabulary usage in general tweets across topics causing low accuracy and the need for bilingual or multilingual 

models. This paper proposes a system for general population sentiment monitoring from a social media stream (Twitter), 

through comprehensive multi-level filters, and our proposed improved latent Dirichlet allocation (LDA) (Wang et al. in 

ACM Trans Internet Technol 18(1):1–23, 2017; Wang and Al-Rubaie in Appl Soft Comput 33:250–262, 2015; https://pat-

ents.google.com/patent/US20170293597A1/en) method for sentiment classification. Experiments show that our proposed 

improved LDA for sentiment analysis yields the best results, and also validate our proposed system for national sentiment 

monitoring in Abu Dhabi using twitter.

Keywords Twitter analysis · Sentiment analysis · Latent Dirichlet allocation (LDA) · Happiness index · Short message 

classification · Bilanguage model

Introduction

Social media are now recognised as an important source of 

near-instantaneous information on events, news, ideas and 

more importantly opinions and emotions. It represents an 

effective and immediate method of communication among 

individuals and communities. The informal nature of social 

media has enabled it to become a rich medium for direct 

exchange of opinions and expressing sentiments, hence an 

effective medium for carrying out sentiment analysis to 

monitor happiness indices close to real time.

To understand the general sentiment of a certain populace 

is an important goal of organisations and governments glob-

ally. Social media offer first-hand insight into the thoughts, 

feelings and concerns of the population. Therefore, monitor-

ing social media enables organisations and government to 

measure the degree of population happiness without involv-

ing significant costs.

Some research has been carried out on sentiment analy-

sis from social media, but most of which focuses on senti-

ment analysis for a particular service or product/brand and 

mainly for languages with simple grammar, such as English. 

However, general sentiment analysis from short messages 

(tweets) for multiple languages has been challenging due to 

the following reasons:

1. Limited information in very short messages—the use of 

short text with informal expressions and word variations 

caused by spelling errors, tweet slang and abbreviations,

2. Huge amount of noisy data—we aim to obtain as many 

tweets as we can access within a region/country, and 

therefore, we need to filter out tweets that are irrelevant 
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to populace sentiment. This is very challenging, consid-

ering that many organisations and entities use Twitter 

for their marketing activities, events/news/announce-

ments, adding to advertisements, spam and many other 

sentiment-irrelevant tweets.

3. Sentiment is subjective—different persons might have 

different understanding and interpretation of the same 

tweet in the context of sentiment expression. Hence, sen-

timent analysis from tweets is even more challenging 

than other tweet applications, e.g. topics classification 

from tweets.

4. General sentiment analysis is more challenging—general 

sentiment analysis is more difficult than that for particu-

lar services/products or events, as it needs to cover a 

huge amount of vocabulary to represent sentiment across 

all areas.

5. Challenge of sentiment analysis from tweets in the Arab 

world—many tweets in the Arab world are written in 

Arabic or a mixture of Arabic and another language such 

as English. Text mining techniques are mature to deal 

with commonly used and relatively simple grammar lan-

guages such as English. Techniques and methodologies 

for Arabic text mining (especially for short messages 

with informal expressions) are still immature due to the 

inherent complexity of the Arabic language in terms of 

both structure and morphology. Hence, the proposed 

method and system have to be language independent and 

able to deal with different languages, including complex 

ones, while still achieving acceptable accuracy.

However, due to the wide usage of social media in Ara-

bic countries, there is great demand for an accurate system 

to monitor the happiness index of general sentiment from 

social media. Such a system needs to be at least bilingual. 

Given the challenges and high demand above, this paper 

proposes a general system for population happiness index 

monitoring using sentiment analysis from a social media 

stream (Twitter). The contributions of this work can be high-

lighted as:

1. Obtain an accurate filter to identify sentiment-relevant 

tweets. We propose and use multi-level comprehensive 

filters. An accurate filter is the premise of an accurate 

sentiment analysis. The filtering includes (1) Bayes Nets 

filtering out sentiment-irrelevant tweets by features, e.g. 

length of tweets, whether they include emoji, mentions 

@, mobile numbers, etc.; (2) improved LDA classifier 

(applied on text) to classify tweets as sentiment-relevant 

tweets or non-sentiment tweets.

2. Achieve a better overall accuracy for general sentiment 

analysis. We applied our proposed improved LDA for 

tweets (Wang et al. 2017; Wang and Al-Rubaie 2015)1 

classification to achieve similar or better accuracy for 

sentiment analysis than human being tagging. The 

proposed method is proved to obtain better results on 

benchmark datasets than the state-of-the-art methods. 

The proposed method is language independent and can 

deal with both English and Arabic tweets.

3. Provide a comprehensive tweet sub-stream selection 

which can filter, then display sentiment per theme or 

focus subject matter, e.g. particular topic(s), time period, 

location(s) and specific event(s).

4. Develop a comprehensive tweet visualiser that is flexible 

enough to show the user sentiment either in general or 

for a particular topic of interest(s), as time series, geo-

location distributions and table of tweets.

This paper is organised as follows: we discuss relevant 

work to sentiment analysis from social media in Sect. 2 and 

present our proposed system in Sect. 3. To prove the validity, 

we applied our proposed method to benchmark datasets and 

the results and comparisons are discussed in Sect. 4. Sec-

tion 5 presents the results of our proposed method when used 

for general populace sentiment analysis in Abu Dhabi, UAE. 

At last, Sect. 6 discusses our conclusion and future work.

Related work

Diverse research has been carried out to investigate how 

to improve the accuracy of sentiment analysis from social 

media. Some research focussed on the importance of 

pre-processing for sentiment analysis from social media 

(Krouska et al. 2016; Singh and Kumari 2016; Sahu et al. 

2015; Jianqiang and Xiaolin 2017). For example, Singh and 

Kumari (2016) investigated the importance of pre-process-

ing and claim that their proposed method is robust to size of 

datasets but also improved the accuracy. Some research was 

done using ensemble methods (Troussas et al. 2016; Hassan 

et al. 2013; Kanakaraj and Guddeti 2015; Abdelwahab et al. 

2015; Zhao 2016), removing the imbalance of dataset and 

solving the problem of not enough training data, with the 

aim of improving the overall accuracies. Hassan and Abbasi 

(2013) proposed a bootstrap ensemble framework for Twit-

ter sentiment analysis to solve the data imbalance problem 

and achieved better accuracy (between 27 and 80% across 

different datasets). Kanakaraj and Guddeti (2015) analysed 

how different ensemble methods help with the accuracy 

improvement for sentiment analysis from twitter. Zhao 

(2016) used ensemble learning (representing words as vec-

tors) and combined sematic and prior polarity for boosting 

1 https ://paten ts.googl e.com/paten t/US201 70293 597A1 /en.

https://patents.google.com/patent/US20170293597A1/en
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Twitter sentiment analysis. Krouska et al. (2017) presented 

a system for sentiment analysis for figurative language (emo-

tion) based on both content (text) approach and an emotion 

pattern approach, which showed that combining context 

analysis and emotion pattern analysis improves the overall 

accuracy for sentiment analysis from social media. Krouska 

et al. (2016), Troussas et al. (2016), and Nguyen and Jung 

(2017) evaluated how the pre-processing (Krouska et al. 

2016) and data ensemble (Troussas et al. 2016) help improve 

the sentiment analysis accuracy for different machine learn-

ing methods, and showed ensemble improves the accuracy 

significantly. They also compared the performance of using 

different algorithms for sentiment analysis on benchmark 

datasets (Nguyen and Jung 2017). Abdelwahab and Bah-

gat (Abdelwahab et al. 2015) investigated the relationship 

between the size of training set and accuracy. Sahu and Rout 

(Sahu et al. 2015) used a lexicon-based method for sentiment 

analysis and claimed that sentiment analysis in different 

domains need different lexicons, which indicates the inflex-

ibility of lexicon-based methods. Kontopoulos et al. (2013) 

proposed an ontology-based sentiment analysis for tweets. 

Furini and Montangero (2016) proposed and investigated a 

gamification approach for sentiment analysis from tweets. 

Bravo-Marquez et al. (2016) investigated the transferring 

between words in sentiment lexicon and tweets’ sentiments. 

From the state of the art, machine learning techniques are 

also applied to sentiment analysis including naïve Bayes, 

maximum entropy (MAXENT) and support vector machine 

(SVM), as well as artificial neural network (ANN). Nakov 

et al. (2016a, b) discussed different algorithms and perfor-

mances for sentiment analysis from short messages based 

on benchmark datasets, SemEval. Their investigation shows 

that most systems were supervised and used a variety of 

handcrafted features and Twitter-specific encodings. Chi-

assi et al. (2013) and Zimbra et al. (2016) proposed hybrid 

system using n-gram and dynamic artificial neural network 

for brand sentiment analysis based on manually defined 

lexicon set and claimed their accuracy to be over 95%. Ajay 

and Sudhir (AIIT 2016) compared the performance of six 

popular machine learning methods for sentiment analysis 

from tweets. Shyamasundar and Jhansi (2016) focused 

on feature extraction using TF-IDF to improve the senti-

ment analysis accuracy from machine learning techniques 

(naïve Bayes and SVM) for benchmark datasets. Siddiqua 

et al. (2016) proposed a rule-based classifier based on the 

emoji and sentiment lexicons for Twitter sentiment analysis 

and compared with two known systems (SentiStrength and 

Semantria) and claimed better accuracy in three out of four 

benchmark datasets.

Some of the proposed methods are applied to various 

benchmarks or their own collected datasets and achieved 

accuracy between 60 and 85% depending on the algorithms 

and datasets. Ren et al. (2016) improved the word embedding 

method for Twitter sentiment analysis and achieved an accu-

racy of 78.57% without expert knowledge and 81.02% with 

expert knowledge for benchmark datasets. Wu et al (2016) 

proposed a method to extract sentiment knowledge from 

massive unlabelled data (tweets) and achieved an accuracy of 

85% to 88% when applying it to different datasets. Saifa et al. 

(2016) introduced a lexicon-based approach which achieved 

better results for two datasets but worse result for the third. 

Pandey et al. (2017) proposed a novel k-mean-based cuckoo 

search for sentiment analysis from tweets which showed an 

accuracy of 67% to 84% for different benchmark datasets. 

Zhao and Cao (2015) proposed a method to make use of the 

co-occurrence statistics and contextual semantic relations 

as features for sentiment analysis and produced an average 

accuracy of 82% for different benchmark datasets. Christos 

and Maria tested different algorithms for sentiment analysis 

services. In this context, five well-known learning-based 

classifiers (naïve Bayes, support vector machine, k-nearest 

neighbour, logistic regression and C4.5) and a lexicon-based 

approach (SentiStrength) have been evaluated based on con-

fusion matrices, using three different datasets (OMD, HCR 

and STS-Gold) and two test models (percentage split and 

cross-validation). The results demonstrated the superiority 

of naïve Bayes and support vector machine regardless of 

datasets and test methods.

Some methods have been applied to particular real-life 

problems, e.g. sentiment for a particular brand for customer 

services, events or political elections. Much research has 

been done for sentiment analysis from tweets for brands for 

customer services (Chiassi et al. 2013; Zimbra et al. 2016; 

Qaisi and Aljarah 2016). Philander and Zhong (2016) used 

a dictionary-based method for social media microblogging 

data sentiment analysis for hospitality operators and used 

Las Vegas integrated resort casino as use case, which they 

claimed to yield reasonable reliability for reviews ranking. 

Qaisi and Aljarah (2016) used tweet sentiment analysis 

for two different cloud service providers. Gupta and Kohli 

(2016) used Twitter sentiment analysis in healthcare. Yang 

and Wang (2014) proposed a method to analyse real-time 

tweets for US soccer fans during 2014 FIFA World Cup 

games and analysed the dynamic emotion changes of fans 

through the courses of the games. Schumaker et al. (2016) 

used sentiment analysis from social media to predict football 

matches outcomes and yielded an accuracy of 67%. Peng 

et al. (2016) used twitter sentiment analysis for drugs inci-

dents using Weka packages and the sentiment analysis accu-

racy was just over 62–65%. Ramteke et al. (2016) used Twit-

ter sentiment analysis for election result prediction. Other 

applications included how to use social media to assist in 

solving other problems, e.g. economic analysis and financial 

prediction by using social media as supplementary infor-

mation. Smailovic et al. (2014) proposed a system to use 

social media to help financial markets prediction for more 
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profitable online trading. Porshnev et al. (2013) used differ-

ent dictionaries for sentiment analysis from tweets to help 

financial and stock prediction. Daniel et al. (2017) focused 

on event-based sentiment analysis from tweets and discov-

ered that the tweet events’ sentiment influences financial 

events for the community/company.

Although much work has been carried out, social media 

sentiment analysis is still challenging due to the limited 

information in one single message of social media, in addi-

tion to indirect expressions, as well as the noisy information 

within social media such as advertisements and news. In all 

the of above prior art, the importance of noise filtering and 

tweet pre-processing is mentioned. Pre-processing includes 

a wide range of approaches to reduce noise.

All the research in the state of the art is focused on a 

subset of tweets out of the overall tweet stream, e.g. senti-

ment analysis via keywords search from tweets for relevant 

brands/products. When we consider the whole tweet stream 

to investigate the general (overall) population sentiment, 

we need to consider all tweet-carrying sentiment informa-

tion. We need to filter out tweets with no sentiment bearing 

content, e.g. advertisement, news and spam. As mentioned 

in the state of the art, filtering is very important, yet chal-

lenging. Filtering noise from a sub-stream of tweets related 

to a particular subject matter, event or brand has been dif-

ficult; filtering noise from the whole general tweet stream 

is even harder. Hence, the first challenge is how to filter out 

the information with no sentiment element from the general 

tweet stream. After filtering all non-sentiment tweets, senti-

ment analysis for general tweets remains more challenging 

than sentiment analysis for a specific application, this is due 

to the vast diversity of vocabularies and expressions used 

across different areas. It gets more complex when the tweet 

does not belong to any single defined subject matter, e.g. 

“Good day today,” and has sentiment information but not for 

any particular area. However, this information is indicative 

of the individual being happy and contributes to the over-

all happiness index for the whole population. On the other 

hand, given sentiment analysis from overall general tweets, 

obtaining sentiments for specific topics, brands, events, etc. 

is merely a tweet sub-selection task using either keywords 

or machine learning techniques to extract tweets from the 

overall tweet stream.

In summary, a sizeable amount of work has been done 

on sentiment analysis from social media, which we cannot 

list fully. However, as stated in the recent survey (Yue et al. 

2018), most work focuses on consumer and population opin-

ion mining for companies conducting surveys about corre-

sponding products and services, national security or public 

views on events such as elections. Very little work is done 

on general populace sentiment analysis due to the challenges 

mentioned in Sect. 1. This paper proposes a general system 

for population happiness index monitoring using sentiment 

analysis from social media data (Twitter) which is intro-

duced in Sect. 3.

The proposed system

There are five main components: tweet smart harvester, 

tweet filter, sentiment classifier, tweet sub-stream selector 

and visualiser (as shown in Fig. 1).

Smart harvester

We are using the Twitter REST APIs provided by Twitter 

for tweet harvesting. Java is used for the system develop-

ment, and Twitter4j is used to connect to the official Twitter 

REST APIs. Twitter REST APIs provide 100 * 180 tweets 

per 15 min, which adds up to maximum 1,728,000 (over 1 

million) tweets per day. However, we can only access tweets 

that have been indexed and made accessible to the public. 

Twitter states that not all tweets are indexed and only a sub-

set of the whole twitter stream is provided when using Twit-

ter REST APIs. Twitter also provides paid for subscriptions 

that can allow various additional levels of access. However, 

at a country/nation level a portion of the overall twitter 

stream is still huge considering the total amount of tweets 

within that country/nation. Hence, as long as the harvester 

is able to access and harvest a constant amount (percentage) 

of the total tweets, the tweets we harvested are representa-

tive of the overall happiness trend/index of the whole soci-

ety. Experimentally, the harvester obtains 0.3 to 0.4 million 

tweets daily in UAE and about 50 thousand tweets daily 

within Abu Dhabi. The streams are very stable as shown in 

Fig. 2. All tweets acquired contain information about author, 

location, time and tweet content (text). The implementation 

used Twitter REST APIs for automatically requesting tweets 

and then pushing them into Elasticsearch from time to time. 

It must be noted that when harvesting tweets, Twitter terms 

and condition for use must be followed and measures need 

to be taken to ensure compliance.

Filter

This is a very important component of the proposed system, 

especially when dealing with general tweets and not a par-

ticular subset, such as theme, topic, brand or event. There 

are three stages of filtering as shown in Fig. 1.

Stage 1

First, tweets are filtered by author, auto-messages (auto-

matically or semi-automatically generated tweets by a 

system or agency), mobile number, no valid informa-

tion and auto-prayers (automatically generated prayer 



Social Network Analysis and Mining (2021) 11:24 

1 3

Page 5 of 18 24

tweets). Company or media authors/accounts will not be 

considered for population sentiment, and they are manu-

ally tagged as non-personal accounts and hence do not 

contribute to population sentiment. To identify these non-

personal accounts, a manual process is required. However, 

this is an incremental process, new non-personal accounts 

will always be added incrementally once identified, 

which means less and less manual involvement is needed 

through time. Auto-messages might come from personal 

accounts, but are machine generated and do not contrib-

ute to the general sentiment analysis either, e.g. “one user 

followed me, two users unfollowed me.” In addition, we 

also observed that tweets with mobile numbers tend to 

be advertisements or conversations with customer ser-

vices accounts, which we also consider as not carrying 

sentiment element and filter out. Tweets including no 

valid information (e.g. tweets only containing URLs or/

and meaningless strings) are filtered out too. In the Arab 

world, many people use services to automatically gener-

ate tweets that have links to prayer websites. We consider 

these automatically generated prayer tweets, as not carry-

ing sentiment information; hence, they will be also filtered 

out in the first filtering stage.

Fig. 1  Happiness index system from tweets

Fig. 2  Daily number of harvested tweets (for any language)
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Stage 2

The remaining tweets will be input into Bayesian network 

(BN) and latent Dirichlet allocation (LDA) at the same 

time to be classified as sentiment tweets and non-sentiment 

tweets. The inputs to BN are the context properties of tweets, 

such as the number of included URLs/hyperlinks, mentions 

(@), hashtags (#) and emoji, as well as the valid length of 

the tweets (that is, the length after removing URLs and @). 

Furthermore, we input whether the tweets include telephone/

mobile numbers, year information and informal expressions 

(more than 2 continuous repeated characters). Figure 3 

shows the generated model of the BN tweet filter. The model 

(both structure and parameters) is trained/optimised from a 

batch of tagged tweets as training data. Hence, BN looks into 

the properties/context of a tweet, while LDA looks into the 

text/content of a tweet. By combining the results from BN 

and LDA, we consider both the tweet content/context and 

other characteristics of the tweets, e.g. author, URLs, etc. to 

identify whether a tweet carries sentiment element or needs 

to be filtered out. BN is good at dealing with structured data, 

i.e. characteristics of tweets, while LDA is good at dealing 

with text, i.e. the content of a tweet. Tweets classified as 

non-sentiment tweets by both BN and LDA will be discarded 

at this stage.

Stage 3

Now, the remaining tweets are then input into the improved 

LDA filter to classify sentiment-relevant tweets and senti-

ment-irrelevant tweets (we call junk) and the other to clas-

sify positive, negative, other (neutral or junk). Stemmers are 

proved to be an important part of pre-processing.

The number of tweets filtered out by stage 1 (filtered by 

authors, auto-messages, mobile numbers, no valid infor-

mation and auto-prayers) is shown in Fig. 4. We can see a 

small percentage (less than 5%) are filtered out during stage 

1 filtering. Adding more filtered author will increase this 

percentage, but we need to balance the manual effort and 

the filtering gained at this stage. Because stage 1 filtering is 

rule-based, all junk tweets from stage 1 are defined as junk; 

therefore, the accuracy in this stage is 100%.

The number of tweets filtered out by stage 2 is shown in 

Fig. 5. We can see a big chunk of tweets are filtered out. We 

manually checked a sample of filtered out tweets in stage 2 

and demonstrated that almost all tweets classified as junk are 

indeed junk (99% accuracy), which means we lose very little 

information by using stage 2 filtering. We need to ensure that 

we do not lose too much sentiment information (positive and 

negative tweets) when filtering out junk tweets.

After the filters of stages 1 2, the most difficult task is 

sentiment classification (positive, neutral, negative and 

junk). We will cover the details and present the results in 

the experiment sections.

The filter obtains the latest tweets (which have not yet 

been tagged as junk/relevant) from Elasticsearch and the 

generated model calculates the probability of the tweets 

being junk and writes the results back to Elasticsearch.

LDA sentiment classifier

The core element of our happiness index monitoring system 

is tweet classification, which is used for both filtering (as 

mentioned in last paragraph) and sentiment analysis (to clas-

sify sentiment-relevant tweets into positive, negative, neutral 

Fig. 3  Bayesian network tweet filter model

Fig. 4  Stage 1 filtering (English 
tweets in UAE)
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and junk). This can be also considered as a combination of 

sentiment analysis and additional stage of filtering. However, 

this is a combined model, and we do not separate this as a 

separated filtering stage. The LDA (for filtering and senti-

ment classification) needs a pre-processing module. In the 

pre-processing, in addition to removing invalid information 

and text normalisation, a stemmer is also applied. Tweet 

classification accuracy is key. We applied our improved ver-

sion of LDA for tweet classification which has achieved bet-

ter accuracy for general classification problems for tweets 

(Wang et al. 2017; Wang and Al-Rubaie 2015 ).2 The pseu-

docode of the filtering and sentiment analysis process is 

shown in Fig. 6. The detailed algorithm for our improved 

LDA is included in the references (Wang et al. 2017; Wang 

and Al-Rubaie 2015)3 and pseudocode is included in refer-

ence (Wang and Al-Rubaie 2015). A patent application has 

been filed on the improved LDA method, and more details 

are in reference4. Our proposed improved LDA is also com-

pared with existing algorithms applied to benchmark tweet 

sentiment datasets, and the results are discussed in Sect. 4.

Our proposed system continuously collects the latest 

tweets (which has not been tagged for sentiment) from 

Elasticsearch and calculates the probability of the sentiment 

(positive, negative or neutral) for these latest tweets and 

stores the results back in Elasticsearch.

Tweet sub-stream selector

In addition to providing sentiment from the overall tweet 

stream, sentiment for topics and events of interest can also 

be provided by narrowing the stream down by topic selec-

tion, hashtag selection, location and time period selection 

or keyword search. The tweet sub-stream selector provides 

a comprehensive capability to view different sentiment con-

stituent from different areas/topics to compose the overall 

happiness index. In other words, our proposed system helps 

understand not only the overall national sentiment, but also 

the components contributing to the national sentiment and 

their effect, more precisely, the underlying reasons for the 

national sentiment. Hence, potentially providing an insight 

into the factors that influence the index, e.g. the population 

is generally happy but not that happy with public transport, 

so improving the public transport might help with improving 

the overall happiness index.

The sub-stream selector is built into the visual-

iser to select sub-streams of interest by searching from 

Elasticsearch.

Fig. 5  Stage 2 filtering (English tweets in UAE)

2 https ://paten ts.googl e.com/paten t/US201 70293 597A1 /en.
3 https ://paten ts.googl e.com/paten t/US201 70293 597A1 /en.
4 https ://paten ts.googl e.com/paten t/US201 70293 597A1 /en.

https://patents.google.com/patent/US20170293597A1/en
https://patents.google.com/patent/US20170293597A1/en
https://patents.google.com/patent/US20170293597A1/en
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Obtain all newly harvested tweets from Elas�csearch 

for each tweet T

#stage 1 filtering

if the tweet is from one of the list of defined companies/organisa�ons:

tag it as junk and con�nue for next tweet;

else if the tweet includes any auto-messages tag, e.g. thumb for youtube, auto-link to pray websites:

tag it as junk and con�nue for next tweet;

else

pre-process to remove uninforma�ve strings/characters such as links, men�ons, etc. 

if no words or emoji le�:

tag it as junk and con�nue for next tweet;

else 

con�nue to stage 2 filtering

#stage 2 filtering

extract features from the tweet (whether include url, hashtag, men�on, emoji, mobile number, etc. as shown in Figure 3)

input the extracted features into the bayes net model in Figure 3 and get the probability_filter (as junk) 

if probability_filter > 0.5:

tag it as junk and con�nue to next tweet;

else:

con�nue with stage 3 filtering

#stage 3 filtering 

input the pre-processed tweet into filter LDA model to classify the tweets as either sen�ment relevant or sen�ment irrelevant

#sen�ment analysis

input the preprocessed tweet into sen�ment LDA model to classify the tweets as posi�ve, nega�ve, neutral, or junk

#write the result back to Elas�csearch

push the result (posi�ve, nega�ve, neutral, or junk) back into Elas�csearch  

Fig. 6  Pseudocode for tweet filtering and sentiment analysis

Fig. 7  General sentiment visu-
alisation in Abu Dhabi
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The visualiser

The comprehensive visualiser shows tweet sentiments 

through time and across location, for both general and sub-

stream sentiment through tweet sub-stream selection as 

shown in Fig. 7.

Improved LDA classi�er for sentiment 
analysis for benchmark datasets

Tweet sentiment analysis is a difficult problem of text clas-

sification. Text classification accuracy is the key for a happi-

ness index monitoring system and is used for both the filter-

ing process (classify all tweets into sentiment-relevant and 

sentiment-irrelevant tweets) and sentiment analysis (classify 

sentiment-relevant tweets into positive, negative, neutral and 

junk).

From the state of the art, various machine learning tech-

niques for text classification are applied to sentiment analysis 

including naïve Bayes, maximum entropy (MAXENT), sup-

port vector machine (SVM), artificial neural network (ANN) 

and latent Dirichlet allocation (LDA). LDA (Blei et al. 2003) 

was introduced by Blei and is a statistic model for classifica-

tion based on word–topic frequency distribution. When LDA 

is applied directly to tweets, we lose the accuracy due to the 

shortness of tweets. We proposed a method, the improved 

LDA, to tackle this difficulty which is the subject of a pend-

ing patent application.5 Compared with other machine learn-

ing methods, no keywords are needed to be pre-defined for 

LDA itself which makes it more attractive for text mining. 

We proved the higher accuracy of our proposed improved 

LDA over SVM and other algorithms in our previous work 

(Wang et al. 2017; Wang and Al-Rubaie 2015).

We are using our improved LDA for tweet sentiment 

analysis, i.e. classification of positive, negative, neutral and 

junk, and as filter, i.e. classification of sentiment-relevant 

and sentiment-irrelevant tweets. Our proposed improved 

LDA is also compared to state-of-the-art algorithms for 

benchmark tweet datasets.

To prove the advantages of using our improved LDA for 

sentiment analysis in comparison with the state-of-the-art 

algorithms, we applied our improved LDA to a set of bench-

mark datasets used in the literature as shown in Table 1. 

We first apply our proposed method to benchmark data-

base OMD (Wu et al. 2016), STS-Gold (Wu et al. 2016) 

and HRC database (Ren et al. 2016; Wu et al. 2016). The 

comparison of our proposed method with existing methods 

and baseline methods are shown in Table 2 and Figs. 8, 9 and 

10. When comparing with the results in (Wu et al. 2016), our 

proposed improved LDA outperforms all their algorithms for 

all datasets, mainly because their methods are lexicon-based, 

while our proposed improved LDA is machine learning 

based. When compared with the best result of other machine 

learning techniques with ensemble learning (Troussas et al. 

2016), our proposed improved LDA is comparative to their 

accuracy (0.8579 using ours and 0.8774 using ensemble-

based methods for OMD dataset, 0.8629 using ours and 

0.8510 using ensemble-based methods for HCR dataset and 

0.9130 using ours and 0.8902 using ensemble-based meth-

ods for STS-Gold dataset). Their ensemble learning is based 

on the combined/best results of popular machine learning 

methods (NB, SVM, KNN and C4.5) which proves that 

ensemble learning increases the accuracy of machine learn-

ing methods in general. Therefore, we expect the accuracy 

for our proposed improved LDA to increase when embed-

ded in ensemble learning techniques, which is part of our 

future work. Our proposed improved LDA is also better than 

Zhao’s method (Pandey et al. 2017) for STS-Gold dataset. 

(Result for other datasets is not available in their paper for 

comparison here.)

Table 1  Datasets used for 
comparison

a https ://paten ts.googl e.com/paten t/US201 70293 597A1 /en

Dataset Total Positive Negative Neutral

OMDa 1081 393 688

HCRa 1354 397 957

STS-Golda 2034 632 1402

STS-manual (Wang and Al-Rubaie 2015)/testdata.manual.2009.06.14 
(Blei et al. 2003) also referred as STS test or STS-test in the refer-
ence)

498 182 177

Twitter-sander-apple2 (Blei et al. 2003) 479 163 316 139

Twitter-sander-apple3 (Blei et al. 2003) 988 163 316

Twitter dataset online (Blei et al. 2003) 2000 1000 1000 509

Sanders (Wang and Al-Rubaie 2015) 3237 478 481 2278

5 https ://paten ts.googl e.com/paten t/US201 70293 597A1 /en.

https://patents.google.com/patent/US20170293597A1/en
https://patents.google.com/patent/US20170293597A1/en
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Then we apply our proposed improved LDA to STS and 

Sanders datasets (Ren et al. 2016) for accuracy compari-

sons with different systems. We apply the same strategy of 

fivefold cross-validation to compare our accuracy with the 

result in Ren et al. (2016) and Pandey et al. (2017), as shown 

in Table 3 and Fig. 11. We can see our proposed improved 

LDA obtains the best accuracy, which is overall 2% better in 

accuracy for both datasets of STS and Sanders. When com-

pared with Zhao’s method (Pandey et al. 2017), our proposed 

method obtains better accuracy for STS-manual dataset, and 

the accuracy for Sanders dataset is not available from Zhao’s 

paper (Pandey et al. 2017).

Other tweet datasets we use for accuracy comparisons are: 

test data manual 2009.06.14 (Saifa et al. 2016) (also referred 

as STS-manual test (Ren et al. 2016)), Twitter-sander-apple2 

(Saifa et al. 2016), Twitter-sander-apple3 (Saifa et al. 2016) 

and Twitter dataset online (Saifa et al. 2016). The accuracy 

results are shown in Table 4 and Fig. 10. From Table 4, we 

can see that our proposed improved LDA achieves the best 

accuracy for the datasets of test data manual 2009.06.14 

Table 2  Accuracy comparison for OMD and HRC datasets

a https ://paten ts.googl e.com/paten t/US201 70293 597A1 /en

Dataset

OMD (Wu et al. 2016) HCR (Wu et al. 2016) STS-Gold (Wu et al. 2016)

Accuracy F-measure Accuracy F-measure Accuracy F-measure

Baseline-ML (Wu et al. 2016) 0.5162 0.516 0.4742 0.4741 0.5747 0.5746

Baseline-SL (Wu et al. 2016) 0.5282 0.5269 0.4882 0.4858 0.5664 0.5592

Baseline-SS (Wu et al. 2016) 0.6679 0.614 0.6699 0.596 0.8132 0.7856

SentiWordNet-Mdn (Wu et al. 2016) 0.6161 0.6061 0.6617 0.5364 0.6937 0.6583

SentiWordNet-Pvt (Wu et al. 2016) 0.6531 0.6246 0.6329 0.5451 0.707 0.658

SentiWordNet-Hbd (Wu et al. 2016) 0.6698 0.6578 0.6322 0.5453 0.7114 0.6689

MPAQ-Mdn (Wu et al. 2016) 0.6698 0.5936 0.7068 0.5889 0.762 0.7148

MPAQ-Pvt (Wu et al. 2016) 0.704 0.6562 0.6846 0.5539 0.7606 0.7129

MPAQ-Hbd (Wu et al. 2016) 0.7058 0.6694 0.6832 0.5635 0.7566 0.7221

Thewall-Lexicon-Mdna 0.6707 0.5975 0.6869 0.5428 0.7974 0.7615

Thewall-Lexicon-Pvt (Wu et al. 2016) 0.6901 0.6409 0.6706 0.5335 0.7984 0.7586

Thewall-Lexicon-Hbd (Wu et al. 2016) 0.6984 0.662 0.6699 0.5422 0.8033 0.7752

Our improved LDA 0.8579 0.8585 0.8629 0.86 0.9130 0.9129

Christos’s ensemble-based methods (Trous-
sas et al. 2016)

0.8774 NA 0.8510 NA 0.8902 NA

Best Result in (Nguyen and Jung 2017) 0.811 0.803 0.749 0.721 0.818 0.806

Zhao’s method (Pandey et al. 2017) NA NA NA NA 0.8007 NA

Fig. 8  Accuracy comparison for 
OMD dataset
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Fig. 9  Accuracy comparison for 
HRC dataset

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

HRC

accuracy F-measure

Fig. 10  Accuracy comparison 
for STS-Gold dataset
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Table 3  Accuracy comparison 
for STS and Sanders datasets

Methods STS-manual (Wang and Al-
Rubaie 2015)

Sanders (Wang 
and Al-Rubaie 
2015)

LS (Wang and Al-Rubaie 2015) 0.8228 0.8338

Log (Wang and Al-Rubaie 2015) 0.8218 0.8366

SVM (Wang and Al-Rubaie 2015) 0.7969 0.8218

NB (Wang and Al-Rubaie 2015) 0.8375 0.8207

DistSup (Wang and Al-Rubaie 2015) 0.7673 0.7297

ESSA (Wang and Al-Rubaie 2015) 0.7536 0.7421

ESLAM (Wang and Al-Rubaie 2015) 0.8698 0.8275

NRC-Canada (Wang and Al-Rubaie 2015) 0.8537 0.8406

Coooolll (Wang and Al-Rubaie 2015) 0.8543 0.8396

HSK-LS (Wang and Al-Rubaie 2015) 0.8729 0.8628

HSK-Log (Wang and Al-Rubaie 2015) 0.8817 0.8636

HSK-SVM (Wang and Al-Rubaie 2015) 0.8838 0.8606

our improve LDA 0.9032 0.882

Zhao’s method (Jianqiang and Xiaolin 2017) 0.8161 NA
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(Ren et al. 2016; Saifa et al. 2016), Twitter-sander-apple2 

(Saifa et  al. 2016) and Twitter dataset. When the pro-

posed improved LDA is applied to Twitter-sander-apple3 

(Saifa et  al. 2016), we achieve an accuracy of 0.7836 

which is the second best among all compared methods. 

Twitter-sander-apple3 has 3 categories instead of 2 as in 

the other datasets. This is expected, as when using training-

based classifiers the accuracy decreases when the number 

of categories increases.

Fig. 11  Accuracy comparison 
for OMD and HRC datasets
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Table 4  Accuracy comparison 
for OMD and HRC datasets

Bold values indicate best result for the corresponding column across different methods/algorithms

Methods testdata.man-
ual.2009.06.14

Twitter-sander-
apple2

Twitter-sander-
apple3

Twitter dataset

CS (Blei et al. 2003) 0.5954 0.5828 0.6362 0.5058

ICS (Blei et al. 2003) 0.6148 0.5829 0.6485 0.5463

GCS (Blei et al. 2003) 0.6041 0.5681 0.6307 0.526

PSO (Blei et al. 2003) 0.5928 0.5724 0.6217 0.5055

DE (Blei et al. 2003) 0.5936 0.5745 0.6301 0.516

SVM-tri (Blei et al. 2003) 0.4447 0.6051 0.5227 0.5615

NB-tri (Blei et al. 2003) 0.4123 0.525 0.5053 0.5525

CSK (Blei et al. 2003) 0.7817 0.8416 0.8221 0.6745

Our improved LDA 0.9032 0.9048 0.7836 0.7845

Method (Krouska et al. 2016) 0.8161 NA NA NA

Table 5  Accuracy comparison 
for gold stanford dataset

Bold values indicate best result for the corresponding column across different methods/algorithms

Method (Singh and 
Kumari 2016)

Precision Recall F-score

Positive Negative Other Positive Negative Other Positive Negative Other

Naïve Bayes 0.267 0.352 0.831 0.598 0.648 0.449 0.369 0.456 0.583

Bayes Net 0.38 0.348 0.81 0.295 0.639 0.678 0.332 0.45 0.636

DMNB 0.679 0.739 0.805 0.381 0.52 0.935 0.488 0.611 0.865

SMO 0.543 0.614 0.82 0.475 0.537 0.866 0.507 0.573 0.842

Hyperpipes 0.415 0.544 0.755 0.308 0.289 0.88 0.353 0.377 0.812

Random forest 0.857 0.881 0.718 0.088 0.167 0.989 0.159 0.276 0.832

Our improved LDA 0.453 0.496 0.945 0.64 0.74 0.89 0.532 0.594 0.89
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Zimbra et al. (2016) tested the performance of various 

algorithms for sentiment analysis by using the Sanders Twit-

ter dataset. The accuracy comparison in precision, recall and 

F-score is shown in Table 5. Our proposed improved LDA 

and random forest tend to achieve better results than other 

methods. Random forest obtains the best precision but very 

low recall for positive and negative categories, which makes 

random forest less useful here because it fails to identify 

most actual positive and negative tweets. The F-score for 

positive and negative categories from random forest is very 

low due to their low recall rate. Our proposed improved LDA 

achieves the best F-score for positive and other categories, 

and the second best accuracy for the negative category.

General sentiment analysis

Accuracy for general sentiment analysis

We are running an online harvester in the background to 

continuously harvest tweets from Abu Dhabi and UAE. 

These tweets are pre-filtered using the rules of authors, auto-

messages, no valid information and auto-prayers (as Stage 1 

of filtering). The tweets are then filtered by Bayes Nets (as 

Stage 2 of filtering). Then, the proposed improved LDA is 

applied to tweets that are not pre-filtered as junk/sentiment-

irrelevant. The proposed improved LDA is a supervised 

learning method which needs a training file to generate the 

model (Wang et al. 2017; Wang and Al-Rubaie 2015).6 The 

training file contains a list of tweets (after filtering) that are 

manually tagged as positive, negative, neutral or junk/irrel-

evant, because the remaining tweets still contain some junk 

tweets that could not be filtered out in Stages 1 and 2 filter-

ing. Sentiment analysis is a difficult task for classification, 

and it is even more difficult for general sentiment analysis 

from all tweets. The difficulty stems from the ambiguity of 

sentiment expressions (which are even more ambiguous in 

tweets due to their informal nature) and subjective interpre-

tation from one individual to another.

To generate the training and testing data, two types of 

training schemes are involved: individual tagging and group 

tagging. In group tagging, each of the taggers are requested 

to tag all the tweets in the set, so each tweet is tagged by 

every tagger. In individual tagging, each tweet is tagged only 

by one tagger. Group tagging is used to identify the consist-

ency of tagging from different taggers, while individual tag-

ging is used to extend the size of training data.

Twitter identifies and tags tweets with the language used, 

but in many Arab countries, the majority of tweets are either 

Arabic or English, e.g. percentage of tweets in Abu Dhabi as 

shown in Fig. 12. From Fig. 12, we can see that the combina-

tion of English and Arabic tweets covers about 90% of total 

tweets in Abu Dhabi UAE.

However, some Arabic tweets include English words 

occasionally as well. If the majority of words in one tweet 

are Arabic words, then twitter tags it as Arabic. Our pro-

posed improved LDA is language independent and hence 

is able to deal with both Arabic and English. We generate 

separate models for Arabic and English for better accuracy 

using the same technique (our improved LDA) because Eng-

lish and Arabic tweets use different vocabulary sets. English 

words that frequently occur in Arabic tweets can be caught 

and built in the generated Arabic model as well. In theory, a 

unique model to deal with both Arabic and English is pos-

sible but might lose some accuracy due to more variation in 

the total vocabulary when combining Arabic and English 

vocabularies.

For English tweets, we train our improved LDA model by 

using 12 k tagged tweets (Dataset A, from individual train-

ing) and test it using a different set of 300 random tweets 

with group tagging (Dataset B, all these 300 tweets are 

tagged by 4 taggers and a voting scheme among these four 

taggers is used to decide the final tagging for testing). The 4 

taggers are native English speakers from different English-

speaking countries to cover general English usages.

To highlight the ambiguity of sentiment expressions in 

tweets and the difficulty of sentiment analysis from tweets, 

we test the consistency from our 4 taggers for the random 

300 tweets (Dataset B) and the consistency percentage from 

all 4 taggers is only 46%. The accuracy from our LDA is 

between 44 and 52% when changing the training data size 

(600 to 12  k). Therefore, our proposed improved LDA 

Fig. 12  Percentage of tweets per language in Abu Dhabi

6 https ://paten ts.googl e.com/paten t/US201 70293 597A1 /en.

https://patents.google.com/patent/US20170293597A1/en
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obtains comparable or better accuracy when compared to 

manual tagging. Most of the disagreements between tag-

gers are related to neutral v. positive and neutral v. negative, 

which indicates that tagging itself depends on personality: 

positive thinking or negative thinking. This double confirms 

the challenges of sentiment analysis. In addition, there is 

also some confusion between positive and negative in man-

ual tagging, e.g. “I miss you” is tagged as positive by one 

tagger and negative by another, and both are explainable. 

This further shows the challenges of general sentiment anal-

ysis in comparison with topic/product/event/service specific 

sentiment analysis.

We now investigate how the size of training data influ-

ences the accuracy. Among the pool of randomly sampled 

12 k tagged tweets (Dataset A), we sample the tagged tweets 

from 5% (600) tweets to 100% (12 k) tweets as the training 

sets to generate the model. We tested the generated model 

by using Dataset B, a different set of 300 tweets tagged by 

4 taggers and a voting scheme. We run the experiment 10 

times, and the average accuracy according to the size of 

training data is shown in Fig. 13. The blue line shows the 

accuracy of four categories (positive, negative, junk and 

neutral). Most of the time we do not need to distinguish 

junk from neutral, because neither contribute to sentiment 

change. The orange line shows the accuracy of three cat-

egories (positive, negative and [junk or neutral]). We can 

observe the trend of accuracy increasing along the increase 

of the training dataset, especially at the beginning of training 

data size increase. The accuracy stays stable after 6 k of 

training data.

In the real world, for population sentiment analysis, 

neither neutral nor junk contribute to sentiment analysis. 

Therefore, we can combine junk and neutral as irrelevant 

tweets to be filtered out, which leads to 3 categories for the 

classifier (positive, negative and irrelevant as a combina-

tion of junk and neutral). We can see the accuracy is around 

60% with three categories, which again shows the difficulty 

of sentiment classification from general tweets with no 

constrictions.

Table 6 shows one set of test results of 300 random 

tweets. The green-coloured figures are those correctly clas-

sified; the blue-coloured figures are those wrongly classified 

but can be considered to compensate for each other to make 

the overall statistics correct; the grey-coloured figures are 

those wrongly classified between junk and neutral which do 

not change the statistics for population sentiment changes; 

hence, they can be ignored. The most impacting errors in 

classification that affect the performance and use of the sys-

tem are the incorrect classification between neutral and posi-

tive, and between neutral and negative. Further research is 

needed to address this area. We can see the accuracy from 

Table 6 is 54.6% for four categories’ classification: positive, 

negative, neutral and junk, and 63.0% for three categories’ 

classification: positive, negative and other (neutral or junk).

For Arabic tweets, we use our proposed improved LDA 

for the Arabic training data (the same process as for English 

stated above), and the accuracy is shown in Table 7. The 

accuracy for four categories’ classification: positive, nega-

tive, neutral and junk is 54.4%, and that for three catego-

ries’ classification: positive, negative and other (neutral or 

junk) is 59.2%. We can see that our proposed improved LDA 

obtains similar accuracy for Arabic as it did for English. The 

slight loss of accuracy is caused by the complexity of the 

Arabic language itself. How to improve the pre-processing 

for Arabic to improve its classification accuracy further is 

part of our future work.

Accuracy for general sentiment analysis with emoji

People are using a lot of emoji in today’s social media 

to express emotions. Emoji are a very valuable source of 

information for sentiment analysis, and they are intended 

0.4
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Fig. 13  Accuracy increases with the size of training data for general 
sentiment analysis

Table 6  Detailed results for LDA sentiment classification for English

Positive Negative Neutral Junk

Positive 103 12 37 7

Negative 12 42 44 3

Neutral 24 23 75 13

Junk 8 2 26 34

Table 7  Detailed results for LDA sentiment classification for English

Positive Negative Neutral Junk

Positive 260 40 29 10

Negative 80 54 19 6

Neutral 50 28 34 21

Junk 13 5 12 25
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to provide more recognisable representation of sentiment. 

Including emoji in sentiment analysis will greatly improve 

the accuracy. When we test the consistency of tagging from 

4 taggers for another random 300 tweets (Dataset C), all of 

which include emoji, the consistency for the agreement for 

all 4 taggers increases to 52% (from 44% for general sam-

pling from all tweets). This shows that emoji help reduce the 

sentiment vagueness.

However, there are no clear definitions for the sentiment 

of emoji, e.g. a heavy black heart can express a positive 

sentiment most of the time, but it occasionally also be 

negative. The sentiment represented by the emoji is also 

highly context (the message text used) dependant, which 

means that a lexicon of emoji for sentiment analysis will 

not work well. Table 8 shows the frequencies of differ-

ent emoji occurring in 300 randomly sampled tweets with 

emoji. In our proposed method, as part of the pre-process, 

all emoji are replaced with meaningful semantic strings, 

which are defined by https ://emoji pedia .org/, e.g. ✨ is 

replaced with “Sparkles.” After these replacements, all 

emoji are interpreted as machine understandable and 

meaningful strings. It helps the machine to better under-

stand the sentiment when using emoji together with the 

words used in the tweets.

Our proposed improved LDA performs better when deal-

ing with tweets containing emoji. When applying it to the 

same above mentioned 300 tweets with emoji (Dataset C), 

we obtain an accuracy of 68% compared to the consistency 

among four taggers of 52%. This shows that our proposed 

improved LDA obtains much better accuracy than the man-

ual tagging when dealing with tweets containing emoji. 

Table 8  Emoji frequencies for 
different sentiment

Emoji Replaced text Positive Negative Neutral Others Total

❤ Heavy_Black_Heart 156 8 42 37 243

✨ Sparkles 18 1 13 11 43

☺ White_Smiling_Face 16 5 8 10 39

☹ White_Frowning_Face 12 17 10 6 45

♥ Black_Heart_Suit 8 0 7 4 19

☕ Hot_Beverage 6 0 6 2 14

✋ Raised_Hand 5 0 5 3 13

✌ Victory_Hand 4 2 5 4 15

♻ Black_Universal_Recycling_Symbol 3 1 5 0 9

✈ Airplane 3 0 3 1 7

✔ Heavy_Check_Mark 2 0 2 3 7

❄ Snowflake 2 0 2 2 6

⛽ Fuel_Pump 2 0 3 1 6

✅ White_Heavy_Check_Mark 2 0 2 1 5

☁ Cloud 1 0 4 1 6

Fig. 14  Sentiment changes 
through 2 weeks in Abu Dhabi
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Emoji together with text results in more assured sentiment 

judgement.

Sentiment monitoring in real time

We are using the results of our system for statistical analysis 

of populace sentiment changes over time. Figure 14 shows 

the sentiment changes in Abu Dhabi, UAE over two weeks, 

Saturday, 11 Mar 2017, to Sunday, 26 Mar 2017. Overall, 

people tend to be happier during weekends, 11 Mar (Satur-

day), 18 Mar (Saturday), 24 (Friday which is weekend in 

the UAE) Mar 2017 than weekdays, which is no surprise. 

In addition, Monday, 20 Mar 2017(in the blue box) is the 

international happiness day, we can see the peak of posi-

tive sentiment around that day as well. Another interesting 

finding is that the negative index stays stable through time 

and the sentiment changes tend to be a move from neutral 

to positive during weekends or event/festival periods. This 

can be attributed to the fact that certain people tend to be 

negative over prolonged periods of time due to personal, 

environmental and psychological circumstances; moreover, 

there are individuals who are chronically unhappy. Hence, 

we see this relatively steady percentage of negative senti-

ment. On the other hand, the majority of people tend to be 

more inclined towards being positive and happy saving spe-

cific factors, such as day of week, events and environmental 

factors. This latter portion of the populace makes up those 

who are showing either positive or neutral sentiments. While 

we acknowledge that there is a statistical change over time, 

seeing people move from one group to another, we can see 

a stable distribution throughout the results’ period. This bet-

ter explains the periodical populace sentiment changes and 

their correlation with days of the week (working days or 

weekends).

In addition, the proposed system provides an insight 

into the underlying reasons driving sentiment change in the 

populace through time, especially within a particular theme/

area of interest, e.g. sentiment on the economy or education. 

For example, when we search for education-relevant tweets 

during 2019, we can see a peak of negative education-rele-

vant tweets around March 20, 2019 (as shown in Fig. 15.). 

When we look at the content of these tweets, we find out that 

this is school exams period in the UAE and students are con-

cerned or complaining about the exams. We can see a similar 

pattern during late November as well. Table 9 shows exam-

ples of tweets related to exams on 24 March as examples.

Conclusion and future work

In this paper, we proposed a system for general populace 

sentiment monitoring from social media. We highlighted and 

discussed the challenges of sentiment analysis from general 

tweets rather than specific streams such as brands, events, 

related tweets, as well as the challenges for sentiment analy-

sis in Arab countries.

For general sentiment analysis, we need to accurately 

identify tweets with sentiment among all tweets. To do this 

we, proposed and used multi-level comprehensive filters 

that are able to filter out non-sentiment tweets accurately. 

An accurate filter is a prerequisite for accurate sentiment 

analysis.

A short message classifier is key for accurate filtering 

and accurate sentiment analysis. We used our proposed 

improved LDA for tweets (Wang et al. 2017; Wang and Al-

Rubaie 2015; Blei et al. 2003)7 sentiment analysis which 

is able to achieve the best accuracy for benchmark tweet 

datasets when compared with existing methods as shown 

in Sect. 4. For general sentiment analysis from all tweets, 

the proposed improved LDA is able to achieve similar or 

better accuracy for sentiment analysis than human tagging 

as shown in Sect. 5. A comprehensive tweet visualiser was 

also developed to show the users’ sentiment changes, either 

in general or for particular interest(s), in geo-location distri-

butions and through time.

Fig. 15  Sentiment changes in 2019 in education in Abu Dhabi

7 https ://paten ts.googl e.com/paten t/US201 70293 597A1 /en.

https://patents.google.com/patent/US20170293597A1/en
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Although our improved LDA shows better accuracy in 

benchmark datasets, the accuracy for general sentiment 

analysis using real-world content is 68% and still needs to 

be improved. Deep learning and BERT (Devlin et al. 2019) 

are becoming popular for NLP tasks including text classi-

fication. However, BERT started for English and has been 

extended to other languages such as Arabic, i.e. AraBERT 

through Hugging Face (Wolf et al. 2020) very recently. Our 

future work will be investigating AraBERT for general sen-

timent analysis and how to combine it with our proposed 

method for better performance in accuracy.
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