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We present an extensive first-principles study of a large set of native defects in MoS2 in order to find out the

types and concentrations of the most important defects in this system. The calculations are carried out for both bulk

and monolayer forms of MoS2, which allows us to study how defect properties change between these two limiting

cases. We consider single- and few-atom vacancies, antisites, adatoms on monolayer, and interstitials between

layers in the bulk material. We calculate the formation energies of neutral and charged defects, determine the

charge transition levels, and from these self-consistently assess the concentration of defects at thermal equilibrium

as well as the resulting positions of the Fermi level. The chemical potential values corresponding to different

growth conditions are carefully accounted for, and for all values of chemical potentials relevant to the growth of

MoS2, the S vacancies are found to be the most abundant defects. However, they are acceptors and cannot be the

cause of the often observed n-type doping. At the same time, Re impurities, which are often present in natural

MoS2 samples, naturally provide good n-type doping behavior. We also calculate migration barriers for adatoms

and interstitials and discuss how they can affect the growth process.

DOI: 10.1103/PhysRevB.91.125304 PACS number(s): 31.15.es, 61.72.J−, 73.20.Hb

I. INTRODUCTION

Transition-metal dichalcogenides (TMDs), along with
other two-dimensional (2D) materials, are currently under
intense scrutiny due to their unique properties [1,2]. The proto-
typical TMD material is molybdenum disulfide (MoS2), which
is abundant in nature and cheap. Monolayers of MoS2, which
can be grown on a suitable substrate or exfoliated from the
bulk material, show extraordinary optical [3–5], electrical [6],
and mechanical properties [7,8]. As a result, MoS2 (and other
TMDs) hold great promise for future optoelectronic [6,9],
catalytic [10,11], and sensing [12] applications.

Bulk MoS2 can also be prepared in a multitude of

ways, such as vacuum heating of molybdenum trisulfide and

reacting molybdenum or molybdenum trioxide with sulfur or

hydrogen sulfide [13]. High-quality crystalline samples can be

obtained by chemical vapor transport (CVT) process [14,15].

Similar techniques have been previously used to grow MoS2

nanotubes and fullerenelike structures [16–18]. Recently, the

focus has shifted to ultrathin, down to monolayer-thick,

structures. These are manufactured by sulfurization of thin

molybdenum layers [11,19–22], CVT- and chemical vapor

deposition (CVD)-type approaches [11,21,23–25], or other

means [26–28]. Some of these approaches give large areas

of MoS2 with good crystalline quality and uniform thickness,

whereas others may be more suited for production of small

nanoparticles [29,30].
As any other material, TMDs have defects, which are

essential in determining electrical [31–34], magnetic [35], and
optical properties [36,37]. Moreover, defects in a material
with reduced dimensionality are expected to have a much
stronger impact on its electronic properties, as compared to its
bulk counterpart. During the material growth, often occurring
at relatively high temperatures, native defects are inevitably
introduced. The equilibrium concentrations are determined
by the growth conditions (pressure, temperature, and the
abundance of constituents) and the defect formation energies.
After the cooling of the sample, some of the defects remain in

the lattice. Furthermore, defects may be formed later on in the
processing stages.

Often high-quality crystalline samples with small concen-
tration of defects are desirable for applications. The types and
concentrations of defects have to be known before they can be
controlled. Unfortunately, quantifying defect concentrations is
difficult in practice. For instance, a scanning tunneling micro-
scope (STM) probes only the surface and energetic electrons
of the beam in a transmission electron microscope (TEM) may
damage the sample [38,39]. Consequently, the concentrations
of defects observed in different experiments vary strongly
depending on the details of the experiments [32,38–44], and
thus better understanding of the origin of these defects is
required.

In addition to the native defects unintentionally introduced
during growth, defects may also be produced deliberately at
the postgrowth stage. This can be achieved by electron irra-
diation [38,45], ion bombardment [37,46–52], chemical treat-
ment such as selenization [53], plasma treatment [54], STM
voltage pulsing [55,56], or vacuum annealing [32,37,57–59].
Such processes are useful as they allow controlled modification
of the material properties after the growth.

Finally, there is still uncertainty about the origin of the
often observed n-type doping of MoS2, which depends on the
sample and environment [34,60,61]. Natural samples often
contain Re impurities, which are shallow donors. There is no
Re in synthetic samples, but there can still be plenty of S
vacancies, which have then also been assigned as the source
of n-type doping [32,62,63]. On the other hand, in the studies
of 2D samples, the charge transfer with the substrate, and the
environment in general, will play a significant role [60].

To address these issues, we have studied a large set of native
defects in bulk and monolayer MoS2 using density functional
theory calculations. In spite of several previous works on the
topic, a systematic study has not yet been carried out. We
consider Mo and S vacancies, antisites, adatoms on monolayer,
and interstitials in bulk. We have calculated formation energies
of neutral and charged defects, which allows us to determine
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the thermodynamical charge transition levels. In addition, we
consider the role of Re doping, a common extrinsic impurity.
With all this information at hand, we determine thermal
equilibrium defect concentrations and Fermi-level positions
as functions of temperature and S partial pressure. We also
examine the diffusion of adatoms and interstitials in these
systems.

The paper is organized as follows. In addition to basic
computational parameters, an in-depth description of proper
choices of chemical potentials and the finite-size supercell cor-
rection methods for charged defects are given in Sec. II. Basic
structural and electronic properties of all considered defects,
together with their formation energies, are briefly described
in Sec. III. In addition, alignment of charge transition level
positions and diffusion properties of adatoms and interstitial
atoms are discussed at the end of Sec. III. Calculations for
defect concentrations and Fermi-level positions at thermal
equilibrium under different growth conditions are reported in
Sec. IV. The conclusions are drawn in Sec. V.

II. METHODS

A. Basic parameters

Our density functional theory (DFT) calculations are car-
ried out using the plane-wave basis and projector augmented
plane wave (PAW) description of the core regions, as imple-
mented in the VASP package [64,65]. We adopt plane-wave cut
off of 500 eV, which yields total energies converged within
1 meV/atom. Description of the exchange correlation is built
on top of the Perdew-Burke-Ernzerhof (PBE) functional [66].
The Van der Waals interactions are treated via the empirical
correction proposed by Grimme (PBE-D) [67], which gives the
structural parameters in good agreement with experimental
values as well as with the random phase approximation
calculations (RPA) [68,69]. PBE and PBE-D give very similar
defect geometries and energies. However, to make sure that the
binding energy between the layers, and thus the rigidity of the
environment, is properly accounted for in the case of Mo and
S interstitials in bulk MoS2, the calculations are carried out
at the PBE-D level. During ionic relaxation, the convergence
criterion for forces is set to 10 meV/Å.

In selected cases, we also carry out hybrid functional
calculations, relying on the form proposed by Heyd, Scuseria,
and Ernzerhof (HSE06) [70,71]. Hybrid functionals open the
band gap and appear to also lead to better defect level positions
within the gap in good agreement with the experiment [72,73]
and higher level of theory [74], as well as to yield total
formation energies that are in good agreement with the RPA
calculations [75]. In addition, due to decreased self-interaction
error, in partially occupied degenerate state systems hybrid
functionals often lead to qualitatively correct electron/hole
localization around the defect unlike the semilocal functionals.
In these calculations, the Fock integral over the Brillouin zone
is sampled at a halved grid.

The bulk parameters using the two adopted functionals are
collected in Table I. The k-point sampling of 12 × 12 × 1 and
12 × 12 × 4 for monolayer and bulk, respectively, was found
to yield total energies converged well within 1 meV/atom.
The band gaps are calculated without spin-orbit coupling. It

TABLE I. Basic material properties for MoS2 calculated with

PBE-D and HSE functionals together with the experimental values:

in-plane lattice constants a (in Å), ratio between the out-of-plane

and in-plane lattice constants c/a, band gaps for monolayer and

bulk Eg (in eV), and in-plane ε|| and out-of-plane ε⊥ dielectric

constants for bulk (high-frequency value plus ionic contribution).

Experimental values for lattice constants and dielectric constants are

from Refs. [76,77], for bulk band gaps from Refs. [78–81], and for

monolayer band gaps from Refs. [5,82].

a c/a EML
g Ebulk

g ε|| ε⊥

PBE-D 3.18 3.91 1.69 0.95 15.11 + 0.18 6.13 + 0.04

HSE 3.16 3.89 2.21 1.47

Expt. 3.16 3.89 1.95/2.5 1.2 15.2 6.2

can be seen that both lattice parameters are already rather
well reproduced by the PBE-D functional. HSE gives a better
in-plane lattice constant but fails in reproducing the interlayer
distance due to missing van der Waals interaction and thus the
out-of-plane lattice constant is here fixed to the experimental
value. The dielectric constants in both directions are in very
good agreement with the experiments. The bulk band gap cal-
culated with HSE is about 0.3 eV larger than the experimental
one, whereas the PBE-D band gap is underestimated by the
same amount. Comparison to the experiment in the case of
monolayer is more complicated. The dominant optical gap
measured at low temperature is 1.95 eV [5,82]. The exciton
binding energy are experimentally found to lie between 0.3
and 0.7 eV in all TMDs [63,83–88]. The spread of the results
is likely related to the dielectric environment in which the
experiments were performed [88,89]. The exciton binding
energy is calculated to be 0.5–0.6 eV [90,91], which yields
a fundamental gap of 2.5 eV.

PBE-D clearly underestimates even the optical gap. The
HSE band gap appears to fall between the optical and
fundamental gaps, but should be more in line with experiment,
since, as mentioned, the fundamental gap decreases when the
dielectric constant of the environment increases.

B. Defect formation energies

The defective systems are modeled with 6 × 6 supercell
for monolayer MoS2 and c = 6a (i.e., about 19-Å interlayer
separation). For bulk MoS2, we employ 5 × 5 × 1 supercell,
where the c lattice constant is tilted (c0 + 2a0 + 2b0, where a0,
b0, and c0 are the primitive cell lattice vectors). This improves
the convergence of total energies with respect to cell size,
since the bulging of layers caused by the interstitial atoms
do not coincide in the perpendicular direction. The adopted
k-point samplings are 2 × 2 × 1 and 2 × 2 × 2 for monolayer
and bulk, respectively. In the initial atomic configuration of
defect calculations, the symmetry of the crystal was broken by
adding random displacements to all ions.

For the calculation of defect concentrations and formation
energies we follow the standard approach as described in
Refs. [92–95]. The concentration of the defects at thermal
equilibrium can be calculated from the Gibbs free energy of
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defect formation Gf as

c = N0Nc exp

(

−
Gf

kBT

)

, (1)

where N0 is the number of sites (MoS2 primitive cells) per unit
volume and Nc is the number of inequivalent configurations.

Gf for a defect in charge state q is defined as

Gf = F (def) − F (host) + pVf

−
∑

i

niμi + q(Ev + EF ) + Ecorr, (2)

where F (def) and F (host) are the Helmholtz free energies of
the system with and without the defect, p is pressure and Vf is
the formation volume of the defect, which is here assumed to
be zero for simplicity as the concept becomes somewhat poorly
defined in the case of monolayer materials. μi are chemical
potentials of the removed or added atoms and ni are their
numbers. Ev is the valence band maximum and EF is the
Fermi-level position with respect to Ev . Spurious interactions
between images of the defects within the periodic supercell
approach are corrected for with the Ecorr term [96].

The free energy of the system can be written as

F = F el + F qh + F ah, (3)

where F el is the electronic free energy and F qh and F ah are
the quasiharmonic and anharmonic contributions to the free
energy from lattice vibrations, respectively. At 0 K, F el = E0,
where E0 is the total energy from DFT at 0 K electronic
temperature. It can be argued that when taking the free energy
difference in Eq. (2), much of the vibrational contributions
from the two supercell calculations cancel out. As shown in
Appendix B, the harmonic contributions tend to be within
0.2 eV. Furthermore, due to the large gap between occupied
and unoccupied states, the finite temperature effects on the
electronic subsystem are small and thus we generally use
F = E0. Only for the most important case of S vacancy are
the lattice vibrations accounted for as discussed in Sec. IV.

We next search for realistic physical limits for the chemical
potentials needed in Eq. (2). When considering the elemental
phases, the chemical potential is simply proportional to the
Gibbs energy of the system μ = ∂G/∂N = G/N . The total
Gibbs energy at temperature T and at reference pressure p0

can be written as

G = H − T S = E(T = 0) + Evib

+�H (T ,p0) − T �S(T ,p0), (4)

where E is the internal energy, Evib is the energy of the zero-
point vibrations, �H accounts for the changes in enthalpy
when going from T = 0 to a finite T , and, correspondingly, S

accounts for the changes in entropy. E and Evib are obtained
from DFT calculations. At the standard pressure of p0 = 100
kPa, �H and �S can be easily obtained from thermochemical
tables [97,98]. We assume this is always the case for the solid
phases. For gases, the chemical potential at pressure p can be
easily obtained if we assume ideal gas behavior:

μ(T ,p) = μ(T ,p0) +

∫ p

p0

∂G

∂p
dp = μ(T ,p0) + kT ln

(

p

p0

)

.

(5)

In the present study, we first assume that the chemical
potential of Mo and S are in a thermal equilibrium with MoS2,

μMoS2
= μMo + 2μS. (6)

The accessible range of μMo and μS values is further
limited by the lowest energy phases of these elements.
Nowadays, good quality materials are often grown by CVD
method [11,15,21,23–25], where the temperatures of the
growth zone vary between 650◦ C and 950◦ C. Thus, the
assumption of thermal equilibrium should be reasonably valid.

Hydrogen may or may not be abundantly present during
the growth. In the early investigations of the edge structures
of MoS2 under conditions relevant for hydrodesulfurization
process [99,100], the sulfur was in balance with H2S and
thereby μS was determined by hydrogen pressure. However,
many of the growth methods mentioned above do not contain
appreciable amounts of hydrogen and therefore we take the
sulfur chemical potential from the elemental phase.

Choosing the value of sulfur chemical potential is somewhat
complicated by the large number of S allotropes. Below
100◦ C, sulfur is solid in the α-S allotrope consisting of loosely
bound S8 rings. Above 120◦C S is in the liquid phase, above
720◦C S is a gas consisting of various S molecules, and above
880◦C it is found as diatomic S2 gas [97]. At typical CVD
growth temperatures, which tend to be above 700◦ C, elemental
S is thus in gaseous phase.

For the S2 gas, the chemical potential depends on the
temperature and on partial pressure. Using Eqs. (4) and (5),
the full formula for S2 chemical potential becomes [93,101]

μS(T ,p) =
1

2
μS2

=
1

2

[

ES2
+ Evib

S2
(0 K) + �H (T ,p0)

− T �S(T ,p0) + kBT ln

(

pS2

p0

)]

. (7)

ES2
is the calculated energy of an isolated S2 molecule

and Evib
S2

(0 K) corresponds to vibrational energy due to the
zero-point motion, also obtained from the calculations. Both
the change in enthalpy and the change in the entropy of
S2 are extracted from the thermochemical tables [97,98] at
p0 = 100 kPa or 1 bar.

For the solid phases of α-S, Mo, and Re we (i) neglect
the pressure dependence, (ii) calculate the energy of zero-
point vibrations, and (iii) extract the enthalpy and entropy
contributions from the thermochemical tables. The free en-
ergy contributions are not available for Re or ReS2 in the
thermochemical tables and are thus estimated computationally
using the PHON program [102]. The force matrix is calculated
using a 4 × 4 × 4 supercell. We note that Mo (and Re) remain
crystalline for all realistic growth temperatures. The Re and
ReS2 data were found to be very close to those of Mo and
MoS2, respectively.

The S chemical potential limits are shown in Fig. 1(a).
The allowed range of μS chemical potentials is bounded
by the S-rich limit above and Mo-rich limit below. In the
S-rich limit we show both the tabulated reference curve that
always follows the lowest energy phase [97] and the S2

curves for different partial pressures. The situation for Mo
is the opposite, as shown in Fig. 1(b). For example, if μS

in MoS2 is above the S-rich limit, then S will desorb to
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FIG. 1. (Color online) The limits of accessible (a) μS and (b)

μMo as a function of temperature while maintaining the equilibrium

with MoS2 [Eq. (6)]. In (a), the S-rich limit corresponds to

different elemental S phases (either S2 for few different pressures

or the reference curve which always follows the lowest energy

phase) and the Mo-rich limit to μS = (μMoS2
− μMo,bulk)/2. In (b),

the Mo-rich limit corresponds to μMo,bulk and the S-rich limit to

μMo = μMoS2
− 2μS,S2.

form this elemental phase. On the other hand, if μS is very
low, then the balance with MoS2 leads to μMo above the
Mo-rich limit, which will lead to Mo precipitate formation.
The accessible range of chemical potentials is governed by the
formation enthalpy �H = μMoS2

− μmax
Mo − 2μmax

S , for which
we obtain 2.48 and 2.42 eV at 0 K and 300 K, respectively,
in excellent agreement with the experimental value 2.44 eV at
room temperature [103]. Moving on to higher temperatures,
μS chemical potential at both limits decreases. Clearly then,
μS = μS(T = 0 K,p0) at the S-rich limit is not a proper choice
when studying defect concentrations at growth temperatures.
Furthermore, the S pressure can have a rather large effect on
the chemical potential.

Finally, as we consider Re-doped samples, the chemical
potential of Re has to be defined. There are two relevant
choices: bulk phase of Re and ReS2. For the latter, thermal
equilibrium with ReS2 again gives

μReS2
= μRe + 2μS, (8)

where μS can change within the limits discussed above. The
μRe values calculated from these two phases are shown in

T (K)

µ
R

e
(e

V
)

0 200 400 600 800 1000 1200
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

FIG. 2. (Color online) Temperature dependence of Re chemical

potential μRe as obtained from bulk Re and from equilibrium with

ReS2 at different values of μS, which can be related to experimental

conditions using Fig. 1. The energy zero is set to bulk Re at 0 K.

Fig. 2. In the Mo-rich limit at 0 K, Re bulk is lower in energy
by 1.66 eV. For this value of μS, ReS2 and bulk Mo would
transform to bulk Re and MoS2 phases. In the S-rich limit
at 0 K (bulk S, μS = 0), the balance with ReS2 gives lower
energy by −0.82 eV. At higher temperatures, the competition
between the phases depends on a partial pressure of S. In this
paper we always adopt the minimum value for μRe depending
on the conditions.

C. Charged defects

Charged defect calculations employing supercell geometry
with periodic boundary conditions are subject to spurious
electrostatic interactions with the defect images over the
supercell as well as with the background charge which is
required to make the total system charge zero. In the context
of 3D bulk materials, this issue has been widely studied
and, consequently, several schemes for correcting the induced
errors have been proposed [96,104–107]. These schemes
should also be valid for layered bulk materials as long as
the large anisotropy in the dielectric constant is accounted for.
The correction scheme proposed by Freysoldt, Neugebauer,
and Van de Walle (FNV) [106] only involves solving the
Poisson equation, which is numerically straightforward even in
the case of anisotropic dielectric constant. The alignmentlike
term is taken from planar-averaged potential in the direction
parallel to the MoS2 sheet. We also test the applicability of
a Madelung (or Makov-Payne) correction generalized to the
anisotropic dielectric constant [108]. For both methods, we
use the dielectric constants listed in Table I. As shown in
Fig. 3(c), the FNV scheme appears to work very well, yielding
consistently formation energy of about 2.3 eV, which is also in
agreement with extrapolation from 4 × 4 × 1 and 8 × 8 × 2
supercells. The Madelung correction performs also reasonably
well, slightly underestimating the correction: about 50 meV
in the case of the 5 × 5 × 1 supercell. These findings are in
agreement with the benchmarks in Ref. [109] for anisotropic
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FIG. 3. (Color online) The formation energies of VS(−1) defect

calculated at different supercell sizes in (a) monolayer and (c) bulk

MoS2. (b) Formation energy for the neutral VS in monolayer MoS2.

The formation energies are shown with and without the electrostatic

correction [Ecorr in Eq. (2)]. In (a),(b), the supercell sizes are described

by parameter α: α × α supercell with c = αa. Using the three largest

supercells, we extrapolate to infinite system size (dashed line). The

circle (magenta) in (a) corresponds to the results obtained using the

special vacuum, as described in Ref. [110].

materials. Due to the small difference in the formation energy,
we applied the simpler Madelung correction.

In the case of monolayers, the situation is more com-
plicated. The inhomogeneity of the dielectric environment
needs to be included in the correction. A generalization of
the bulk schemes to low-dimensional systems was recently
introduced in Refs. [107,110] and successfully applied to
MoS2 in Refs. [111,112]. The quality of the correction is
demonstrated in Fig. 3(a), where we show the uncorrected
and corrected formation energy of the VS(−1) defect for a
few different supercell sizes. The corrected energy Fig. 3(a)
corresponds to carrying out the full procedure described in
Ref. [110]. However, it was also suggested that in the case of
a 6 × 6 supercell with a “special vacuum” of c = 18 Å, the
correction would be about q2 × 70 meV. Here we have almost
the same, c = 19 Å, and thus this correction should work well
also in our case, which is indeed the case as shown in Fig. 3(a)
by the circle (magenta). This is the correction that is adopted
throughout the rest of this paper.

Finally, the thermodynamic charge transition levels are
obtained from the position of Fermi level where the charge
state changes. They are customarily given with respect to
the valence band maximum (VBM) or the conduction band

6.5
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5.5
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4.5

4

3.5

en
er

gy
 (
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)

VBM K
VBM G
CBM K

1L 1L 2L 3L 6L bulk bulk bulk
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bulk

expt.

CBM T

FIG. 4. (Color online) Valence and conduction band edge posi-

tions with respect to vacuum level as calculated using different levels

of theory and different number of MoS2 layers. The highest energy

valleys of the valence band are located at K and Ŵ, and the lowest

energy valleys of the conduction band at K and T (about half-way

between Ŵ and K). Experimental values are from Ref. [118].

minimum (CBM). Correctly positioning the charge transition
levels with the gap is difficult if the band gap is not correct
in the calculation [113–116]. The problem is here accentuated
by fact that the band edge positions depend heavily on the
number of layers and the environment in which the thin
film is embedded [89,117]. However, charge transition levels
with respect to common energy reference are known to be
a rigid quantity within the DFT scheme [74,113,114]. In
2D materials, vacuum level provides a natural well-defined
energy reference. For the bulk system, we employ the standard
approach of aligning the bulk band edges to vacuum through
the electrostatic potential profile obtained from a few-layer
slab calculation. Band edges obtained from one- to few-layer
systems and the bulk system, at various levels of theory, are
shown in Fig. 4. The experimental values are from Ref. [118].
More recently the monolayer has been reported to have
ionization energy and electron affinity of 5.95 and 4.12 eV
(1.83-eV band gap) on gold [119], respectively, and 5.90 and
3.56 eV (2.34-eV band gap) on Si [120].

The PBE(-D) results demonstrate the changes of the band
edge positions as a function of the number of layers. The band
edges at the K point are hardly affected, but the Ŵ- and T -point
edges shift strongly due to the interlayer interactions, which
is also the reason for the direct-indirect transition of the gap.
The GW results for the bulk system appear to be in a good
agreement with the experiment. Unfortunately, for monolayer,
the band gap and thus the band edge positions depend strongly
on the environment and are thus excluded here. It is worth
noting that when the HSE functional is used, although the bulk
band gap is clearly smaller than that of a monolayer, the CBM
for bulk is 0.18 eV higher in energy than for monolayer. In any
case, HSE also appears to reproduce the band edge positions
reasonably well, although admittedly the experimental error
bars are large.
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FIG. 5. (Color online) Final optimized geometries of the defects within a MoS2 layer: vacancies (a)–(d), antisites (e)–(h), and the Mo-Mo

split interstitial (i). Dashed circles (red) denote the position of the defect. The monolayer (ml) and bulk (b) formation energies in the neutral

state are also given.

When reporting our computational results, the Fermi level
and the band edges are given with respect to the vacuum
level. This allows for easier alignment of the results with the
edges for a different number of layers or when more accurate
(experimental or computational) band edge positions become
available.

III. BASIC DEFECT PROPERTIES

We start the discussion of the results by describing the basic
geometries and the formation energies of all the candidate
defects. The defects are divided into two groups depending
on whether they are located inside the layer (vacancies and
antisites) or outside the layer (adatoms and interstitials). Both
the monolayer and bulk instances are considered. In the cases
where the defects are located inside the layers, the defect
geometries are very similar in the monolayer and bulk, and
thus only the geometry for the monolayer is shown.

A good discussion of the electronic structure of vacancies
and adatoms in monolayer MoS2 can be found in Ref. [112]
(additionally, cf. Refs. [39,121,122]). Here we only briefly
touch on the electronic structure and focus on finding the
energetically favored configurations.

A. Sulfur vacancy

The presence of a significant number of S vacancies
in MoS2 has been realized before. They have been ob-
served directly by high-resolution transmission electron mi-
croscopy [32,38,39] and inferred by indirect means such
as chemical reactions and x-ray photoelectron spectroscopy

[37,40,46,58]. Motivated by these reports, several computa-
tional studies of S vacancy in MoS2 have also been carried
out [32,38,39,112,121,123–125]. In addition, clustering of
the vacancies has been studied both experimentally and
computationally [126–128].

The geometry of the S vacancy is shown in Fig. 5(a). The
positions of the atoms surrounding the vacancy have changed
only marginally from the pristine lattice positions. After the
relaxation, the defect retains its “ideal” C3v symmetry.

The formation energies of all defects as a function of
the S chemical potential are shown in Fig. 6 in the neutral
charge state. For a wide range of μS values, VS has the lowest
formation energy both in the monolayer and in the bulk. In fact,
the S vacancy behaves very similarly both in the monolayer
and in the bulk, and, unless otherwise noted, the discussion
below holds for both cases.

The electronic structure is dominated by doubly degen-
erate unoccupied states deep within the band gap. Addi-
tionally, there is an occupied state lying very close to the
VBM [32,38,39,112,121,123–125]. In the case of monolayer,
we found this state to lie slightly below the VBM at the K point.
The electronic structure of the neutral defect then suggests that
the unoccupied states may accept from one to few electrons
and the low-lying occupied state may be able to donate one
electron.

Graphs of formation energy vs Fermi-level position, as
calculated with PBE-D, are shown in Fig. 7. The Mo- and
S-rich limits correspond to those at 0 K, i.e., μS = −1.25 eV
and μS = 0 eV, respectively. In addition to the neutral state, we
found only one stable charge state: −1. The discontinuity in
the formation energy graph describes the position of the (0/−1)
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FIG. 6. (Color online) Formation energies of all considered de-

fects in their neutral charge state as a function of the S chemical

potential in (a) monolayer and (b) bulk. The Mo chemical potential

is determined using the equilibrium condition [Eq. (6)] and T = 0 K.

charge transition level. As this electron is added to the double
degenerate defect state, the system undergoes a Jahn-Teller
distortion and the symmetry is broken to Cs . In bulk, −2
becomes stable slightly above the CBM, with the parallel
spin configuration (m = 2μB ) lower in energy by 45 meV. In
monolayer, +1 becomes stable slightly below VBM. Taking
into account the underestimation of band gap by PBE, these
charge states might end up in the gap. Nevertheless, for all
practical conditions, VS is either in neutral or negative charge
state and is thus always an acceptor.

B. Molybdenum vacancy and vacancy complexes

The geometry of the Mo vacancy, as shown in Fig. 5(b),
does not undergo significant distortion from the pristine lattice,
similar to S vacancy. Again, it behaves very similarly both in
the monolayer and in the bulk. The threefold rotation symmetry
is retained, yielding D3h point group. As seen in Fig. 6, the
formation energy of VMo is above 3 eV even in the extreme
S-rich conditions, and thus their formation will be unlikely.

The electronic structure features five defect states in
the gap occupied by four electrons and with zero magnetic
moment [112,121]. From this it is clear that a large number
of positive and negative charge states may be stable. As
shown in Fig. 7, the stable charge states in monolayer are
+1, 0, −1, and −2. In monolayer, since +1 is stable only
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FIG. 7. (Color online) Formation energies as a function of the

Fermi-level position calculated with the PBE-D functional for mono-

layer (left) and bulk (right) in the S-rich (top, μS = 0 eV) and Mo-rich

(bottom, μS = −1.25 eV) chemical potentials, corresponding to 0 K.

The coloring of the lines is the same as in Fig. 6. PBE-D calculated

band edge positions are also shown. The energy zero of the Fermi

level in both cases is at vacuum.

in strongly p-type conditions, VMo behaves as an acceptor.
In bulk, the charge states vary from 0 even up to −3. The
neutral charge state is stable only at very p-type conditions,
and thus VMo is a “strong” acceptor. In the case of two
added electrons, the spin-paired configuration (no magnetic
moment) is favored: 20 and 14 meV for monolayer and bulk,
respectively.

We also considered two larger vacancy clusters consisting
of both Mo and S vacancies, VMoS3 and VMoS6, that were
identified in the TEM studies of monolayer MoS2 [39]. It is
worth keeping in mind that electron beam is known to lead to S
sputtering [38], which may have played a role in the formation
of such large defects. The structures are shown in Figs. 5(c)
and 5(d). The lone S atoms of VMoS3 are located out of the Mo
plane and should be easily sputtered by the electron beam. In
our calculation, VMoS3 was found to be nonmagnetic whereas
VMoS6 has magnetic moment 6μB . Upon forming the VMoS3,
there is considerable binding between the Mo and S vacancies:
Ef (VMoS3) − [Ef (VMo) + 3Ef (VS)] = −5.65 eV. For VMoS6,
there is no additional gain in energy and the formation energy
difference is about the same. Nevertheless, being large defects,
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the formation energies for both of these defects over the whole
range of relevant chemical potentials is very high, as can be
seen from Fig. 6.

C. Antisites

In the case of antisites, we have considered substitutions
involving either one or two S atoms. For the former, there are
the obvious candidates SMo and MoS. In addition, candidates
where the substitution involves two S atoms (the S column),
S2Mo and MoS2, were proposed on the basis of STEM
imaging [39]. Moreover, they should play an important
role in the dislocation and grain boundary structures [129].
Optimized geometries for all these are shown in Figs. 5(e)–
5(h). Mo in MoS2 and S2 in S2Mo are both displaced
out of plane. Also, the S-S bond is broken in the case
of S2Mo.

On the basis of the calculated formation energies in Fig. 6,
the single S antisites (SMo and MoS) are always found to be
lower in energy than their S2 counterparts. SMo can have fairly
low formation energy at high μS values, but will likely be of
no concern at realistic growth conditions, as discussed later.
The situation is rather similar for MoS at 0 K, but these defects
will be more likely to form at high temperatures due to the
lowering of chemical potential limits.

In the case of single S antisites, both +1 and −1 charge
states are found to be stable with levels in the gap. Both of
the S2 antisites are negative-U defects without stable neutral
charge state. The +1/−1 level is located within the gap for
S2Mo, but it is pushed into the CBM for MoS2. Therefore, MoS2

is always a donor in the +1 charge state.

D. Adatoms and interstitials

For adatoms on monolayer, we have considered three
inequivalent positions, as illustrated in Fig. 8(a): (A) center
of hexagon, (B) on top of the S atom, and (C) on top of the
Mo atom. In the case of bulk, due to the particular stacking
sequence of 2H-MoS2, there exists only two inequivalent
positions: (A) at the center of hexagon and (B) between the
Mo and the S atoms of the surrounding layers. In addition, it
was found in Ref. [112] that the lowest energy Mo interstitial
is the split-interstitial configuration. This structure is shown in
Fig. 5(i).

The only stable configuration for the S adatom on mono-
layer MoS2 is on top of the S atom (B site) [Fig. 8(b)]. There are
no partially filled states (only few occupied states very close
to VBM) and therefore the only possible magnetic moment is
zero. The formation energy in the S-rich limit is found to be
very low. Being on top of the layer, however, they will readily
interact with the environment during growth, processing, and
characterization of the samples.

In bulk, the S interstitial was found to be stable at both
inequivalent sites, but the center of hexagon (A site) is higher
in energy by 1.17 eV. Thus, the formation energies for S
interstitial correspond to the B-site configuration [Fig. 8(f)].

The case of a Mo adatom on a monolayer is slightly more
complicated. Both A and C sites were found to be stable,
with the relaxed geometries shown in Figs. 8(c) and 8(d).
The C site, with Mo on top of Mo, is the more stable of the
two by 0.26 eV. The partially filled 4d-derived states in the
midgap enable formation of magnetic moment at the defect.
We considered four cases where the magnetic moment was
fixed to 0μB , 2μB , 4μB , or 6μB during the calculation. For
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FIG. 8. (Color online) Final optimized geometries of the defects outside MoS2 layer or between layers in the bulk: adatoms of monolayer

MoS2 (b)–(d) and interstitials in bulk MoS2 (e)–(h). In the top views, a dashed (red) circle denotes the position of the adatom. The formation

energies in the neutral charge state are also given along with selected bond lengths. (a) Schematic representation and labeling of the considered

three inequivalent adatom sites on monolayer and corresponding two inequivalent interstitial sites in bulk.
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both stable sites, m = 4μB is the lowest energy configuration,
in agreement with Ref. [121].

However, the interstitial Mo can also form a split-interstitial
configuration with the Mo in the pristine MoS2 lattice [112].
The optimized geometry is shown in Fig. 5(i). The formation
energy of MoI,split is 1.51 eV lower than the C-site MoI. The
magnetic moment is zero. In addition to the neutral state,
we found only one other stable charge state, +1, with the
corresponding level fairly close to the VBM.

Also, for Mo interstitial in bulk MoS2 both inequivalent
sites were found stable. The geometries are shown in Figs. 8(g)
and 8(h). Unlike in the case of the Mo adatom, the A site (at the
center of hexagon) now gives the lowest energy and with zero
magnetic moment. For the B site the energies are very similar
for magnetic moments of zero and two, residing 0.11–0.14 eV
above the A-site configuration.

Quantitatively similar to the monolayer, the split interstitial
configuration is again more stable than either the A or the B
site. Qualitatively, however, the energy gain amounts to only
0.33 eV. In fact, since the +1/0 level of the B-site MoI is
higher in the gap, its formation energy is slightly lower than
for MoI,split when Fermi energy is close to VBM. Still, for the
sake of consistency between monolayer and bulk results, the
energies for MoI in Figs. 6 and 7, and throughout the paper,
correspond to the split-interstitial configuration.

E. Re impurity

Rhenium is a common impurity in natural MoS2 samples
[130]. They have also been introduced to synthetic samples
[15,131,132] in order to produce n-type doping. Earlier
computational studies confirmed the n-type (shallow donor)
behavior [132,133]. The Re impurity prefers to be substituted
into the Mo site, as evidenced by the atomic resolution
transmission electron microscopy and computational studies
in Ref. [132].

Being a shallow defect in the bulk phase, proper modeling of
the defect wave function within the periodic supercell approach
requires large supercell in order to avoid wave-function overlap
and to accurately determine the ionization energy. Here we
have used a 10 × 10 supercell for the monolayer and a
10 × 10 × 1 supercell (i.e., two layers) for the bulk. The
defect wave function is visualized in Fig. 9 showing slowly
decaying tails and no significant directional dependence within
the sheet, typical of a hydrogenic shallow defect. Note that only
62% of the charge density is contained within the isosurface
depicted in the figure. It is important, however, that the wave
function is almost completely localized (92%) within the layer
in which the impurity resides. Consequently, the interaction
and band dispersion in the direction perpendicular to the layers
is minimal.

The formation energies shown in Fig. 7 show clearly why
ReMo is an important defect in MoS2. Even the neutral state
formation energy is low and further decreases when moving
to the p-type conditions.

In both cases, the charge transition level is very close to the
conduction band edge, as expected from shallow donor. The
ionization energies, when calculated using only the Kohn-
Sham levels [134], are 50 meV for 2H-MoS2 and 100 meV
for the monolayer. The charge transition levels in Fig. 7 yield

FIG. 9. (Color online) Top and side view of partial charge density

isosurface from the wave function of the Re substitutional defect in

the Mo site in 2H-MoS2.

80 meV for the bulk and 220 meV for the monolayer. These are
in good agreement with the experimentally observed shallow
donor level residing 50–90 meV below CBM [43,135]. In
the monolayer case, the ionization energy is increased due to
quantum confinement perpendicular to the layers, which may
slightly undermine its efficiency for doping.

F. Charge transition levels

It is difficult to obtain reliable formation energies from
the experiments. Some information about the defect concen-
trations, on the other hand, can be extracted and compared to
the calculations. In addition, the charge transition levels can be
extracted from the experiments, for instance, by probing carrier
concentrations or capacitance as functions of external bias and
temperature, or at the surface by using scanning tunneling
spectroscopy (STS). Their assignment to any particular defect
is still difficult without any modeling input.

When attempting to computationally determine the position
of the defect levels inside the band gap, the underestimation of
the gap with semilocal functionals such as PBE-D is obviously
problematic. The situation can to some extent be remedied by
using hybrid functionals to open up the gap. Here we adopt
the HSE06 functional, which is known to work well for 3D
semiconductor systems. It unfortunately fails to describe the
van der Waals interactions, but this should not be a serious
shortcoming for the defects within the layer.

The formation energies calculated with the two functionals
for a few selected cases are shown in Fig. 10. The PBE-D and
HSE results are very similar for VS, but differ by about 1 eV
for VMo. In 3D semiconductor systems, HSE has been reported
to yield generally larger formation energies than PBE [75],
in agreement with our findings. For adatoms and interstitials,
HSE may also give larger formation energies due to the missing
van der Waals binding. The discrepancy can partly also be
due to the energy of the elemental phases. However, �H ’s
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FIG. 10. (Color online) Comparison of PBE-D and HSE calcu-

lated formation energies at 0 K and Mo-rich limit for monolayer (left)

and bulk (right) MoS2.

calculated with the two functionals are similar, and thus we
expect the differences to indeed reflect different electronic
description.

In contrast to the formation energies, the charge transition
levels calculated with the two functionals agree well when
given with respect to vacuum level, in accordance with the
similar studies in bulk systems [73,113,114]. Furthermore, the
defect levels in monolayer and bulk appear to be very close,
in particular for the defects confined within the material sheet,
as can be seen from Fig. 11.

The PBE-D calculated 0/−1 level of VS, which is the
most relevant for this study, is located 0.29 eV below CBM
in monolayer and 0.31 eV below CBM in bulk. With the
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FIG. 11. (Color online) Comparison of the S and Mo vacancy

charge transition level positions within the gap between monolayer

and bulk and as calculated with the PBE-D and HSE functionals.
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FIG. 12. (Color online) Energy along the migration path for

diffusion of (a) adatoms on the monolayer surface and (b) interstitials

inside bulk. Insets of (a) illustrate the saddle-point configurations for

Mo and S migration paths on monolayer. Dashed lines illustrate the

whole path. Insets of (b) show the saddle-point configuration and

migration path for S interstitial. The path for Mo is similar to that in

(a), but starting from the center of hexagon.

HSE functional, it is located 0.65 eV below CBM for
monolayer and 0.77 eV below CBM for bulk. It is then
curious that the two experimental reports give 0.27 eV below
CBM [43], in agreement with PBE-D, and 0.7 eV below
CBM [44], in agreement with HSE. Neither measurement can
be unambiguously assigned to S vacancies, but the peak in
the STS spectrum reported in Ref. [44] clearly originates from
point defects on the surface or subsurface layers. We think
that the HSE result might be closer to reality since HSE gives
fundamental band gap and electron affinity in better agreement
with the experiments.

G. Diffusion of interstitials and adatoms

When considering growth dynamics, diffusion barriers can
be as important as the formation energies. The migration
barrier for S vacancy diffusion in monolayer MoS2 was
calculated at the PBE level to be 2.3 eV [127]. The barrier
is expected to be of similar magnitude for the bulk, and thus
the vacancy migration is insignificant at temperatures below
400◦ C, but may play a minor role at growth temperatures.

The migration barriers for adatoms on the surface of a
monolayer and for interstitials in bulk are shown in Fig. 12
with illustrations of the migration paths. We first consider
adatoms on monolayer. Since there is only one local minimum
for S adatom, the diffusion has to proceed from one S site
to another. As can be seen in Fig. 12, the migration barrier is
fairly high, 1.67 eV. In the case of the Mo adatom, the diffusion
can proceed more easily since there are two stable sites. The
migration barrier from the lowest energy site on top of Mo
to the site in the center of hexagon is 0.57 eV (at magnetic
moment fixed to four). This is low enough to allow diffusion
even at room temperature.
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FIG. 13. (Color online) (a) Energy barrier for the Mo migration
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energy of MoI,split is set to zero both in bulk and in monolayer.

(b),( c) Visualization of the two (meta-)stable configurations for S2

molecule on top of MoS2 and the binding energy Eb = E(MoS2) +

E(S2) − E(MoS2 + S2) (a positive value corresponds to binding to

the surface).

In the bulk, due to the two sites being equivalent, S diffusion
can easily proceed via the neighboring Mo/S sites. We then
find a dramatic drop in the migration barrier down to 0.08 eV,
in contrast with the 1.67 eV at the surface. The migration
path is illustrated in the insets of Fig. 12(b) and shows that
the interstitial S atom remains almost exactly at the middle
of the two layers. This is expected to yield extremely rapid
diffusion even at low temperatures. Starting from the most
stable center-of-hexagon site, Mo diffusion has to pass through
the Mo/S site. The migration path is otherwise similar to that
of adatom on the surface of monolayer. The migration barrier
is determined between these two sites (with magnetic moment
fixed to zero) and found to be 0.53 eV, similar to that found
for Mo adatom diffusion on surface. We also considered the
barrier for Mo migration from the MoAd or MoI configuration
to the MoI,split one. The results are shown in Fig. 13(a). The
barriers are 0.86 eV in bulk and only 0.31 eV in monolayer.
Therefore, it should be fairly easy for a diffusing Mo adatom
or interstitial to overcome the barrier and get locked into the
split-interstitial configuration.

The results are collected in Table II. To sum up, at room
temperature some Mo diffusion occurs both on the surface
and between the layers, but can get locked into the split
interstitial configuration. On the other hand, S atoms are
relatively strongly bound to the surface, but are extremely
mobile between the layers. At growth temperatures, all of these
can occur to some extent. The extremely small diffusion barrier
of SI can be useful, for example, to heal the vacancies through

TABLE II. Migration barriers (in eV) for the diffusion of Mo and

S interstitials in bulk and correspondingly in the cases of Mo and S

adatoms on monolayer. In the case of Mo, we also report the barrier

from interstitial/adatom site to the split-interstitial site. The result for

S vacancy is taken from Ref. [127].

SI → SI MoI → MoI MoI → MoI,split VS → VS

Monolayer 1.67 0.57 0.31 2.3

Bulk 0.08 0.53 0.86

sulfurization. Particularly in vertically aligned structures [11],
S can intercalate through the edges and then migrate easily.

Finally, due to the possibly large concentration of S adatoms
on the surface, it is worth considering what would happen
when two of these adatoms meet. We found that they will
readily form S2 molecules. Starting from two SAd’s in the
nearest-neighbor sites and slightly displaced closer to each
other, we obtained a metastable state shown in Fig. 13(b).
The energy gain vs two SAd’s is −0.29 eV, but 0.36 eV higher
than with completely desorbed S2 molecule. However, another
configuration where the S2 is weakly physisorbed on top of
the S site perpendicular to the layer, as shown in Fig. 13(c),
yielded energy gain vs two SAd’s of −0.76 eV and was bound
to the surface by 0.11 eV. Nevertheless, these results suggest
that as two S adatoms meet, they form a S2 molecule which
will be very easily desorbed from the surface. Thus, although
the S adatom formation energy is low, its concentration will
be lowered by the S2 formation and desorption process. This,
in turn, can have implications for the growth kinetics. Low S
concentration of the surface can lead to preferential growth
from the edges and thus favor monolayer formation [30].

IV. THERMODYNAMIC CALCULATIONS

We now move on to calculating defect concentrations and
Fermi-level position self-consistently at thermal equilibrium
and under different chemical conditions. In particular, we
focus on the conditions that are relevant to (CVD) grown
samples of bulk MoS2. The calculation procedure is described
in Appendix A . The temperature dependence of the chemical
potentials were described in the Methods section. The for-
mation energy changes through the chemical potentials but
also through the free energies in Eq. (2). For S vacancy,
we have explicitly calculated the free energy as a function
of temperature using the quasiharmonic approximation as
described in Appendix B . Since the effect of T to the formation
energy is only 0.1–0.2 eV, we have not performed these
calculations to other higher formation energy defects. Ideally,
we should also take into account the temperature effect on the
band gap (and on the lattice constant). The PBE band gap of
0.95 eV is roughly 0.35 eV smaller than the experimental gap
at 0 K. However, knowing that the band gap decreases by about
0.4 meV/K [136,137], we estimate that experimentally a band
gap of 0.95 eV would be obtained at 875 K (600◦ C), which
is close to the growth temperatures. In fact, the same is true
for lattice constants. PBE overestimates the lattice constant
by about 0.02 Å, which corresponds to thermal expansion of
the lattice at 600 ◦C [138–140]. That is, for the band gap and
lattice constants at high temperature, PBE-D values are in
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FIG. 14. (Color online) Formation energies at 1000 K as a func-

tion of the Fermi-level position for monolayer (left) and bulk (right) in

the S-rich (top, μS = −0.6 eV) and Mo-rich (bottom, μS = −1.5 eV)

chemical potentials. The coloring of the lines is the same as in Fig. 6.

PBE-D calculated band edge positions are also shown. The energy

zero of Fermi level in both cases is at vacuum.

much better agreement with experiment than the HSE ones,
and thus we have adopted PBE-D in the following.

In Fig. 14 we show the formation energies pertaining
to 1000 K temperature in Mo- and S-rich (p = p0) limits,
properly accounting for the temperature dependence of the
chemical potentials. Compared to the 0 K values in Fig. 7,
VMo or SI have moved to higher energy. Even more clearly
than before, the only defects that need to be considered are
VS, SI, and ReMo. The prefactors needed in Eq. (1) for these
defects are N0 = NMoS2 and Nc equals to 2 for VS, and 1 for
VMo and ReMo. For interstitials, Nc = 1 and 2 for the center of
hexagon and Mo-S sites, respectively.

A. Equilibrium defect concentration

There are very little experimental data about the equilibrium
defect concentrations in bulk MoS2, native or synthetic, which
already suggests that the defect concentrations are likely
to be small. Indeed, in Ref. [40], the number of defects
on the surface of natural cleaved molybdenite was counted
to be 107 cm−2(10−6% of the primitive cells at the surface
contain defect) and assumed to be vacancies. Furthermore, the
concentration seemed to be largely independent of the source
of the natural sample. However, the used method was very
indirect. On the other hand, very high S vacancy concentration
of 1013 cm−2 (∼1%). was reported in [32], but after vacancy
annealing, which has been suggested to lead to production of
additional S vacancies [37,58]. In addition, in relation to the
presumably vacancy-derived CBM-0.27-eV defect level (cf.
Sec. III F), a concentration of 3.2 × 1011 cm−2 (∼0.03%) was
reported [43], and in relation to the CBM-0.7-eV defect level,
a concentration of 3.5 × 1010 cm−2(∼0.003%) [44].
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FIG. 15. (Color online) (a),(b) Defect concentrations in bulk

MoS2 as a function of temperature for (a) Mo- and S-rich limits

(p = 1 bar) and (b) S-rich limit with p = 0.01 bar, p = 1 bar, and

p = 100 bar. (c),(d) The respective Fermi-level positions within the

band gap. Crosses denote positions of the intrinsic Fermi level.

The results from our calculations for systems without
rhenium are shown in Fig. 15. In Fig. 15(a) is shown the
equilibrium defect concentrations as a function of temperature
in both the Mo-rich and the S-rich (with p = 1 bar) limits.
It is immediately clear that over the whole range of chemical
potentials significant defect concentrations are obtained only
for the S vacancy. Figure 15(b) shows the results at the S-rich
limit as S partial pressure changes from 0.01 to 100 bar. Within
this pressure range, the concentration of S vacancies at 1000 K
changes by about two orders of magnitude, but is still below the
values from the Mo-rich limit. On the other hand, high-quality
crystal with a small number of defects should be obtainable by
increasing the S pressure.

The evolution of the Fermi-level position in the system is
also shown in Fig. 15. In all considered growth conditions, the
Fermi level is indistinguishable from the intrinsic Fermi-level
position,

EF,i =
Eg

2
+

kBT

2
ln

Nv

Nc

, (9)

where Nv and Nc are the valence and conduction band effective
density of states, respectively. Not only is the S-vacancy
concentration very low, but, being a deep acceptor, the defect
remains mostly in the neutral charge state and thus does not
contribute to the Fermi-level position.
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FIG. 16. (Color online) (a),(b) Defect concentrations as a func-

tion of temperature including Re doping in (a) Mo-rich and (b) S-rich

(p = 1 bar) conditions. Three different doping levels are shown:

intrinsic, 0.1%, and 5%. (c),(d) The respective Fermi-level positions

within the band gap.

B. Re-doped 2H-MoS2

Next, Re impurities are introduced to the system. Re
is present in many natural samples, but can also be used
as an external impurity in CVD grown samples to yield
n-type doping. We consider cases where either some particular
Re concentration is fixed during the growth or the intrinsic
Re concentration at equilibrium is determined using the same
procedure as for all other defects. The typical Re concentra-
tions in natural samples fall around 0.001%–0.2% [130]. The
maximum Re concentration we consider is 5%, since MoS2

and ReS2 are immiscible at more than 5% Re [15].
The defect concentrations are shown in Fig. 16. In Mo-rich

conditions, the Re concentration remains very low. However,
in the S-rich conditions, the Re concentration approaches
1010 cm2 or 0.001%, which is in the lower side of the
experimentally observed concentrations. The kink at 800◦ C
is a result of the change in the chemical potential reference, as
bulk Re becomes more stable than the equilibrium with ReS2.

High Re concentrations shift the Fermi level close to the
conduction band minimum. This, in turn, means that the
formation energy of S vacancy decreases as the −1 charge state
starts to dominate. Consequently, the S vacancy concentration
is higher than in the undoped samples. On the other hand,
increasing number of VS in the −1 charge state contributes to
the Fermi-level shifting back to the middle of the band gap.
Therefore, whenever the final sample is n-type doped, then the
vacancy concentration should also be high. On the other hand,

higher Re concentrations could be promoted by moving the
Fermi level closer to the valence band, i.e., by p-type doping.

C. Discussion

The concentration of S vacancies at high temperatures can
be at most 108 cm−2 in the S-rich limit, 1010 cm−2 in the
Mo-rich limit without Re, and 1011 cm−2 in the Mo-rich limit
with large concentration of Re. These values are in reasonable
agreement with the 107 cm−2 surface vacancy concentration
reported by Bahl et al. [40]. The 1010–1011 cm−2 observed in
exfoliated monolayer samples [43,44] are within the limits
calculated here, although there may have been additional
sources for vacancies such as extrinsic n-type dopants, growth
kinetics, or device processing steps.

In agreement with experiments, we find S vacancies to be
the most abundant native defects in all relevant conditions, but
being deep acceptors they cannot be the cause of the n-type
doping. Consequently, native defects in general are unlikely
to be the cause of the n-type doping, which should then be
assigned to other impurities (such as Re) or in the case of
monolayer possibly to interaction with the environment.

The reason that we have concentrated mostly on the growth
of bulk MoS2 is due to the multitude of additional issues in
the growth of monolayer materials. All molecules that are
present during the growth also interact with the substrate.
Not only can it affect the kinetics of the growth, but also
the defect formation energies. It is also important to realize
that the substrate can determine the Fermi level which, in turn,
can affect the concentrations. For example, the SiO2 substrate
appeared to yield negative charging of MoS2 [61]. In addition,
any molecules on the surface of the grown layer can also affect
the Fermi level and defect formation energies.

V. CONCLUSIONS

We have calculated formation energies and thermodynam-
ical charge transition levels for a large set of neutral and
charged native defects in bulk and monolayer MoS2. With all
this information in hand, we applied a self-consistent scheme
to determine thermal equilibrium defect concentrations and
Fermi-level position in the system as a function of temperature
and of the chemical potentials. We also studied the diffusion
of adatoms and interstitials in these systems, as well as the role
of Re doping, a common extrinsic impurity.

We show that the effect of temperature and growth
conditions on all relevant computational quantities such as
the formation energies and chemical potentials have to be
carefully accounted for. To this end, we have given a detailed
description of the computational methodology needed to carry
out these calculations. By studying the bulk and monolayer on
an equal footing, we can shed light on the transferability of
results between these phases.

We summarize our findings as follows. (1) Both S and Mo
vacancies are always acceptors and thus cannot be the cause
of n-type doping, whereas adatoms and interstitials can have
different behaviors; (2) S vacancies are the most abundant
defects at all practical growth conditions, but especially so
in the Mo-rich conditions. (3) Under S-rich conditions, all
formation energies are relatively high and good-quality crystal
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growth is expected. (4) Re doping pushes the Fermi level close
to the conduction band, which further favors formation of both
S (and Mo) vacancies. (5) Migration barrier of the S interstitial
in bulk is extremely low and rapid diffusion is expected. (6) S
adatoms on the surface are bound to the surface fairly strongly,
but as two adatoms meet the resulting S2 molecule is easily
desorbed. (7) Formation energies and charge transition levels
for vacancies in bulk and in monolayer are similar.

The calculated results provided here for the native defects
in MoS2 are expected to be useful for understanding and
optimizing the growth conditions, but also to pave the way
for further work to examine the role of other elements that
may be present during the growth. Moreover, we hope that the
presented methodology encourages further studies on defects
in 2D materials where the role of thermodynamic parameters is
properly accounted for, and eventually leads to computational
predictions in qualitative and even quantitative agreement with
the experiments.
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APPENDIX A: DEFECT CONCENTRATION

CALCULATIONS

Our approach is similar to those described in, e.g.,
Refs. [92,141]. The system has to fulfill the charge neutrality
condition,

p − n +
∑

X,q

qc(Xq ) = 0, (A1)

where n and p are the concentrations of free electrons and
holes. c(Xq) are the concentration of defects in charge state q,
where X runs over all defects and q over all stable charge states
of X. The concentrations c are determined from the formation
energy using Eq. (1). Care needs to be taken in finding the
charge state distribution. We calculate the formation energies
for all charge states using Eq. (2), determine the concentrations
c′ using Eq. (1), and normalize these concentrations over the
charge states,

c(Xq) = c′(Xq)
max c′(Xq)
∑

q c′(Xq)
, (A2)

where the maximum is taken over different charge states q.
This way, the total concentration of defect X is always equal to
the lowest formation energy, but the division among different
charge states follows the formation energy differences. In
particular, when EF coincides with some charge transition
level, the total defect concentration is divided equally between
the two contributing charge states.

The free electron and hole concentrations are calculated
using Fermi-Dirac distribution. To get the electron and hole
concentrations, the density of states D(E) is multiplied by the
occupancy from Fermi-Dirac statistics F (E) and integrated

TABLE III. Effective masses at the band edges of bulk MoS2

calculated using PBE-D.

VBM CBM

Ŵ K T K

m|| 0.7 0.58 0.66 0.50

m⊥ 0.95 2.4 0.67 100

over the energy,

n =

∫ ∞

Ec

D(E)F (E)dE, (A3)

where

F (E) =
1

1 + exp[(E − EF )/kT ]
, (A4)

and similarly for p. We carry out this integration numerically.
For the density of the states, we assume a parabolic

dispersion relation of the form E = E0 + �
2

2m∗ k
2, with m∗

being the effective mass of the valley. The density of states,
accounting for the spin quantum number in 3D is

D(E) =
M

2π2

(

2m∗

�2

)3/2

E1/2 (A5)

where M is the valley multiplicity: 1, 6, and 2 for the Ŵ, T ,
and K , respectively.

The effective masses used in this work are obtained by
fitting to the band structures and listed in Table III. The
obtained effective masses are similar to those reported
previously [142,143], but recalculated here for the sake of
consistency.

All charge densities in Eq. (A1) depend on the Fermi-level
position. It is then straightforward to find EF that satisfies the
equation and use that EF to calculate all defect concentrations
and charge states.
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APPENDIX B: DEFECT FREE ENERGY OF FORMATION

We evaluate the magnitude of the lattice vibrations on
the defect formation energy as discussed in the Methods
section and, in particular, the F qh term in Eq. (3). We
have neglected the anharmonic contributions, which may
lead to errors in the range of 0.1–0.2 eV for the temper-
atures considered in this work, since the full treatment is
computationally extremely demanding [144]. The vibrational
properties and the thermochemical quantities are calculated
using PHON program [102]. The calculation was carried out
for the VS defect in monolayer MoS2 employing the 6 × 6
supercell.

The results are shown in Fig. 17. The free energy difference
corresponds to �F = F (vac) − 36F (MoS2) and similarly for
the enthalpy and entropy terms. The free energy changes for
the missing S are included in the chemical potentials in Eq. (2)
and are thus not included in �F . We show the results for cases
where the computational cell for the vacancy supercell has
been allowed to relax or where it is fixed to the bulk cell. As
the enthalpy and entropy contributions are of opposite sign,
they largely cancel out and the total free energy changes only
within 0.1 or 0.25 eV, depending on the cell relaxation. For
the results given in Sec. IV we have used the values where cell
parameters are relaxed.
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