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Ta2NiSe5 is one of the most promising materials for hosting an excitonic insulator ground state. While a
number of experimental observations have been interpreted in this way, the precise nature of the symmetry
breaking occurring in Ta2NiSe5, the electronic order parameter, and a realistic microscopic description of
the transition mechanism are, however, missing. By a symmetry analysis based on first-principles
calculations, we uncover the discrete lattice symmetries which are broken at the transition. We identify a
purely electronic order parameter of excitonic nature that breaks these discrete crystal symmetries and
contributes to the experimentally observed lattice distortion from an orthorombic to a monoclinic phase.
Our results provide a theoretical framework to understand and analyze the excitonic transition in Ta2NiSe5
and settle the fundamental questions about symmetry breaking governing the spontaneous formation of
excitonic insulating phases in solid-state materials.
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Introduction.—Spontaneous symmetry breaking is a
fundamental organizing principle for understanding the
emergence of long-range order. Identifying the underlying
symmetry breaking is thus a key step in the characterization
of the ordered phase. This can be an elusive task when the
symmetry breaking field cannot be directly tuned exper-
imentally or when different types of ordering are coupled.
The so-called excitonic insulator is a prominent example of
such an elusive state of matter. This phase [1–4] has been
identified with the spontaneous condensation of excitons
(bound electron-hole pairs) stemming from the Coulomb
attraction between electrons and holes in the conduction
and valence bands. Excitonic condensation has been
observed and intensively investigated in specially designed
devices such as bilayer quantum Hall systems [5–9] or by
photo stimulation of electron-hole pairs [10–12]. In con-
trast, spontaneous excitonic condensation in bulk materials
still remains an open question and its detection a major
challenge.
Ta2NiSe5 has been proposed as a candidate material

hosting a homogeneous excitonic condensate [13–16], i.e.,
without charge or other nonzero momentum order [17–19].
Ta2NiSe5 undergoes a structural transition from a high-
temperature orthorhombic to a low-temperature monoclinic
phase at Ts ≃ 328 K [13,20,21]. Proposed evidence for
excitonic condensation occurring simultaneously with the

structural transition includes a characteristic flattening of
the valence band close to the Γ point [14,15,22], the
opening of a gap in the electronic spectrum [16,23,24],
and coherent oscillations reminiscent of the excitation of an
amplitude mode of the condensate [25]. Due to its
characteristic chain structure Ta2NiSe5 has so far been
interpreted as a quasi one-dimensional excitonic insulator
[26,27] and Kaneko et al. [27] proposed a scenario in which
the coupling of the excitonic condensate with phonons
gives rise to a combined excitonic and structural instability.
The following symmetry considerations, however, call

into question the very notion of excitonic condensation in
the solid-state context. Condensation implies the breaking
of a continuous symmetry. In the case of excitonic con-
densation this would be the breaking of the UXð1Þ
symmetry related to the conservation of relative charge
between valence and conduction states. Bulk materials,
however, generally lack such a UXð1Þ symmetry due to the
hybridization between conduction and valence bands. The
only continuous symmetry being present is the one related to
the global charge conservationUNð1Þ. Nonetheless, internal
discrete symmetries of the solid, such as crystal symmetries,
can result in an approximate realization of the relative charge
conservation with symmetry-forbidden hybridizations in
particular regions of the Brillouin zone. Therefore, we
propose here that the spontaneous hybridization introduced
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by an excitonic instability represents a general mechanism
for breaking internal discrete symmetries rather than a
condensation phenomenon resulting from the breaking of
a continuous symmetry.
We demonstrate this concept for the case of Ta2NiSe5 by

uncovering the symmetries that are broken by an excitonic
instability. To this end, we construct a minimal yet realistic
model for Ta2NiSe5 including its electronic band structure
and electron-electron interactions from first principles. We
show the existence of an electronic instability of excitonic
origin leading to an electronic phase that breaks a set of
discrete symmetries of the high-temperature orthorombic
phase and is compatible with the low-temperature mono-
clinic structure. This analysis settles the fundamental
question of identifying which symmetries are broken at
the excitonic transition and is therefore of general relevance
to the understanding and the eventual control of such
transitions in Ta2NiSe5 and solid-state materials in general.
Crystal symmetries in Ta2NiSe5.—We perform DFT

calculations in the high-temperature orthorhombic phase,
with a ≃ 3.51 Å and b ≃ 15.79 Å being the lattice con-
stants in x and y directions of the Bravais lattice [28]. This
unit-cell is composed of two formula units with atoms

arranged in two parallel Ta-Ni-Ta chains (A andB) along the
x direction. The chains are shifted by half a lattice constant
along x and displaced along z, which results in four reflection
symmetries with planes parallel and perpendicular to the
Ta-Ni-Ta chains (σA=Bk=⊥) and one inversion symmetry point I ,

as depicted inFig. 1.Basedon theseab initio calculations,we
construct sixdxz-likemaximally localizedWannier functions
(MLWF) centered at the Ta and Ni positions, which are
shown in Fig. 1. In each Ta-Ni-Ta chain the Ta-centered dxz
orbitals, φTaðR⃗Þ, are aligned along the chains and tilted
around the x axis following the Ta-Se bonds [see Fig. 1(b)].
The Ni-centered dxz MLWFs, φNiðR⃗Þ, are also parallel to the
Ta-Ni-Ta chains, but rotated by 45° around the y axis. The Se
contributions are thus indirectly accounted for by deforming
and rotating the dxz orbitals.
The reflection symmetries act differently on the Ta-

and Ni-centered MLWFs. While the φTaðR⃗Þ MLWFs are
unaffected by all reflections, φNiðR⃗Þ change sign under
σ⊥. It follows that the intrachain Ta-Ta and Ni-Ni hop-
pings tTaTa=NiNiðR⃗Þ ¼ hφA=B

Ta=NiðR⃗ÞjĤjφA=B
Ta=Nið0Þi have oppo-

site signs. We find tð0⃗ÞTaTa ≈ −640 meV and tð0⃗ÞNiNi≈
250 meV, which are respectively mainly responsible for
the conduction and valence bands dispersions in the MZ
and ΓX directions of the Brillouin zone. These bands are
about 2.5 and 1.5 eV wide with predominant Ta (blue) and
Ni (red) character as visible in the Wannier-interpolated
band structure in Fig. 2. Conduction and valence bands
overlap along ZΓ where the bands become much less
dispersive and are mainly characterized by bonding and
antibonding splittings of the Ta- and Ni-states between the
two Ta-Ni-Ta chains.

FIG. 1. Top and side view of the Ta2NiSe5 lattice structure
including isosurfaces of Wannier wave functions localized at Ta
and Ni positions (red and blue correspond to opposite MLFW-
amplitude signs). Dashed lines (red dots) indicate reflection
(inversion) symmetries.

FIG. 2. Ab initio band structure (black lines) together with a fat-
bands representation of the Wannier model. Thick blue (red) lines
represent Ta (Ni) contributions as resulting from the Wannier
model.
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Importantly, hopping matrix elements between Ta- and
Ni-like states within the chains are not forbidden by any
symmetry. In fact, even in the orthorhombic phase we
obtain non-zero matrix elements between Ta- and Ni-
MLWFs within the same chain tTaNiðR⃗Þ. Specifically,
tTaNið0⃗Þ ≈ 36 meV which decreases with the distance Rx

along the chains. This result is universal to all tested DFT
exchange-correlation functionals [28] and shows that this
kind of Ta-Ni hybridization cannot spontaneously form due
to exciton condensation below a critical temperature
[26,27,38].
In contrast to that, we will show below that the excitonic

instability can break the crystal symmetries that constrain
Ta-Ni hybridization in the high-temperature phase. In
particular, the reflection symmetries σ

A=B
⊥ constrain the

Ta-Ni hoppings to change sign under σA=B⊥ implying that the
Wannier Hamiltonian averaged along the x direction is
block diagonal with respect to the Ta and Ni states

Ĥðkx ¼ 0; RyÞ≡
X

Rx

ĤðRx; RyÞ ¼

 

ĥTaðRyÞ 0̂

0̂ ĥNiðRyÞ

!

:

ð1Þ

In momentum space, tTaNiðkx ¼ 0; kyÞ ¼ 0 so that the
bands along the ZΓ path have purely Ta or Ni character,
Fig. 2. Therefore, any excitonic instability resulting from a
spontaneous Ta-Ni hybridization must break the σ

A=B
⊥

symmetry and show up along the ZΓ direction. We provide
evidence of such an instability by considering the effect of
the electron interactions in a minimal model derived from
the above symmetry analysis.
Minimal model.—We consider a two-dimensional lattice

with six atoms per unit cell. The electronic Hamiltonian

Ĥ ¼ Ĥhop þ ĤU þ ĤV ð2Þ

includes a hopping term Ĥhop, a local ĤU Coulomb
interaction term, and nearest-neighbor ĤV one. We define
Ψ

†

R⃗σ
≡ ðc†

1σðR⃗Þ;…; c†
6σðR⃗ÞÞ, where c†jσðR⃗Þ creates an elec-

tron with spin σ in a localized orbital on the jth atom (labels
in Fig. 1) of the unit cell R⃗.

Ĥhop ¼
X

R⃗σ

X

δ⃗

Ψ
†

R⃗þδ⃗σ
Tðδ⃗ÞΨ

R⃗σ
ð3Þ

contains intracell, Tð0⃗Þ, as well as intercell, Tð�a;�bÞ,
terms. The matrix elements are chosen consistently with the
above symmetry requirement and in order to reproduce the
main features of the Wannier band structure [28].

The electrons interact through a local Hubbard-like term

ĤU ¼ U
X

R⃗

X

j

n̂j↑ðR⃗Þn̂j↓ðR⃗Þ; ð4Þ

where we assumed the same U for the six atoms, as
supported by a constrained RPA [39] analysis of the
Coulomb matrix elements (UTa ≈ 2.1 eV, UNi ≈ 2.4 eV).
The next leading terms are intrachain density-density
interactions between neighboring Ta and Ni atoms
(V ≈ 0.9 eV)

ĤV ¼ V
X

j¼1;2

X

R⃗σσ0

½n̂jσðR⃗Þ þ n̂jσðR⃗þ δ⃗xÞ�n̂5σ0ðR⃗Þ

þ V
X

j¼3;4

X

R⃗σσ0

½n̂jσðR⃗Þ þ n̂jσðR⃗ − δ⃗xÞ�n̂6σ0ðR⃗Þ: ð5Þ

The symmetries of the Hamiltonian are revealed by an
investigation of the intrachain Ta-Ni hybridization as a
function of the distance along x between the Ta and Ni
atoms

ΔijðxÞ ¼ hc†i ðRx; 0Þ
|fflfflfflfflffl{zfflfflfflfflffl}

Ta site

cjð0; 0Þ
|fflfflffl{zfflfflffl}

Ni site

i; ð6Þ

where i ¼ 1; 2ð3; 4Þ and j ¼ 5ð6Þ label the Ta and Ni
states, respectively, for the AðBÞ chain. For each chain, x is
defined by taking the Ni atom in that chain as origin, so that
x ¼ Rx ∓ a=2 (− for A and þ for B). We have dropped the
spin index as we focus on the spin-singlet case. For the A
chain, Δ15ðxÞ and Δ25ðxÞ, i.e., the hybridizations between
the lower and upper Ta with the central Ni state of the A
chain, transform as

σ
A
⊥Δ15ðxÞ ¼ −Δ15ð−xÞ; σ

A
kΔ15ðxÞ ¼ Δ25ðxÞ; ð7Þ

so that Δ15ðxÞ ¼ −Δ15ð−xÞ and Δ15ðxÞ ¼ Δ25ðxÞ, as
depicted in Fig. 3(a). Similarly, reflection symmetries for

(a) (b)

FIG. 3. Scheme of nearest neighbor Ta-Ni hybridization in the
symmetry invariant (a) and symmetry-broken (b) phases. Thick-
ness of the lines connecting the atoms indicates the absolute value
of the hybridization.
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the B chains imply Δ36ðxÞ ¼ −Δ36ð−xÞ and Δ46ðxÞ ¼
−Δ46ð−xÞ.
We investigate the possible breaking of the above

symmetries due to electronic interactions, by utilizing a
Hartree-Fock variational wave function allowing for a
spatially homogeneous order parameter of the form:

ϕ⃗ ¼

0

B
B
B
@

ϕ15

ϕ25

ϕ36

ϕ46

1

C
C
C
A
; ϕij ≡ Δijða=2Þ þ Δijð−a=2Þ: ð8Þ

The four ϕij are in general independent, allowing in
principle for 16 different phases corresponding to the
different breaking patterns of the reflections and inversion
symmetries. Here, we focus on the symmetry-breaking
channel consistent with the low-temperature monoclinic
phase of Ta2NiSe5. In the monoclinic phase all reflections
are broken, while their products IA=B ¼ σ

A=B
⊥ σ

A=B

k and the

inversion I ¼ IA=BT (T being the translation between the
twoNi atoms) are preserved. This constrains the components
ϕij as ϕ15 ¼ −ϕ25 and ϕ36 ¼ −ϕ46, due to preservation of
IA=B and ϕ15 ¼ ϕ46 and ϕ25 ¼ ϕ36 due to I , leading to an

order parameter of the form ϕ⃗ ¼ ϕ0ðþ1;−1;−1;þ1Þ.
The obtained zero-temperature phase diagram in theU-V

plane, Fig. 4(a), shows three distinct regions. At fixed value

of U, the order parameter ϕ0 vanishes for V smaller than a
lower critical value [V < V�

l ðUÞ] and for V larger than an
upper critical value [V > V�

uðUÞ]. In these regions the Ta-Ni
hybridizations transform in accordance with Eq. (7), as
shown in Figs. 4(b) and 4(d). These two symmetric ground
states are characterized by different electronic properties. For
V < V�

l ðUÞ [Figs. 4(b) and 4(g)] the valence and conduction
bands overlap, while forV > V�

uðUÞ [Figs. 4(d) and 4(e)] the
bands are separated by an energy gap.
In the intermediate region V�

l ðUÞ<V<V�
uðUÞ [Figs. 4(c)

and 4(f)] a solution with ϕ0 ≠ 0 is stabilized. This is the
hallmark of the excitonic instability as witnessed in Fig. 4(f)
by the emergence of a sizable hybridization between valence
and conduction bands all along the ZΓ path. Valence and
conduction bands acquire a strong Ta and Ni character,
respectively (which is absent in the symmetric phase) and the
degeneracy of the Ta-like conduction bands alongZΓ is lifted
by hybridization with Ni-like valence bands. In real space
this translates into brokenσA=B⊥ andσA=Bk symmetries yielding

finite Δ35 and Δ26, which couple the two chains, Fig. 3(b).
The upper valence band develops a mostly flat dispersion

around Γ. While this has so far been interpreted as a
distinctive signature of an homogeneous excitonic con-
densate, we show here that the interpretation is not unique.
In fact this feature is a result of a direct-to-indirect gap
insulator transition, driven by the splitting between the
hybridized bands along ZΓ, that can occur inside the

FIG. 4. (a) Order parameter at zero temperature as function of V forU ¼ 2.50 eV. Dots represent V ¼ 0.73, V ¼ 0.785, and V ¼ 0.83
corresponding to panels (b)–(d). Inset: phase diagram in U-V plane. Shaded region corresponds to the symmetry-broken phase. Dashed
line indicates a metal-insulator Lifshitz transition. (b)–(d) Ta-Ni hybridization along Ta-Ni-Ta A chain in the symmetric (b) and (d) and
symmetry-broken (c) phases. Crosses (diamonds) correspond to upper (lower) part of the Ta-Ni-Ta chain. (e)–(g) Bands along M −

Z − Γ − X corresponding to panels (b)–(d). Red (blue) corresponds to Ni (Ta) character. (h) Gap evolution inside the broken-symmetry
phase. U ¼ 2.50 eV and V ¼ 0.79, 0.77, 0.75 eV from light grey to black lines. Full (dashed) green arrows highlight the direct
(indirect) gap.
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broken-symmetry phase [Fig. 4(h)]. By decreasing V the
splitting increases, while the bottom of the conduction band
moves closer to the Fermi level. At V ¼ V�

l ðUÞ the
conduction band crosses the Fermi level and the system
undergoes a Lifshitz transition accompanied by the for-
mation of a Fermi surface in the metallic phase. We find
here that this is a first-order transition which restores the
symmetry for V < V�

l ðUÞ. If we allowed for a nonhomo-

geneous ϕ⃗ðR⃗Þ order parameter a finite momentum insta-
bility could occur near this point [40]. The symmetry-
broken phase is found only in a small region of the phase
space close to the Lifshitz transition. In this regime the
symmetric phase is characterized by a very small gap,
reinforcing the relevance of the above phase transition for
Ta2NiSe5, which in the high-temperature phase has been
reported to be a zero-gap semiconductor [16]. The sym-
metry-broken region shrinks as the HubbardU is decreased
until it disappears for U ≲ 1.25 eV for which V�

l ðUÞ and
V�
uðUÞ merge into the Lifshitz transition line. We highlight

that our constrained RPA values for U and V are in close
vicinity of the symmetry-broken region.
Structural phase transition.—The electronic configura-

tion associated with the excitonic phase is not compatible
with the symmetries of the lattice. This implies that the
electronic order parameter must have a linear coupling to
lattice modes breaking the crystal symmetry [27,41].
Hence, the excitonic transition will coexist with a structural
transition, as indeed observed experimentally. From the
pattern of the Ta-Ni hybridizations in the broken-symmetry
phase [Fig. 3(b)], one anticipates a distortion of the unit cell
in which Ta atoms from the same Ta-Ni-Ta chain are tilted
in opposite directions [arrows in Fig. 3(b)]. This corre-
sponds to a structural transition from the orthorhombic to
the monoclinic structure, which we confirm to be present
by performing a full structural relaxation within DFT [28].
The interplay between the electronic and lattice instability
is an interesting question for future investigations [42].
Conclusions.—We have performed a symmetry analysis

backed up by first-principle calculations of Ta2NiSe5, with
general implications for the excitonic transitions in solids.
While this transition has been so far understood as a
condensation phenomenon resulting from a continuous
UXð1Þ symmetry breaking [27] we show that in realistic
solids there is no such symmetry: the purely electronic
transition corresponds to the breaking of discrete sym-
metries only. Important consequences include that all
collective modes are gapped and that there is no dissipa-
tionless transport or excitonic superfluidity. We identify
explicitly all discrete symmetries relevant for the structural
phase transition in Ta2NiSe5, including the corresponding
electronic order parameters and provide clear evidence for a
transition into an excitonic insulator phase. This transition
breaks these symmetries in a manner consistent with the
experimentally observed lattice distortion into a monoclinic

phase, and the order parameter couples linearly to lat-
tice modes.
Because we find a spontaneous electronic instability for

realistic values of the interactions, our results suggest an
electronic contribution to the coupled transition [43–45].
However, a definitive confirmation of this point calls for
experimental probes which can selectively address the
electronic and lattice degrees of freedom. In the context
of iron-based superconductors, where a similar question
arises in relation to nematicity, it has proven possible to
probe the electronic component of the susceptibility asso-
ciated with the nematic instability [46,47]. Ultrafast spec-
troscopies offer another possible route [22,25,48,49] by
exploiting the very different time scales associated with
electronic and lattice degrees of freedom.
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