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Abstract. Diffuse optical tomography (DOT) is emerging as a viable new biomedical imaging modality. Using near-infrared

(NIR) light, this technique probes absorption as well as scattering properties of biological tissues. First commercial instruments

are now available that allow users to obtain cross-sectional and volumetric views of various body parts. Currently, the main

applications are brain, breast, limb, joint, and fluorescence/bioluminescence imaging. Although the spatial resolution is limited

when compared with other imaging modalities, such as magnetic resonance imaging (MRI) or X-ray computerized tomography

(CT), DOT provides access to a variety of physiological parameters that otherwise are not accessible, including sub-second imaging

of hemodynamics and other fast-changing processes. Furthermore, DOT can be realized in compact, portable instrumentation that

allows for bedside monitoring at relatively low cost. In this paper, we present an overview of current state-of-the -art technology,

including hardware and image-reconstruction algorithms, and focus on applications in brain and joint imaging. In addition, we

present recent results of work on optical tomographic imaging in small animals.
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1. Introduction

Over the last 10 years, considerable progress has

been made toward a novel biomedical imaging modal-

ity that uses near-infrared (NIR) light (700 nm < λ <
900 nm) to probe biomedical tissue [1–5]. Besides Dif-

fuse Optical Tomography (DOT), various other names

commonly are used, such as Photon Migration Tomog-

raphy (PMT), Medical Optical Tomography (MOT), or

just Optical Tomography (OT), to name a few. This

technology is based on delivering low-energy electro-

magnetic radiation, typically through optical fibers, to

one or more locations on the surface of the body part

under investigation and measuring transmitted and/or

backreflected intensities at distances up to 10 cm.
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The propagation of light in biomedical tissue is gov-
erned by the spatially varying scattering and absorption
properties of the medium, which are described in the
framework of scattering and absorption coefficients,
µs and µa, given in units of 1 cm. Also commonly
used is the reduced or transport scattering coefficient,
µ′

s = (1 − g)µs, where g ∈ [(1, 1] is a parameter that
describes the anisotropic scattering properties of tis-
sues [6]. Differences in the refractive index between
intracellular and extracellular fluids and various sub-
cellular components such as mitochondria or nuclei, as
well as varying tissue densities, give rise to differences
in scattering coefficient and g-factors between different
tissues [7–9]. Differences in chromophore content and
concentration lead to different absorption coefficients.
Based on measurements of transmitted and reflected
light intensities on the surface of the medium, a recon-
struction of the spatial distribution of the optical prop-
erties inside the medium is attempted. Typical values
found in biomedical tissues are 5 < µ′

s < 20 cm−1,
0.01 < µa < 1 cm−1, and 0.75 < g < 0.99 for NIR
wavelengths [6].
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What makes DOT a very challenging imaging prob-

lem is the fact that, besides being absorbed, NIR light

also is strongly scattered in biological tissues. This

results in two major problems. First, only very small

amounts of light are transmitted through various body

parts, such as the brain or breast. This places special

demands on detector technology. Secondly, standard

backprojection algorithms,as employed in X-ray-based

computerized tomography (CT), have limited applica-

bility, and more complex image-reconstruction algo-

rithms must be employed. On the other hand, DOT of-

fers several advantages over currently existing imaging

modalities. For example, the comparatively high speed

of the data acquisition allows sub-second imaging of

spatio-temporal changes of physiological processes. In

addition, the instrumentation is available at a lower cost,

is portable, and uses harmless non-ionizing radiation.

Furthermore, various kinds of contrast mechanisms

(e.g., oxyhemoglobin [HbO2], deoxyhemoglobin [Hb],

blood volume, tissue-scattering) complement already

available imaging modalities. In initial clinical trials

performed by various groups around the world, DOT

has shown great promise for brain-blood-oxygenation

monitoring in preterm infants, hematoma detection

and location, cognition analysis, breast cancer diag-

nosis, joint imaging, and, most recently, fluorescence-

enhanced molecular imaging.

In this paper, we first review the basic instrument

components for the three most commonly used DOT

modalities. Following an introduction to current state-

of-the-art image-reconstruction methods, we focus on

applications in brain and joint imaging and provide ex-

amples of recent advances toward small-animal imag-

ing systems.

2. Methods

In general, optical imaging systems can be di-

vided into three categories: time-domain (TD) sys-

tems, frequency-domain (FD) devices, and steady-

state-domain (SSD) instrumentation [10]. Time-

resolved systems inject very short light pulses into the

tissue. Traveling through the tissue, the light pulses are

attenuated and broadened in time, which can be mea-

sured with the appropriate detectors. In FD systems,

the source strength is sinusoidally modulated, typically

between 100 and 1000 MHz, which results in the prop-

agation of so-called photon-density waves inside the

tissue. Data acquisition consists of measuring ampli-

tude differences and phase shifts between the incident

wave and the detected wave. SSD systems employ

light sources that constantly deliver the same amount

of energy to the tissue, and the time-independent in-

tensities are measured at the detectors. Each of these

modalities requires different hardware and poses differ-

ent challenges to the image-reconstruction process. In

the following section, we describe the major hardware

components for each of these modalities, present an

overview of the basic structure of image-reconstruction

codes, and discuss various advantages and disadvan-

tages of these three optical imaging methods.

2.1. Instrumentation

2.1.1. Time-domain systems

In the time-resolved methods, a short laser pulse is

used as a probe signal. The light transmitted through

the body is recorded as a function of time. The trans-

mitted pulse typically appears broadened and, com-

pared to the input pulse, has a lower peak intensity

(Fig. 1a). The time at which the maximum response

function is reached is indicative of the mean pathlength

of the photons. The higher the scattering coefficient,

the longer the mean pathlength and the later the max-

imum is reached. The decreasing slope of the re-

sponse curve yields information about the absorption

coefficient. The higher the absorption, the steeper the

slope [11].

The most commonly used technique to obtain time-

resolved data for DOT is time-correlated single-photon

counting [12–15]. Figure 1b shows the basic compo-

nents of this type of measurement. The usual light

sources are laser diodes, which are driven by a pico-

second light pulser. Light pulses with a duration of

10–50 ps (FWHM = full width at half maximum) are

emitted at a repetition rate of 1–50 MHz. The peak

power reaches no more than approximately 100 mW.

Typically, wavelengths between 780 nm and 830 nm

are used. The light is guided through optical fibers to

various positions on the tissue. Optical fibers collect

the re-emitted photons and guide them to a microchan-

nel plate photomultiplier (MCP-PMT). The MCP-PMT

signals are input to a constant fraction discriminator

(CFD) via an amplifier and an attenuator. The CFD

output is fed to a time-to-amplitude converter (TAC) as

a “start counting” signal. The TAC outputs are counted

as discrete events by a pulse-height analyzer (PHA)

and accumulated until the peak count reaches 100,000–

1,000,000 counts. The time-response curves obtained

then are stored into a personal computer. By placing

the detector and source fiber directly against one an-
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Fig. 1. (a-top): Time-resolved impulse response of highly scattering

biological tissue. A ∼50 ps input pulse typically is broadened to

1–10 ns after traveling through 5–10 cm tissue. (b-bottom): Ex-
perimental set-up for time-correlated photon counting. (MCP-PMT

= Micro-channel-plate Photomultiplier, CFD = Constant Fraction

Discriminator, TAC = Time to Amplitude Converter, PHA = Pulse

Height Analyzer).

other, the instrument function is measured either before

or after the measurements. The instrument function is

used to deconvolute the results from the measurements

to yield the corrected time-dependent response func-

tion. More detailed descriptions of the two most ad-

vanced time-resolved optical tomography systems are

presented by Ntziachristos et al. [14] and Schmidt et

al. [15].

2.1.2. Frequency-domain systems

Instead of using a short light pulse, FD systems

use sinusoidally amplitude-modulated light sources.

The modulation frequency typically is between 100–

1000 MHz [16–18]. The measured parameters are

the phase shift, Φ, and the demodulation, M =
(ACo/DCo)/(ACi/DCi), of the light transmitted

through the tissue relative to the incident light. Here,

ACi and DCi refer to AC amplitudes and DC offset of

the intensity of the light sent into the medium; and ACo

and DCo are the AC amplitude and DC offset mea-

sured after this light has traveled through the medium

to the detector (Fig. 2a). Measuring Φ and M for all fre-

quencies amounts to performing the Fourier transform

Fig. 2. (a-top): Principle of frequency-domain measurements of light

transmitted through biological tissue. (b-bottom): Experimental

set-up for cross-correlation measurements of the phase shift Φ and
demodulation M. (PMT = Photomultiplier Tube).

of the TD data. The technical advantage of making

measurements in the FD lies in the simpler and more

cost-effective hardware design.
An FD device consists basically of four parts: (1)

the light source and intensity modulation techniques,

(2) the light-delivery system from the diode to the tis-

sue, (3) the light collection and detection, (4) the cross-
correlation technique for measuring the phase shift Φ
and demodulation M (Fig. 2b). Readily available 1–

100 mW laser diodes provide enough light to probe,
for example, the brain or breast. To intensity-modulate

laser diodes, two components are necessary. First, a

DC current is set between the lasing threshold cur-

rent, Ithres, and the maximal allowed current, Imax.
An AC source provides the amplitude modulation be-

tween Imax and Imin. Both signals are added together

in a Bias-T, which prevents the rf power from enter-

ing the DC current source, and visa versa. Optical
fibers are used to bring the light from the diode to the

tissue and to detect the light transmitted through the

medium. Photomultiplier tubes (PMTs), silicon pho-
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todiodes, or avalanche photodiodes usually are used as

light detectors [19]. Cross-correlation techniques [20–

22] transform the cumbersome rf frequencies of the

light modulation into signals in the range below 1 kHz.

Measurements of Φ and M are easy to perform at

these lower frequencies with accurate digital tech-

niques [23]. One frequency synthesizer with a fre-

quency ω = 2πf is used to intensity-modulate the laser

diodes by modulating the drive current of the diode. A

second synthesizer with a slightly different frequency,

f +∆f(∆f ∼ 10−−1000 Hz) is used to modulate the

gain of the PMTs in the reference and signal channel

by sinusoidally modulating the voltage of the second

dynode. Typically, intensity-modulation frequencies

below 1000 MHz are used. In this way, the difference

frequency (of between the light-source modulation and

the gain modulation is generated within the PMTs. The

PMT acts as a mixer. The difference frequency in the

kHz range can be filtered easily from the rf frequen-

cies by a digital data acquisition system [23]. It can

be shown that these low cross-correlation frequencies

contain the same phase and modulation information

as do the rf frequencies [20]. The phase shift can be

measured typically within 0.05◦ and the demodulation

within 0.002. Currently available FD systems mostly

are employed in optical breast imaging [24–27] and,

to a somewhat lesser extent, in functional brain imag-

ing [28,29].

2.1.3. Steady-state-domain systems

Originally thought to be of limited use, SSD sys-

tems have made a comeback in recent years and now

are among the most widely used systems in clinical

settings. In SSD systems, the light source continu-

ously emits light into the tissue and the transmitted

light intensities are measured (Fig. 3a). An example

of such a system is the dynamic near-infrared optical

tomography (DYNOT) instrument, recently developed

by Schmitz et al. [30–32] (Fig. 3b). In this system,

two wavelengths (700 nm < λ < 850 nm) are pro-

vided by two laser diodes, whose light is coupled se-

quentially into 32 different fiber bundles that deliver

the light to various positions on the surface of the tissue

to be studied. Fast switching between different source

positions is possible by means of an optical demulti-

plexer, which consists of a mirror that is rotated by

a microprocessor-controlled brushless DC servomotor.

A motion-control unit allows up to ∼50 start-stop mo-

tions per second. Each source fiber bundle forms one

branch of a bifurcated fiber bundle that joins another

branch. This second branch is used for light detection.

Each detector fiber bundle terminates on a single sil-

icon photodiode of a multi-channel detection module.

This module incorporates analog signal conditioning

hardware, such as adjustable gain stages to increase

the dynamic range of detection, four lock-in amplifiers,

and sample-and-hold circuits that improve signal qual-

ity and are necessary for timing purposes. The output

voltages of the detector channels are measured by a

data-acquisition board and stored on a personal com-

puter. The optical power sent to the target is about

10 mW. A full tomographic data set (two wavelengths

at 32 × 31 = 992 source-detector configuration) can

be obtained in approximately 0.5 seconds, leading to a

data rate of 2 × 992/0.5 = 3968 measurements/second,

which is the fastest data-acquisition rate (measure-

ment points/per second) of all currently available multi-

source-detector NIR optical instruments. Using fewer

sources, the acquisition time decreases approximately

linearly. Similar instruments have been developed by

Siegel et al. [33], Colak et al. [34], and Yamashita et

al. [35].

2.2. Image reconstruction algorithm

2.2.1. Backprojection methods

Although it is known that light is strongly scattered

in biological media and does not travel in a straight line

between source and detector, some researchers imple-

mented backprojection algorithms for DOT [36–38].

In this case, optical signals measured on the surface of

the medium are fitted to analytical expressions based

on diffusion theory [16,39] to give effective absorp-

tion and transport-scattering coefficients, µa and µ′

s,

respectively. Analagous to backprojection algorithms

in X-ray tomography [40], these effective values are

backprojected either on a straight line between source

and detector or on a line of most likely path, which may

be curved. This results in a map of spatially depen-

dent optical properties inside the medium under con-

sideration. A generalization of this approach is not to

back-project onto a line but onto the entire volume, as-

suming that a spatially varying probability exists that a

photon has passed a certain place within the tissue [41,

42]. Depending on the probability, different weights

are assigned to different regions of the tissue.

In recent years, topographic methods that rely on

backprojection algorithms have found widespread ap-

plication, especially in functional imaging. These maps

project the cortical response during various protocols

together with the superficial vascular changes onto a

two-dimensional (2D) surface map. Results usually
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Fig. 3. (a-top): Principle of steady-state domain (SSD) measurements of light transmitted through biological tissue. (b-bottom): Basic block

diagram for SSD instrument set-up. LDD = laser diode drivers, TECD = thermo-electric cooling drivers, f 1 and f 2 = diode current modulation

frequencies, LD1 and LD2 = laser diodes, D-MUX = optical demultiplexer with servomotor.

are obtained by back-projecting measured light intensi-

ties between corresponding source-detector pairs mul-

tiplied by the appropriate pathlength factor to obtain the

change in the absorption coefficients along the path [29,

43,44]. All of these approaches yield some results in

which positions of inhomogeneities often are recovered

quickly, with relatively good precision. However, the

absolute values of absorption and scattering generally

are not reconstructed with good accuracy and the reso-

lution is lower than it is with iterative methods, which

will be discussed next.

2.2.2. Model-based iterative image reconstruction

A more accurate reconstruction can be obtained

if model-based iterative image reconstruction (MO-

BIIR) algorithms are applied. Iterative reconstruction

schemes are more time consuming, and usually con-

sist of three components (Fig. 4). The first component

is a forward model that provides a prediction of the

measurements based on a guess of the system parame-

ters (here, the spatial distribution of µa and µ′

s). Sec-

ond, a scheme is used that compares the predicted data

with the measured data, which results in some sort of

error function, often also called an objective function

or norm. The third component is an efficient way of

updating the system parameters of the forward model,

which in turn provides a new set of predicted data.

Several groups have developed model-based algo-

rithms for optical tomography in recent years [45–

53]. Codes from different groups differ mainly in what

type of forward model they use, what type of updat-

ing scheme is employed, and how many iterative up-

dates of the initial guess of optical properties are made.

We recently developed MOBIIR algorithms that use

as a forward model either finite-difference or finite-

element discretizations of the time-dependent or time-

independent diffusion equation as well as the equation

of radiative transfer [54–59]. The results of the forward
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Fig. 4. Basic structure of model-based iterative image reconstruction scheme.

calculations are compared to measurements or to sim-

ulated data by using the least square error norm, which

can include various assumptions about prior knowledge
of the system parameters. The derivatives or gradient of

the norm with respect to the system parameters (µa(r),
µ′

s(r)) are calculated with an adjoined-differentiation
method. The advantage of this approach is that the

gradient calculation parallels the forward computation

in complexity and can be accomplished in a time, of
the same order of magnitude as it takes to complete a

forward calculation.

2.3. Comparison of different optical imaging

modalities

The information content as well as complexity of
hardware and imaging software increases from SSD to

FD and TD systems. The obtainable spatial resolu-

tion, given the same number of sources and detectors,
is thought to increase from SSD to FD to TD systems.

On the other hand, SSD systems allow for much faster

data acquisition than do TD systems. While SSD sys-
tems allow for data-acquisition rates for one source and

one detector of up to 8000 Hz, FD systems currently

are limited to ∼10–400 Hz, and TD systems typically
are limited to less than 1 Hz [30]. This makes SSD

systems the ideal systems to look at fast physiological

changes, such as hemodynamic changes in the brain or
limbs. Time-resolved systems typically take more than

one minute, and rapid changes such as hemodynamic

responses to stimuli cannot be imaged.

Another important aspect of DOT is the capability to

distinguish between scattering and absorption effects.
In a theoretical study, Arridge et al. [60] showed that,
if SSD-type measurements are used alone, absorption

and scattering effects may be indistinguishable. There-
fore, from measurements on the surface alone, the ob-

server will be unable to conclude whether a change in
signal is caused by a local change in the absorption
coefficient or by a change in the scattering coefficient

inside the medium. The image-reconstruction problem
is said to be “ill-posed.” FD and TD systems contain
more information and typically are believed to provide

better separation between absorption and scattering ef-
fects. However, as Arridge points out, if the refractive
index is unknown, which generally is the case, even FD

and TD measurements are not enough. However, also
as noted by Arridge, “in practice, in inverse problems
one solves a regularized problem wherein a combina-

tion of likelihood term and a term representing some
constraints on the solution is optimized.” Under these
practical circumstances, separation of absorption and

scattering may well be achieved. Barbour et al. [61]
and Jiang et al. [62–64] recently presented such prac-
tical algorithms for the SSD case. Furthermore, often

one can make reasonable assumptions concerning the
scattering coefficient and only reconstruct absorption
images. For example, it is argued often that scatter-

ing changes over the wavelength range considered are
small and, hence, can be neglected.

An issue that affects all three optical imaging modal-

ities is the problem of obtaining absolute optical prop-
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erties rather than only changes in optical properties.

Typically, absolute values are harder to obtain than are

relative changes because absolute attenuation must be

measured. This has proven difficult in practice, even

though some groups have developed careful calibra-

tion schemes and numerical methods and have per-

formed the first quantitative hemoglobin tomography

studies [65–67]. These studies, however, have been

limited to numerical problems and optical tomographic

breast imaging. Most currently available optical de-

vices employed for brain imaging provide only mea-

sures of changes or of differences with respect to a ref-

erence material or reference physiological state (rest

vs. activity). An example is a measurement of optical

properties during a breath-hold experiment: The pa-

tient is monitored before the breath hold. With the start

of the breath hold, the measured optical signals will

change, and these changes can then be used to deter-

mine changes in oxy- and deoxyhemoglobin. However,

because the absolute oxyhemoglobinand dexoyhemon-

globin concentrations were not known at the start of the

experiments, the absolute concentrations also are not

known afterward. Absolute measurements are difficult

to obtain because the coupling coefficient between tis-

sue and fibers, as well as losses in optical fibers due to

different bending and coupling into the detectors, are

difficult to determine. Therefore, the error in absolute

measurements (∼1%, see e.g., reference [64]), even

when carefully calibrated, typically is larger than the

error in relative measurement schemes, where one can

determine changes in transmitted light intensities with

an accuracy of ∼0.01% (see e.g., reference [68] and

Fig. 13a of this manuscript).

Finally, the importance of an accurate forward model

that describes light propagation in tissue should be

stressed. If the forward model does not accurately de-

scribe the propagation of photons inside the medium,

the model-based reconstruction scheme will fail. At

present, most algorithms rely on the validity of the

diffusion approximation as opposed to the generally

more accurate equation of radiative transfer [69,70].

While in many cases the diffusion theory is indeed a

good approximation for describing light propagation

in biological tissues, several researchers have deter-

mined theoretically and experimentally what the lim-

its of this approximation are [71–77]. For example, it

has been shown that the diffusion approximation fails

when small-sample geometries are considered in which

source-detector separations are small and boundary ef-

fects are dominant. Furthermore, radiative-transfer the-

ory is more accurate when the medium contains regions

in which the absorption coefficient is not much smaller

than is the scattering coefficient or when regions are

considered in which the scattering and absorption are

very low; so-called “void-like” regions. Turbid media

that contain void-like areas play an important role in

several biomedical imaging applications. For example,

the highly scattering brain tissue is enclosed in a layer

of almost clear cerebrospinal fluid, which has very low

scattering and absorption coefficients. How this layer

affects light propagation recently has been the subject

of many studies and discussions [see e.g. [65,69–71].

An example that demonstrates the importance of

an accurate forward model is shown in Fig. 5. Fig-

ure 5a shows the geometry of a tissue phantom that

is made of highly scattering resin (µa = 0.35 cm−1,

µ′

s = 11.6 cm−1), which contains a ring of water. Di-

recting laser light onto one side of this sample, we

measured the transmitted light intensities at the adja-

cent side and at the far side of the sample and com-

pared the results with a diffusion-theory code and with a

radiative-transfer-theorycode. As Figs 5b and 5c show,

the experimental results agree well with the numeri-

cal results obtained with the radiative-transfer-theory

algorithm, and considerable difference exists between

the diffusion theory results and experiments. If the ex-

perimental results are input to an image-reconstruction

code, only the radiative-transfer-based algorithm finds

the water ring, while the diffusion code converges to an

incorrect result (Fig. 6).

3. Applications

3.1. Brain imaging

The early application of optical methods for brain

imaging concentrated on the detection of hemorrhages

and hematomas in the brain. Because hematomas are

a localized mass of extravasated blood, and NIR light

is strongly absorbed by blood, subcranial hematomas

can be detected relatively easily. Since the early 1990s,

various groups have reported on the development of

instrumentation to detect these bleeds, and the first

commercial systems were geared toward this applica-

tion [78–81]. With the ongoing advances in instrumen-

tation and image-reconstruction algorithms, the focus

of DOT in brain imaging has shifted in recent years

to two more challenging areas; namely stroke imaging

and functional imaging. Next, we provide a review of

these areas and present the latest developments in three-

dimensional (3D) optical tomographic brain imaging.
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Fig. 5. Experimental and numerical results for a highly scattering medium (µ′
s

= (1 − g) · µs = 10 cm−1) that contains a low-scattering,

water-filled ring. For an incident laser beam (arrow left figure), the transmitted light intensities along the y-axis (middle) and x-axis (right) were

measured. In addition, numerical calculations were performed with a 3D finite-difference algorithm that used either the diffusion equation or

the equation of radiative transfer. Clearly visible are the good agreement between measurements and the transport-forward model, whereas the

diffusion-forward model is less accurate.

Fig. 6. Reconstruction results illustrating the importance of an accurate forward model. When a transport-theory-based algorithm is used, the

ring is recovered (middle). A diffusion-theory-based code does not find the ring and converges to a wrong result (right). (The figure to the left

shows the original structure of the medium. Numbers in figures give the reduced scattering coefficient µ′
s
).

3.1.1. Optical functional imaging

In the last five years, functional brain imaging with

near-infrared optical methods has become of great in-

terest [28,29,82–88]. Several groups have reported

on changes in the optical signals during various tasks.

For example, Benaron et al. [84] studied physiologi-

cal changes in brain oxygenation in male adults dur-

ing mixed motor and sensory cortex activation. Hoshi

et al. [82] obtained quantitative images of hemoglobin

concentration changes associated with neuronal activa-

tion in the human brain during a forward (DF) and back-

ward (DB) digit-span task that assesses verbal working

memory, and Franceschini et al. [29] reported on imag-

ing arterial pulsation and motor activation in healthy

human subjects.

These works are based on multi-wavelength mea-

surements that allow for calculation of changes in opti-

cal properties. For example, assuming that the primary

influences on the changes in the absorption coefficients

at each wavelength are a linear combination of oxy-

hemoglobin and deoxyhemoglobin, one arrives at [89,

90]:

∆µλ
a = ελ

HbO∆[HbO] + ελ
Hb∆[HbO]. (1)

By simultaneously solving a set of algebraic equations

at the disparate wavelengths (λ1, λ2, . . . , λN , it is pos-

sible to calculate the true concentrations of the N chro-

mophores of interest. For the case of two chromophores

consisting of oxyhemoglobin and deoxyhemoglobin,

the equations are given by:

∆[Hb] =
ελ2

HbO∆µλ1

a − ελ1

HbO∆µλ2

a

ελ1

Hbε
λ2

HbO − ελ2

Hbε
λ1

HbO

and

∆[HbO] =
ελ2

HbO∆µλ1

a − ελ1

HbO∆µλ2

a

ελ1

Hbε
λ2

HbO − ελ2

Hbε
λ1

HbO

,

(2a, b)

where λ1,2 indicates the wavelength, and εHb and

εHbO are the known extinction coefficients for deoxy-

hemoglobin and oxyhemoglobin at the given wave-

lengths, respectively. The ∆µa′s in Eqs 2a and 2b, at
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each of the two wavelengths, are the calculated changes

in the absorption coefficients at each node of the mesh

determined using the reconstruction algorithm. Other

chromophores that often are included in the analysis

are water and cytochrome oxidase. If, in addition to

changes in oxy- and deoxyhemoglobin concentrations,

water and cytochrome concentrations are changing dur-

ing a given experiment, four instead of two wavelengths

need to be used.

Using this or similar analysis schemes, it has been es-

tablished clearly that NIR can be used to probe the brain

for changes in blood oxygenation and blood volume.

Although it is unchallenged that changes in hemody-

namic responses to stimuli can be detected, conflicting

results have been reported concerning the detectability

of scattering changes due to neural activity. The hemo-

dynamic response to various stimuli typically occurs

with latencies between 0.5 to 5 seconds. Some groups

have reported the detection of faster changes in trans-

mitted optical signals, with latencies of about 50–100

msec. However, these signals are subtler than are the

hemodynamic responses, and different groups come to

different conclusions. Gratton et al. [91,92] contend

that these fast signals are visible only in FD phase-shift

measurements, where phase delays of up to 0.3 degree

have been observed. Steinbrink et al. [93] recently

challenged that contention and reported that they were

unable to detect a change in phase shift. Instead, they

detected a 0.05% change in the intensity of the signal,

with latencies between 60–160 msec after electrical

median nerve stimulation. Several other groups [94,

95] currently are investigating this phenomena and a

final conclusion still is outstanding.

3.1.2. Optical stroke monitoring

As early as 1993, Hirtz speculated [96] that NIR

imaging may be used in the future to “predict stroke or

study changes in response to pharmacological agents.”

NIR optical systems promise several advantages over

current brain-imaging techniques such as MRI and CT

when applied to critically ill stroke patients [97]. Un-

like MRI, CT, or positron emission tomography (PET),

optical systems are portable and can be brought to the

bedside to monitor critically ill patients. Stroke patients

frequently are unstable and unable to tolerate transport

to CT or MRI scanner facilities and do not tolerate the

repeated scanning necessary to follow an ongoing or

evolving condition. In addition, most established imag-

ing techniques require exposure to noxious agents, such

as intravenous contrast, radiation, or radioactive emit-

ters. In the critically ill stroke patient, in whom cerebral

blood flow, blood volume, and brain oxygenation con-
stantly are changing, a continuous imaging technology
is highly desirable.

Initially, researchers sought to monitor cytochrome
oxidase during stroke with NIR techniques [98,99].
These investigators used SSD instrumentation with
three or form wavelengths and data-analysis algorithms
developed since the mid-1970s by Jöbsis et al. [100,
101]. However, the accuracy and validity of these mea-
surements were a point of strong contention. For exam-
ple Miyake et al. [102] argued “. . . that cytochromes are
difficult to detect in blood-containing brains where the
path-lengths are too short to measure accurately,” while
in bloodless brains they “found clear cytochrome c and
aa3 absorption of iron and copper.” More recent stud-
ies that involved more than 100 wavelengths are more
promising as the reported results indicate that, in this
case, changes in cytochrome concentration can be de-
coupled from hemoglobin concentration changes [103,
104].

In 1996, Wolf et al. [105] reported on the use of NIR
spectroscopy for non-invasive on-line detection of cor-
tical spreading depression (CSD) in a pento-barbital-
treated rat. Typically, an acute increase of regional
cerebral blood flow (rCBF) can be observed during this
process [106–108]. Wolf et al. performed studies by
measuring transmitted NIR intensities at four wave-
lengths with an optical probe over the intact skull con-
sisting of one delivery fiber and another detection fiber
about 6 mm apart. One year later, the same group of au-
thors reported on optically measuring peri-infarct depo-
larization (PID) in focal cerebral ischemia in rats [109].
The authors concluded that NIR imaging is capable of
non-invasive detection of a “fingerprint” of PID in rats,
which distinguishes it from spreading depression.

In 1999, Vernieri et al. [110] reported on a study that
involved the effects of hypercapnia on the near-infrared
signal in two patients who had suffered strokes three
and four months earlier, with monohemispheric lesions
in the middle cerebral artery (MCA) territory. Using a
commercial NIR system (OxiPlex by ISS Inc, Cham-
paign, IL) with two light-emitting diodes (λ = 825 nm)
and two detectors, signal changes were measured dur-
ing hypercapnia induced by inhalation of a mixture
of 7% CO2/air for about 90 seconds. In both cases,
a decrease (5–10%) in the backscattered light inten-
sity, corresponding to the expected increase in blood
volume, was appreciable only in the unaffected hemi-
sphere. The NIR signal showed no response in the
affected hemisphere.

Two more case studies involving two patients who
suffered occlusive strokes of the MCA were reported by
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Nemoto et al. [111]. In their studies, the authors used

the INVOS 3100A from Somanetics Corp., Troy, MI.

This device employs one source and two detectors at

different distances to obtain a coarse depth resolution.

The cerebral oximeter sensor was placed overnight over

the right frontal temporal cortex of a patient with MCA

occlusion. While wearing the oximeter sensor, the

patient developed a sudden bradycardia that progressed

to asystole. The instrument clearly showed the rapid

desaturation of the brain after arrest. In the second

case, oximetry readings were obtained in a patient with

a right internal artery occlusion and an infarct in the

MCA territory. Differences in the oximeter readings

were obtained for the infarct regions and the border

zone between the MCA regions and normally perfused

anterior cerebral artery territory.

In a general review paper on non-invasive optical

functional imaging of the human brain, Benaron et

al. [78] presented a spatially resolved optical tomo-

graphic image of a frontal lobe stroke. CT and time-

resolved optical imaging were performed sequentially

in an infant with hypoxic-schemic injury. The data-

acquisition time for the time-resolved optical measure-

ment was six hours. The reconstructed image was gen-

erated with a tomographic backprojection algorithm.

The authors observed overlap between the optical and

CT localization of the injury site and noted that only

optical scanning yielded quantitative measurement of

regional cortical saturation.

Most recently, Chen et al. [112,113] performed op-

tical studies using an intracranial infarction model in

rats. The NIR system used in this study operated in the

continuous wave mode and employed one source and

one detector separated by 5 mm. The probe was placed

sequentially in 20 different positions on the head of the

rat, which resulted in a topographic map of optical den-

sity changes between pre- and post-MCA. In addition,

MRI images were obtained on a Bruker Biospec 2000

with a vertical bore and magnetic field strength of 4.7 T.

A T2-weighted MRI was used to identify the location

of ischemia and to estimate the lesion area. Further-

more, a triphenyltetrazonlium-chloride stain was used

to locate the occlusion focus area. The authors reported

“significant” correlation among findings by NIR, MRI,

and staining.

These studies clearly demonstrate the potential of

optical techniques for stroke imaging. However, most

of the work in optical stroke imaging so far provides

only topographic maps or uses single-source detector

measurements to distinguish between the left and right

hemispheres. An important next step is the develop-

ment of 3D image-reconstruction schemes that provide

sufficient depth resolution to localize the affected areas

inside the brain.

3.1.3. Volumetric brain imaging

Our group recently went beyond topographic maps

and obtained 3D, volumetric reconstructions of the

changes in optical properties inside a human head [114].

To illustrate the performance of this approach, we de-

scribe a volumetric reconstruction of the vascular reac-

tivity in the brain during a Valsalva maneuver.

The experiment was designed to look at functional

hemodynamic changes induced by a Valsalva maneu-

ver in the forehead of a single patient. For the mea-

surement, the patient was placed in the supine posi-

tion. Three epochs, consisting of Valsalva maneuvers

with one-minute rest periods interspersed, were per-

formed. During the Valsalva maneuver, a forced expi-

ration against a closed glottis demonstrates the effects

of changes in intrathoracic pressure on blood pressure,

and the brain’s autoregulatory response to decreased

vascular perfusion pressure in cerebral vessels [115–

117].

Figure 7a shows the locations of the sources and de-

tectors on the forehead. A three-tiered band was used

to secure three sets of five optodes per tier to the left

forehead. Each optode consisted of a co-located source

and detector, and all measurements were performed si-

multaneously at 760 nm and 830 nm. Using two wave-

lengths and the scheme described in Eqs 1 and 2, we

calculated the changes in the absorption coefficients at

each node of our finite-element mesh. The reconstruc-

tion algorithm accounts for the path length between

given source detector positions and reconstructs the

predicted changes in the obsorption coefficient (∆µa)

at each node. By solving Eqs 2a and 2b, the changes

in oxyhemoglobin, ∆[HbO], and deoxyhemoglobin,

∆[Hb], can be determined.

A trace of the measured output produced by the opti-

cal image system for the three Valsalva epochs is shown

in Fig. 8a. Displayed are 15 traces of the normalized

(to the rest period) measured-intensity profiles during

three consecutive Valsalva maneuvers for source posi-

tion #3 at a wavelength of 760 nm. It can be seen that

the Valsalva maneuver protocol is very reproducible

from epoch to epoch, and a strong signal drop in all

detectors can be observed. At the peak of the Valsalva

maneuver, the measurement intensities changed by up

to 40% with respect to the rest period. To enhance the

signal-to-noise ratio, a median filter of length 2 was

used to smooth the intensity profile. For our 3D recon-
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Fig. 7. (a-left): Placement of sources and detectors on forehead. The 15 source/detector positions are indicated by the encircled numbers. Other

round dots indicate reference points used for the photogrammetric surface determination. The lighter shaded area depicts the outer surface of

the finite-element mesh, which was used for the volumetric image reconstruction. (b-right): Mesh of forehead generated from photogrammetric

data. Note that only a subset of surface notes is displayed. The actual calculations were performed on a finite-element mesh with 11,255 nodes,
resulting in an average distance between nodes of ∼0.2 cm.

Fig. 8. (a-left): Time series of 15 detector readings during three successive Valsalva maneuvers. The source was located at position three

(see Fig. 7). Each Valsalva maneuver was followed by a rest period. The measurements displayed were performed with near-infrared light at

λ = 760 nm. (b-right): Median-filtered time series for first Valsalva maneuver epoch seen in Fig. 8a.

structions, we focused on the data during the first of

the three epochs, which are displayed in Fig. 8b. At

t = 10 seconds, the Valsalva maneuver began. Ini-

tially, an increase in signal was observed, which re-

turned to baseline within 10–15 seconds. Then, the

signal decreased steadily and approached a minimum

at t = 65 seconds, at which point the Valsalva ma-

neuver was stopped. The signal recovers rapidly and

eventually returns to baseline.

For the “difference” reconstruction, we used the ra-

tio of the data at the time point T3 with respect to

data at time point t = 0 (Fig. 8b). The reconstruc-

tion was stopped after 25 iterations. At this point, no

further changes in the reconstructed distributions were

observed. The 25 iterations took approximately four

hours on a Pentium III 550 Mhz processor. Figure 9

shows the 3D distribution of the reconstructed values

for changes in deoxyhemoglobin and oxyhemoglobin.

Displayed are volumetric reconstructions for three dif-

ferent views: frontal (standing in front of body and

looking toward the face), side (standing next to body

and looking toward the right ear), and aerial (looking

from the top of the head down toward the body). The

different colors (shadings) represent isosurfaces of con-

stant oxyhemoglobinand deoxyhemoglobinconcentra-

tion changes relative to the reference point at t = 0.

One can see that two major regions of deoxygenation

have evolved in which ∆Hb-values of up to 0.047 mM

can be found. Oxyhemoglobin values have changed

by as much as 0.12 mM in the center and upper right

corner of the forehead.
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Fig. 9. Reconstructed changes in deoxyhemoglobin (top) and oxy-

hemoglobin (bottom) at time T3 (see Fig. 8b) during a Valsalva ma-

neuver. The changes are given in units of [mM]. Shown are a frontal
view (upper left), a side view (upper right), and an aerial view (lower

left) of the forehead.

3.1.4. Diffusion vs. transport results

The above-described results were obtained with a
MOBIIR code that uses the diffusion equation as a
forward model. As noted in Section 2.3, the diffu-
sion model may not be a good model for light propa-
gation in the brain, which contains low scattering re-
gions that are filled with cerebrospinal fluid. To test
the influence of the model, we used the same data and
mesh to perform a reconstruction with a MOBIIR code
that uses the equation of radiative transfer as a forward
model [58]. The results are shown in Fig. 10. While
one observes similarities in the overall spatial distri-
bution, the values of the maximal changes differ sub-
stantially. The diffusion code finds maximal changes
in deoxyhemoglobin of 0.047 mM, and the transport
code finds 0.065 mM. Also, the center of this change
is slightly shifted, which can be seen most clearly in
the aerial view. The radiative-transfer code results lo-
cated the maximal change approximately0.5 cm deeper
inside the head than did the diffusion analysis.

The time for a reconstruction of an oxy- or deoxyhe-

moglobin image using the diffusion code was approx-

imately four hours on a Pentium III 550 Mhz proces-

sor. This time includes the reconstruction of the ab-

sorption changes at two wavelengths for a mesh with

11,255 notes. The transport-theory-based code con-

verged after 12 iterations, which took approximately

16 hours on the same workstation. The difference

in the number of iterations required for convergence

most likely resulted from the different optimization

schemes that were used in the diffusion and trans-

port algorithms. While the diffusion-based code em-

ployed a conjugate-gradient method that required com-

plete line minimization, the radiative-transfer code used

a Broyden-Fletcher-Goldfarb-Shanno (BFGS) mini-

mization method [59] that did not require complete line

searches.

There may be several reasons why the observed dif-

ferences are not larger. First, it should be noted that

only changes in optical and physiological properties

were reconstructed. Pei et al. [118] recently showed

that, in this case, the forward model does not play such

an important role. Hillman et al. [119], however, re-

ported in another study that, even for relative data, the

accuracy of the forward model cannot be neglected.

Another reason for the small difference could be the

fact that the transport code was used with an isotropic-

scattering phase function instead of an anisotropic-

scattering phase function. Anisotropic-scattering phase

functions require a fine angular discretization, which

leads to increased memory requirements and compu-

tation times. Furthermore, the spatial discretization

of ∼0.2 cm between adjacent notes may not be small

enough to capture all of the effects. Finally, the ex-

pected effect of the cerebrospinal fluid layer may be

smaller than expected. Additional studies are necessary

to fully explore all of these aspects and to determine

when the diffusion approximation suffices and when a

transport-theory-based algorithm is required.

3.2. Small-animal imaging

Over the last 10 years, there has been an increasing

interest in small-animal imaging systems. This interest

is motivated by the progress in transgenic manipulation

of small animals, which are prone to certain disease and

pathological conditions. In studying these animals, it

is possible to link specific genes to molecular, cellular,

and organ functions during both good health and dis-

ease. Studies of the biochemistry and physiology of the

brain, heart, musculosketetal, and metabolic systems
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Fig. 10. Comparison of diffusion- and transport-based volumetric reconstruction results of dexoyhemoglobin distributions during a Valsalva

maneuver. The top row shows diffusion results, with a head-on view on the left and an aerial view (from the top of the head) on the right. The

bottom row shows the same views; however, an image-reconstruction code was used that is based on the equation of radiative transfer. While the

overall patterns are similar, strong differences in the amplitude of the changes are visible. The maximum changes using the transport-based code

are 0.65 mM, while the diffusion-based code finds maximal changes of only 0.47 mM.

historically has been through necropsy methods, which

require the sacrificing of many animals. With the ad-

vent of new small-animal imaging systems, it has be-

come possible to perform non-invasive assays to moni-

tor the progression of diseases and biological processes

in live small animals.

Commercial small-animal optical systems exist

mainly for 2D surface imaging of fluorescent or biolu-

minescent probes [120–124]. Ntziachristos et al. [125]

recently developed a first laboratory prototype for 3D

fluorescence imaging. Although several commercial

systems exist to monitor blood-oxygenationin humans,

a dedicated optical system for tomographic 3D imag-

ing of blood-related parameters and hemodynamics in

small animals is not available yet. Several laboratory

prototypes do exist, however. For example, Nemoto

et al. conducted somatosensory stimulation studies in

rats by stimulating the hind limb [126]. But instead

of imaging through the skin and skull, the bone was

made translucent using a carboxymethyl polymer, and

only 2D tomographic maps were generated by taking

images with a CCD camera. Siegel et al. [33], in a pa-

per about a new SSD instrument, showed topographic

maps of localized changes in cortical hemodynamics

in response to somatosensory provocation in an anes-

thetized rat. The algorithm used was based on the diffu-

sion theory for semi-infinite media. Cheung et al. [127]

also generated topographical maps during hypercapnia

experiments on rats. The maps were obtained with a

frequency-domain code for semi-infinite media.

By combining the DYNOT imaging system de-
scribed in Section 2.1.3 with our 3D MOBIIR scheme

described in Sections 2.2.2. and 3.1.3, we have started

to explore the possibilities of volumetric brain oximetry

and hemodynamic monitoring in rats. Next, we present
results concerning hypercapnia and paw-stimulation

studies.

3.2.1. Hypercapnia studies

Adult male Sprague-Dawley or Wistar albino rats
weighing approximately 300 gram were initially anes-

thetized with halothane (inhalation) and then injected

with urethane (1.5 g/kg) intraperionteally as a 20% so-

lution in water (divided dose). Blood pressure was
monitored via a polyethylene catheter inserted into one

femoral artery (usually left). The intra-arterial tubing

was connected to a blood-pressure transducer (CyQ or
1870-D43 Columbus Instruments, Columbus OH). A

tracheotomy was performed through a ventral midline

incision in the neck and a stainless steel t-tube was su-

tured in place. Animals typically were held ventral side
up in a stereotaxic frame. The optical probe, consisting

of four sources and 12 detectors (see Fig. 11a), was ap-

plied to the dorsal side of the head with a micromanip-
ulator after shaving the skin. Animals were ventilated

(2–5 cc stroke volume, 40 breaths per minute, resulting

in >95% oxygen saturation on room air as measured

by pulse oximeter; Harvard Apparatus rodent respira-
tor) throughout the experiment. After being connected

to the ventilator, rats were paralyzed with decametho-

nium (0.2 mg/rat ip). Specific mixtures of nitrogen,
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oxygen, and carbon dioxide were prepared using sep-

arate voltage-controlled mass-flow regulators (Dwyer

GFC mass-flow controllers: 0–20 ml/min for CO2, 0–

200 ml/min for O2 and 0–1000 ml/min for N2). Gases

were mixed in a 385-ml chamber before being sup-

plied to the ventilator (no rebreathing). Oxygen levels

were fixed at 30%, and changes in CO2 concentrations

were compensated by changes in N2. The baseline gas

mixture was 0.3% CO2, 30% O2, and 69.7% N2. A

perturbation lasted one to three minutes, with five to

30 minutes of baseline gas exposure occurring before a

subsequent perturbation.

The raw experimental measurement data consisted of

a time series for each source and each wavelength (λ =
777 nm and 807 nm). As an example, Fig. 11b displays

12 traces of detector readings during the protocol with

a source at position number 2 (upper right in Fig. 11a).

Each trace was normalized by calculating the mean of

the measured intensity during the steady-state period

and subsequently dividing all intensities in the trace by

that mean. Furthermore, the original data was filtered,

using a median filter, to enhance the signal-to-noise

ratio. The black bar in the figure depicts the extent of

the CO2 perturbation, and the arrows are the time points

used for the reconstruction. At 808 nm, an increase

in intensity is observed during the first 10 seconds,

followed by a drop in intensity. Similar curves were

obtained at 777 nm.

Using data from both wavelengths, it is possible

to calculate oxy- and dexoyhemoglobin concentration

changes as described in Section 3.1.1. For the volumet-

ric difference reconstructions, we used the ratio of the

measured intensity during various time points (black

arrows labeled T1–T5 in Fig. 11b) with respect to the

measured intensity during the rest-state, (red arrow in

Fig. 11). These black arrows represent a snapshot of

measured intensity for all source/detector combinations

during consecutive instances of induced hypercapnia.

For each snapshot, a volumetric reconstruction of ∆µa

and ∆µs was performed, which resulted in three vol-

umetric images of changes in oxyhemoglobin, deoxy-

hemoglobin, and total hemoglobin in the rat brain. To

apply our MOBIIR scheme to the acquired data, a ge-

ometric model of the underlying tissue was generated.

The imaging probe was modeled as a rectangular par-

allelepiped and converted into a 3D mesh that could

be used within the context of our finite-element recon-

struction algorithm. The resulting volume was 12 × 7

× 10 mm3 cube composed of 2830 nodes and 13,728

tetrahedral elements. Each reconstruction consisted of

25 iterations of a conjugate gradient scheme and took

approximately one hour on a Pentium III 550 MHz pro-

cessor. A representative series of images of changes

in oxyhemoglobin at times point T1 through T5 is dis-

played in Fig. 12. The shown coronal slices were cut

midway through bregma and lambda (Fig. 11a). As

one views the series, one can observe a steady increase

in oxyhemoglobin, which is circumscribed and sym-

metrically located. It should be noted that, because

SSD-type data was employed, some degree of cross

talk between the µa and µ′

s reconstructions could oc-

cur. Hence, some of the oxyhemoglobin and deoxyhe-

moglobin effects may be attributed to scatter changes.

3.2.2. Functional stimulation studies

For the functional stimulation studies, animals were

prepared as described in Section 3.2.1. After paralysis,

custom parallel bipolar stimulating electrodes (0.1-mm

varnish-insulated stainless steel, acute conical tips, 0.5-

mm tip separation) were inserted into the foot pad.

Isolated stimulus pulses (0.5-ms duration, <0.5-mA

intensity, rates from 1 to 10 Hz) were applied using a

commercial stimulator (A&M Systems 2100). Trains

of stimuli lasted 10 to 30 seconds and were separated

by equivalent times without stimulation.

Figure 13a shows the 12 detector readings (source

#2) at wavelengths λ = 760 nm during one episode

of this stimulation. In this example, the stimulation

started at t = 20 seconds and lasted for 20 seconds.

A moving average filter (width = 7 data points) was

applied to the data. We observed changes correlated to

the stimulus in the detector readings of up to 1.5%; at

832 nm (not shown), changes generally were smaller

than 0.5% in the opposite direction.

The data from all source-detector pairs at t = 35
seconds were used as input to our reconstruction code,

which calculated the changes in oxy- and dexoyhe-

moglobin with respect to t = 0 seconds. Figure 13b

shows the results of the deoxyhemoglobin calculations

for three different slices through the brain. One can

see clearly the lateralization of the effect as is expected

from various functional MRI studies.

For this reconstruction, we used an anatomical prior

for regularizing the reconstruction process. Using his-

tological and gross anatomical specimens, we con-

structed a generalized model of the rat head (Fig. 14).

We assigned different optical properties to different tis-

sues of the head. During the reconstruction process,

we updated the optical properties at all nodes inside the

brain independently. On the other hand, skin, skull,

and muscular tissue were treated as homogenous layers.

The optical properties at notes within each layer were



A.H. Hielscher et al. / Near-infrared diffuse optical tomography 327

Fig. 11. (a-left): Positioning of sources (red circles) and detectors (blue circles) on the rat head relative to lambda and bregma. (b-right): Intensity

change (normalized to rest at t = 0) as a function of time for source 2 (upper right red circle in Fig. 11a) and all detectors at a wavelength of λ =
808 nm. Similar curves were obtained at λ = 777 nm.

Fig. 12. Maps of deoxyhemoglobin changes for coronal sections through a rat brain. One can see an increase in deoxyhemoglobin as one

progresses from T1 (a) through T5 (e).

not updated independently. Instead the optical proper-

ties at each note were changed by an average value for a

given layer. We found that this considerably improved

the image-reconstruction results and minimized the ar-

tifacts that often are encountered in the vicinity of the

source and detectors. Previously, Pogue and Paulsen

reached similar conclusions using a numerical model

of the rat brain [128].

3.3. Joint imaging

Besides measuring hemodynamics and changes in

various blood-related parameters, optical techniques

also are quite sensitive to scattering changes in tissue.

An example is the application of NIR diffuse-optical to-

mography to imaging and monitoring the progression of

rheumatoid arthritis (RA). RA is a chronic, progressive,
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Fig. 13. (a-top): Time series for one source and all detectors at λ = 760 nm. Depicted are the changes in normalized signal strength. Data from

all sources and detectors at t = 35 seconds were chosen for the volumetric reconstruction shown in Fig. 13b. (b-bottom): Reconstruction result

for the hind-paw stimulation measurements, which shows the lateralized, hemispheric-specific response. Red lines indicate positions of lambda
and bregma.

inflammatory disease that primarily attacks peripheral

joints, surrounding tendons, and ligaments [129]. This

disease, which often is associated with significant pain

and disability, affects approximately 2.1 million people

in the United States [130,131]. RA is characterized by

an inflammatory synovitis that leads to cartilage and

bone destruction and consequent loss of function. The

synovial tissue becomes infiltrated with inflammatory

cells and activated, invasive, fibroblast-like cells that

may invade bone and cartilage. Four different disease

stages, during which the tissue change is gradual, can

be distinguished [132,133].

Imaging of the joint so far has played a role only in

later stages of the disease. Radiography can document

bone damage that results from RA and can visualize

the narrowing of cartilage spaces. However, it has long
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Fig. 14. Generation of an anatomically accurate finite-element mesh of a rat head.

been recognized that radiography is insensitive to the

early manifestations of RA. Optical techniques promise

to provide a new tool for the early detection of RA.
Changes in the optical properties of the synovium and

in the synovial fluid can be observed even in very early
stages of the disease. For example, the normally clear,

yellowish synovial fluid turns into a turbid, grayish

substance [134].
After several numerical feasibility studies [135–137]

and experiments involving tissue phantoms and healthy

joints [138,139] showed that optical joint imaging is
feasible, the goal of recent work has been to perform

first clinical studies on human subjects with RA in the
proximal-inter-phalangial (PIP) joint.

3.3.1. Methods

In diagnosing RA, it is particularly important to de-

termine changes in the optical properties of the syn-
ovial fluid and the synovium. These changes are dom-

inated by changes in the scattering coefficient. Obtain-

ing these optical properties requires reconstructing ab-
solute values rather than relying on dynamic changes.

To this end, we developed a device that permits high-
accuracy measurement of transmission profiles. A pho-

tograph and schematic of the device is shown in Fig. 15.

A laser diode and a Si-photodiode are scanned indepen-
dently over a distance of up to 3 cm along the saggital

plane across the joint. The photodiode is in direct con-
tact with the finger, while the beam of the laser diode is

focused to a spot of approximately 0.3 mm in diameter

on the back of the finger. During a measurement, the
laser diode first is brought to the desired position on the

back of the finger. The photodiode then is scanned over
a distance of 3 cm, and the transmitted intensities are

detected. After the detector scan is finished, the laser

diode is moved by a distance of ∆x, the photodiode

performs another scan, and so on. In this way, several

transmission profiles are obtained. Because no optical

fibers are used and the same source and detector are
employed for each measurement, the recorded profiles

can be compared directly to one another without addi-
tional calibrations for fiber-incoupling losses, different

source strengths, or detector sensitivities. The mea-

sured data is then input to a MOBIIR scheme (see Sec-
tion 2.2.2) that uses the equation of radiative transfer

as a forward model.

3.3.2. Results

An example of a set of measurements is shown in
Figs 16a and 16b. The subject was diagnosed with RA

of the PIP joint of one hand, while the same joint in the
contra-lateral hand was found to be unaffected. Optical

trans-illumination measurements were performed on

the same joint of both hands. In both figures, trans-
illumination curves for five source positions, which are

indicated by the arrows, are shown. Source position

2 is closest to the fingertip, and source position 18 is
farthest from the fingertip. In Fig. 16a, which illustrates

a measurement on a healthy joint, the trans-illumination
data for source position 10 clearly shows the strongest

transmission signal, with a maximal amplitude that is

at least 1.5 times as strong as any other measurement
at a different source position. This is expected because

source position 10 is located directly on top of the joint,
which is filled with relatively low-scattering and low-

absorbing synovial fluid. In Fig. 16b, which shows

measurements on a rheumatoid joint, measurements at
source position 10 show a weaker signal. Here, the

strongest signal is measured at the source position that
is closest to the fingertip, where the finger diameter is

smallest. As the source is moved farther away from the

fingertip, the signal becomes progressively smaller.
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Fig. 15. Experimental set-up for sagittal joint imaging ((1) laser, (2) detector, (3) stepping motors)).

Fig. 16. Intensity transmission profiles for five different source positions for a healthy joint (left) and the same joint on the contra-lateral hand

with rheumatoid arthritis (right). Source position 2 is closest to the fingertip, while source position 18 is farthest from the fingertip. Source

position 10 is located directly above the PIP joint.

Figure 17 shows the reconstructed cross-section of

the scattering coefficient in the saggital plane of the

healthy joint (left) and the joint with RA (right). The

fingertip is located to the right of the images, which

show a 3-cm-wide sagittal section of the finger with

the joint located in the center. The reconstruction was

started with an initial guess of µs = 100 cm−1 and

µa = 0.5 cm1. The anisotropy factor g was fixed at 0.9.

Although the spatial resolution is poor, the decrease in

value of the optical properties around the location of

the joint, which is filled with the low-scattering and

low-absorbing synovial fluid, is clearly visible. In the

reconstructions of the joint affected with RA, this de-

crease is much less pronounced. These results illus-

trate the potential of optical techniques to diagnose RA

in its early stages, as other imaging modalities are not

capable of measuring scattering changes in the syn-

ovial fluid. Clinical studies involving approximately

50 volunteers currently are underway in our laborato-

ries to fully explore this potential. In addition to imag-

ing changes in the scattering coefficient, tomographic

imaging of hemodynamic processes in the vasculature

of the joint also may be of diagnostic value, as recently

was reported by Lasker et al. [140].

3.4. Other applications

There are several other promising applications of op-

tical tomographic imaging. For example, Watanabe et

al. [44] recently developed an optical system for pin-
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Fig. 17. Reconstructed cross-section of the scattering coefficient (top) and absorption coefficient (bottom) in the sagittal plane through the healthy

joint (left) and the RA joint (right). The fingertip is located to the right of the images that show a 3-cm-wide section of the finger with the joint

located in the center.

pointing the location of epileptic foci. Considerable ef-

fort has also been directed toward developing an optical

imaging method for the early detection of breast can-

cer [25–27,141–146]. Although major advances have

been made, initial clinical trials still are inconclusive

and more work must be done to make optical breast

imaging a standard clinical tool. Also of special inter-

est here is the combination of MRI and optical imaging

methods [81,147].

Another area of strong interest is the development

of optical molecular-imaging methods (see e.g. [120–

125,148–151]). The field of medical imaging currently

is undergoing a revolution. The advent of novel bio-

chemical markers that can detect faulty genes and other

molecular processes that precede the development of

disease makes it possible for the first time to detect

disease long before actual phenotypical symptoms ap-

pear. Up to now, major progress has been achieved

in small-animal imaging. Since the early 1990s, re-

search in this direction has been motivated by the sub-

stantial resources provided by the National Institutes

of Health (NIH) for the development of small-animal

models for human diseases such as cancer, diabetes,

heart disease, and arthritis. These animal models pro-

vide a medium for studies that concern disease devel-

opment, progression, and treatment. Molecular mark-

ers have become increasingly important in these stud-

ies because, together with various imaging modalities,

these markers allow the study of disease-related pro-

cesses without sacrificing the animal. A good overview

of this field recently was presented by Weissleder et

al. [138].

4. Summary

DOT currently is developing into a viable addition

to existing biomedical-imaging modalities, such as ul-

trasound, CT, MRI, PET, and SPECT. This novel imag-

ing technique uses NIR light (approximately 700 nm

< λ < 900 nm) to probe the absorption and scattering

properties of tissue. Recent technological and compu-

tational advances have led to first clinical trials involv-

ing brain, breast, and joint imaging.

The instrumentation used for DOT can be divided

into three categories: SSD systems, FD devices, and

time-domain TD instrumentation. Although TD mea-

surements and analysis schemes theoretically provide

the best differentiation between scattering and absorp-

tion coefficients, most commercially available systems

are of the SSD or FD type. Such systems are com-

paratively easy to assemble, inexpensive, and allow
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for faster data-acquisition rates. SSD systems are par-
ticularly well suited for studying fast physiological
changes, such as hemodynamic effects in functional
brain imaging.

The image-reconstruction problem in DOT suffers
from the strong scattering of near-infrared photons in
biological tissue. Unlike in X-ray-based imaging, the
probing light does not propagate on a straight line from
the source to the detector. Therefore, traditional CT
backprojection algorithms have limited applicability.
To obtain more accurate images, so-called MOBIIR
codes now are widely applied. These schemes compu-
tationally are much more demanding than are backpro-
jection methods, but they account more rigorously for
the underlying physics of light propagation in tissue.

A major application of DOT is brain imaging. By de-
termining the spatially resolved distribution of blood-
derived parameters such as oxy- and deoxyhemoglobin,
researchers have started to explore the possibility of
optical-functional imaging as well as stroke imaging
and monitoring. To illustrate how optical data can
be used to obtain 3D information about hemodynamic
processes in the brain, we presented reconstructions of
various blood parameters during a Valsalva maneuver.
To validate the results obtainable with this new technol-
ogy, we currently are pursuing studies in small animals.
This allows for tighter control of various experimental
parameters. Small-animal imaging studies draw fur-
ther attention because of recent advances in molecular
imaging. Molecular markers are under development
that promise the detection of diseases on a biomolecular
level long before phenotypic symptoms appear. Most
of these markers currently are being tested in small-
animal studies, and optical techniques promise to play
an important role in this field.

Beyond absorption changes due to variations in
hemoglobin concentrations and other chromophores,
optical methods also are sensitive to changes in the
scattering properties of tissues. While the detectability
of scattering changes in activated neurons through the
skull by optical means still is being debated, it has been
shown that scattering changes in the synovial fluid of
patients with RA can be detected optically. The ulti-
mate usefulness of near-infrared diffuse optical tomog-
raphy for the diagnosis of arthritis as well as many other
diseases still must be evaluated in larger clinical trials,
which currently are ongoing.
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