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Abstract 
In the management of reservoirs it is an important issue to 

utilize the available data in order to make accurate forecasts. 

In this paper a novel approach for frequent updating of the 

near-well reservoir model as new measurements becomes 

available is presented. The main focus of this approach is to 

have an updated model usable for forecasting. These  

forecasts should have initial values that are consistent with 

recent measurements.  

The novel approach is based on utilizing a Kalman filter 

technique. The idea behind the Kalman filter is to incorporate 

the information from the measurements into the current esti-

mate of the state of the model, taking into account the uncer-

tainty that belongs both to the state of the model and the 

measurements. The uncertainty of the model is updated  

simultaneously with the model itself.  A benefit of this ap-

proach compared to usual history matching is that the initial 

values for the forecasts will be in better agreement with the 

current measurements. 

Originally, the Kalman filter had shortcomings for large, 

non-linear models. During the last decade, however, Kalman 

filter techniques has been further developed, and applied suc-

cessfully for such models within oceanographic and hydrody-

namic application. This work is based on use of the ensemble 

Kalman filter. The ensemble Kalman filter is easy to imple-

ment, and have some good properties for non-linear problems. 

Here, we demonstrate the use of this technique within near-

well reservoir monitoring, focusing on its performance in fore-

casting the future production. 

 
Introduction 

Several different smart well systems are available with dif-

ferent functionality. The simplest systems consist of sliding 

sleeves which only can be open or shut and without any moni-

toring. The most advanced systems consist of infinitely vari-

able chokes and extensive monitoring like pressure, tempera-

ture, multi-phase metering, and resistivity and seismic sensors 

for tracking near well fluid contacts. 

The smart well systems are motivated by the possibility of 

improved reservoir management. Remote choking or shutting 

zones with poor performance will cause an immediate  

response on the well performance without any expensive  

well intervention.  

Another benefit of smart well systems is improved reser-

voir monitoring. Smart wells systems add value by enhancing 

workflow cycles containing the key elements of measurement, 

modeling and control. Several papers
1,2,3,4

 have been presented 

where the possible benefits of using smart well systems have 

been quantified. In all these papers the reservoir model is as-

sumed to be known. However, a key element in the measure-

ment, modeling and control loop is how to update the near 

well reservoir model based on the measurements. This is the 

focus of the present paper. A novel approach for updating a 

near-well reservoir model based on measurements in the well 

will be presented. The approach applies a Kalman filter tech-

nique and both the reservoir properties and the state of the 

reservoir is updated. Benefits of this approach is that the initial 

values of the forecasts will be in better agreement with the 

current measurements and that the methodology is well suited 

for frequent updating of the near well model.  

An alternative methodology for updating the near-well res-

ervoir model consist in finding the reservoir properties which 

gives the least difference between measured data and model 

results within a given time interval.
5 

We start by describing the reservoir model. Then the  

ensemble Kalman filter methodology applied to near well  

reservoir modeling is presented. Examples of application of 

the methodology are given, and finally some conclusions  

are drawn. 

 

The reservoir model 
The model equations for two-phase, immiscible porous-media 

flow with isotropic permeability are (see, e.g. Aziz & Settari
6 
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We assume that the porosity is known all over the reser-

voir, while the permeability is unknown, along with the solu-

tion variables; oil pressure and gas saturation. The remaining 

quantities in equations (1) – (4), except the external volumetric 

flow rates, are known functions of the solution variables.  

The external volumetric flow rates are specified to be zero 

at outer boundaries. A multi-segment well model
7
 is applied to 

couple reservoir and wellbore flows.  

 
The ensemble Kalman filter for near-well reservoir 
monitoring 
The values of several important quantities, as for instance po-

rosity, permeability and relative permeability, in the reservoir 

model varies in the reservoir, and quantities as porosity and 

permeability are not even accessible for measurement except 

from core samples. The reservoir flow depends to large extent 

on these quantities, and therefore the quality of the forecasts 

made from reservoir simulations depends on the ability to give 

reasonable values to these quantities. The approach suggested 

in this paper is to improve the forecasts by updating the rele-

vant physical quantities, based on the measurements that be-

come available during production, as well as using the infor-

mation gained from core samples. A similar approach, to the 

one presented here, has been applied in the study of underbal-

anced drilling
8
. 

The Kalman filter
9
 was originally developed for linear 

models. An early approach for treating non-linear models is 

the extended Kalman filter
10

. A problem with the extended 

Kalman filter is that the number of simulations needed at each 

step is at the same order as the number of state variables. For 

large systems this will generally be too time-consuming. The 

extended Kalman filter is based on linearization and has short-

comings for strongly non-linear models. Recently, progress 

has been made addressing both these problems, and new vari-

ants of Kalman filters have been applied within meteorology 

and oceanography. One of these filters, the ensemble Kalman 

filter
11

 is very easy to implement, and we have used this for 

estimating our unknown model parameters. 
 

Using the Kalman filter it is possible to combine the in-

formation obtained from the measurements with the model to 

get an improved estimate of the state vector of the system. Our 

state vector contains the values for each grid block of the time 

dependent variables pressure and gas saturation as well as a 

value for the permeability in each grid block. Such an exten-

sion of the state vector to include model parameters has been 

applied both in the study of underbalanced drilling
8
 and in a 

test model used in atmospheric research
12

. In these applica-

tions the number of model parameters is in the range from 1- 

9, a modest number compared to the number of model pa-

rameters included in the state space in our applications. 

In addition to extend the state parameters with model pa-

rameters, it is necessary to include all measurements that is 

connected to the state variables by a non-linear relation in the 

state vector, due to the formulation of the ensemble Kalman 

filter. This means that the state vector has to be further aug-

mented with the measurements obtained from pressure sensors 

and multi-phase metering located in the well.  

 We will now give a short presentation of the implemented 

filter, and discuss some details on the actual implementation 

for this study. This presentation follows closely the presenta-

tion given in Lorentzen
8
. 

To combine the information from the measurements with 

the model in a proper way, we need both to know the uncer-

tainty in the current estimate of the state and the uncertainty in 

the measurements. We assume that the errors in the measure-

ments are statistically independent, and with known variances. 

This gives a covariance matrix Σ for the measurement errors. 

In the ensemble Kalman filter the covariance matrix of the 

estimate of the states are obtained using statistics built by an 

ensemble of state vectors. After the ensemble is updated by 

taking into account new measurements we go through the fol-

lowing steps. 

Denote the state vector for the j’th member of the ensem-

ble after inclusion of the measurement by 
a

js
r

. Each state vector 

is used as initial value to the simulator for a forward simula-

tion that is run to the time when the next measurements are 

taken into account. The j’th state vector prior to the inclusion 

of the next measurements is  

j

a

j
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where )sf( a

j

r

denotes the updating of the state vector done by 

the simulator and 
jψ
r

 is a stochastic contribution representing 

the model error. The model error we use is normally distrib-

uted with zero mean and covariance matrix Ψ. More details on 

the specification of Ψ will be given below. 

To take into account the measurements we use the covari-

ance matrix of the ensemble around the ensemble mean. The 

mean value of the ensemble is given by 

 ∑ =
= n

1i

f

js
n

1
ŝ
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and the ensemble covariance matrix is  
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where n is the number of members in the ensemble. For proper 

use of the filter an ensemble of observations is needed
13

. This 

is defined by 

 
jεr

rr
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,……………………………………………(8) 

where d
r

is the actual observation and εj is drawn from a nor-

mal distribution with zero mean and covariance matrix Σ.  
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The observation vector d
r

 is related to the state vector s
r

 

through the equation sHd
r

r

= , for an appropriate matrix H. The 

state vectors in the ensemble are updated using the gain matrix 
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A major issue with the ensemble Kalman filter is the size 

of the ensemble. The optimal size of the ensemble for our ap-

plication is a subject for further research. Experience in the 

oceanographic science
14

 has indicated that the filter may func-

tion using a size of the ensemble in the range 100 – 500. We 

have chosen to use 100 members in the ensemble. This means 

that 100 forward simulations are needed. With increasing 

computational power, the challenge faced because of the size 

of the ensemble may be reduced, and it should be remarked 

that the ensemble Kalman filter is well suited for paralleliza-

tion. A modification of the ensemble that reduces the  

computational burden has been proposed
15

, and it will be in-

vestigated in further work if this modification is suitable for 

the present problem. 

In the specification of the covariance matrix for the model-

ing error,Ψ, we make the assumption that the dominating term 

is the uncertainty in the permeability. The covariance matrix 

for the model error is block-diagonal, with two blocks. The 

first block consists of the model error in the logarithm of the 

permeability. This is modeled using a distance dependent cor-

relation function, such that the permeability in grid blocks that 

are located close to each other are updated in a correlated 

manner, whereas there is small correlation in the updating of 

the permeability between grid blocks that are located far apart. 

Our assumptions is that the major features of the model uncer-

tainty is taken into account by the model uncertainty in the 

permeability, and therefore we only use a very small, and un-

correlated, model error for the states representing the pressure 

and saturation of the grid blocks as well as for the state vari-

ables that are included to take into account the nonlinear well 

measurements. 

It is our experience that proper specification of the covari-

ance matrix for the modeling error is crucial to get good per-

formance of the filter. Obtaining guidelines for this specifica-

tion will be an important topic for further research. 

In the examples we present, all measurements are gener-

ated synthetically by running the model with a given perme-

ability, and adding noise to the obtained values to generate 

measurements. As covariance matrix, Σ,  for the measurement 

error we have used the same covariance matrix as used when 

generating the measurements. In a field implementation, the 

covariance matrix for the measurement errors Σ should take 

into account the uncertainty in the measurement devices,  

but also include uncertainty in the positioning of the  

measurement gauges, and inaccuracies due to the applied nu-

merical method
16

.  

 

Examples 
Common setup of the examples.  In the examples we present, 

we have kept the same reservoir and well configuration. The 

scenario is one horizontal producer, an immiscible two-phase 

system with oil and gas. The PVT properties and relative per-

meability curves are adapted from
17

, and kept fixed both while 

generating data and while running the ensemble Kalman filter. 

The reservoir grid has dimension 16116 ×× , where the last 

coordinate refers to the vertical direction. The dimension of 

each grid block is 3010030 ×× ft. We have used a constant 

porosity in the reservoir, except for the top layer which is used 

to emulate a gas cap. The porosity of the grid blocks in the top 

layer is set to 1000, for all other grid blocks the porosity is 0.3. 

The depth of the top layer is 6970 ft.  

The well has its heel in grid block (4,1,14), and it is perfo-

rated in three grid blocks, (5,1,14), (9,1,14) and (13,1,14) (see 

Figure 1). The depth of the well is 7375 ft, corresponding to 

the middle of grid block 14 in the vertical direction (where the 

vertical direction is numbered from the top). In the perforated 

blocks, the annulus section is connected to the production tub-

ing of the well through chokes. 

While using the filter we assume that the following quanti-

ties are available: Estimate of the permeability of the grid 

blocks penetrated by the well (from core samples), in addition 

to measurements during production. The quantities measured 

during productions are the bottom-hole pressure and pressure 

in the three annulus sections of the well, the total production 

of oil and gas, and the inflow of these two phases through each 

annulus section. 

The uncertainties in the different measurements are shown 

in Table 1. 

 
Table 1: Measurement uncertainties. 
 

Quantity Uncertainty (1 std. deviation) 

Permeability of grid block 3 % 

Pressure 4 psia 

Oil saturation 10 % 

Gas saturation 10 % 

 

Production data are sampled at every 0.1 days the first day, 

thereafter once every day. The known permeability values are 

taken into account every time the state vector is updated. 

The permeability used in the examples is shown in Figure 

1. The well is shown in red (perforated zones) and white. The 

heel of the well is located to the left. The well is set to produce 

at an oil rate of 1500 bbl/day, but with a limitation on the gas 

production on 10000 Mscf/day.  

The difference between the two examples is in the choke 

settings. In Example the opening of the choke in zone 3 is one 

half of the opening used in zone 1 and 2. In example 3 the 

opening of the chokes is the same for all three zones. In Ex-

ample 1 the limitation on gas production is met after 83 days, 

in Example 2 after 96 days.  

In this setting, the focus has only been on the ability to 

produce reliable forecast for the inflow, but combining  
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the technique for producing forecasts with steering is a  

challenging problem. 

Result from Example 1. Figures 2-8 show the true solution, 

the measurements and the estimated solution for different 

measured quantities.  

Figure 2 shows the bottom-hole pressure. The uncertainties 

in the pressure measurements are low, and there is no visible 

difference between the estimated pressure and the true pres-

sure. The same holds for the pressure measurements in each of 

the annulus sections.  

Figures 3 – 5 show the production of oil for the three in-

flow zones. One can observe that the estimated rates follow 

the true curves quite closely, although the measurements are 

noisy. A similar observation can be done for the gas inflows, 

see Figure 6 – 8, although the estimate are fluctuating  

more when the inflow is increasing. For the total production of 

oil and gas the filter and the true curve coincides, so the plots 

are omitted. 

We evaluate the performance of the ensemble Kalman fil-

ter by considering the quality of the forecasts of production. 

Figures 9 – 14 show forecasts of the oil and gas inflow to each 

of the three inflow zones. The first forecast is done after 0.1 

days, which is the first measurement of the production data. At 

this point the forecast of the gas inflow is misleading, it is pre-

dicted that the highest gas inflow will be in Zone 3, not in 

Zone 1. While more production data becomes available, this 

error in the forecasts is gradually removed.  

The next forecast is shown after 26 days. This is before 

there is any significant gas inflow to the well. The quality of 

the forecasts in zone 1 and zone 3 are significantly improved 

compared to the forecasts after 0.1 days.  

The last forecast is shown after 73 days. There has been 

some further improvement in the forecast of the future gas 

production from each of the zones.  

Result from Example 2. Figures 15 - 20 show the true solu-

tion, the synthetic measurements, and the estimated solution 

for the oil and gas inflow to the three zones in Example 2.  

Figures 15 – 17 show the production of oil for the three in-

flow zones. One can observe that the estimated rates follow 

the true curves quite closely, although the measurements are 

noisy. It seems that the filter works some what better for the 

zones with higher inflow rates.  

Figures 18 – 20 show the production of gas for the three 

inflow zones. There is very low difference between the esti-

mated value and true value when the gas inflow is low. As the 

inflow increases, the estimated curve has larger fluctuations 

about the true curve. There are two factors that both are rea-

sonable explanations for this behavior. One of the factors is 

that the measurement noise is relative, and therefore larger for 

larger inflows. In addition the system is run from an equilib-

rium state, leading to an increased uncertainty about the gas 

saturation in the reservoir with time. 

Figure 21 – 26 show forecasts of the oil and gas inflow to 

the three zones. The forecasts are shown after 0.1, 16 and 64 

days. Although the limitation on total production of gas is met 

later in this example than the previous one, there is significant 

gas inflow earlier in zone 3 for this example. The performance 

of the forecasts of gas production after 64 days is much better 

than after only 0.1 days. 

There are indications that the early measurements are more 

important for improving the forecast than later measurements, 

and the forecast of the gas production seems to be more  

influenced by the updating than the oil production in these  

two examples.  

To study the effect of the measurements at different time 

intervals, and the possibilities for tuning different variables in 

the filter is a topic for further research.  

 

Conclusions 
A new methodology using the ensemble Kalman filter tech-

nique for forecasting production of a near-well reservoir has 

been presented. The technique has been studied through syn-

thetic examples. With this technique, one is able to track the 

production of the two phases in each of the three inflow zones 

with much better accuracy than if these values are obtained 

solely from the measurements of the same quantities. Even 

more important is it that the reservoir model is updated, such 

that forecasts can be computed which are consistent with the 

recent measurements. This could be further exploited in con-

trol of smart wells. It is seen that, generally, the forecasts are 

improved while more measurements becomes available. 

 
Nomenclature  
           B  =   Formation volume factor 

 d = Measurement 

 G = Kalman gain 

           H  =   Measurement matrix 

           k  =   Permeability 

           rk  =   Relative permeability 

 n    =   Number of members in ensemble 

 P    =   Capillary pressure 

 p    = Pressure 

           q    =   External volumetric flow 

           R    =   Ensemble error covariance matrix 

           S = Saturation 

    s
r

 = Member of ensemble 

  t    =  Time 

  z    =  Spatial vertical coordinate 

           γ    =   Product of mass density and acceleration of 

gravity 

 µ   =   Viscosity 

 Σ =   Measurement error covariance matrix 

           ε = Measurement error 

 Ψ = Model error covariance matrix 

 ψ  = Model error 

           Φ = Porosity 

  

Subscripts 

 g = Gas  

   j    =   Related to the ensemble  

   o   =    Oil 
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Superscripts 

 a  = Analyzed. 

 f   =    Forecast.  
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Figure 1. The true permeability. The well is shown in red and 
white. The perforated part of the well is red. The permeability is 
given in mD. 
 

 
Figure 2. Bottom hole pressure in Example 1. 
 

 
 
Figure 3. Oil inflow in zone 1 (grid block (5,14), heel of well) in 
Example 1. 
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Figure 4. Oil inflow in zone 2 (grid block (9,14)) in Example 1. 
 

 
Figure 5. Oil inflow in zone 3 (grid block (13,14), toe of well) in 
Example 1. 
 

 
 
Figure 6. Gas inflow in zone 1 in Example 1. 
 

 
 
Figure 7. Gas inflow in zone 2 in Example 1. 
 

 
 
Figure 8. Gas inflow in zone 3 in Example 1. 
 

 
 
Figure 9. Forecast of oil inflow in zone 1 in Example 1. 
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Figure 10. Forecast of oil inflow in zone 2 in Example 1. 
 

 
 
Figure 11. Forecast of oil inflow in zone 3 in Example 1. 
 

 
 
Figure 12. Forecast of gas inflow in zone 1 in Example 1. 
 

 
 
Figure 13. Forecast of gas inflow in zone 2 in Example 1. 
 

 
 
Figure 14. Forecast of gas inflow in zone 3 in Example 1. 
 

 
Figure 15. Oil inflow in zone 1 in Example 2. 
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Figure 16. Oil inflow in zone 2 in Example 2. 
 

 
Figure 17. Oil inflow in zone 3 in Example 2. 
 
 

 
 
Figure 18. Gas inflow in zone 1 in Example 2. 
 

 
 
Figure 19.  Gas inflow in zone 2 in Example 2. 
 

 
 
Figure 20. Gas inflow in zone 3 in Example 2. 
 

 
 
Figure 21. Forecast of oil inflow in zone 1 in Example 2. 
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Figure 22. Forecast of oil inflow in zone 2 in Example 2. 
 

 
Figure 23. Forecast of oil inflow in zone 3 in Example 2. 
 

 
 
Figure 24. Forecast of gas inflow in zone 1 in Example 2. 
 

 
Figure 25. Forecast of gas inflow in zone 2 in Example 2. 
 

 
 
Figure 26. Forecast of gas inflow in zone 3 in Example 2. 


